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Abstract

Tillverknings och transport industrin genererar en stor miangd datamingder, som ofta dr av
varierad kvalité. Malet med det hidr examensarbetet #r att hitta matematiska principer for ett
system som automatiskt ldr in viktiga statistiska och analytiska egenskaper av dataméngder
for att detektera och korrigera vissa typer av fel i realtid.



Abstract

The manufacturing and transportation industries generate a large amount of data sets which
are often of inconsistent quality. The goal of this project is to find the mathematical principles
of a system which learns automatically the essential statistical and analytical properties of data
sets in order to detect and correct certain classes of faults in real time.
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Chapter 1

Introduction

1.1 Mathematical Artificial Intelligence

Mathematics is at the core of Al and Machine Learning (ML) because it provides means of
implementing how their goals can be reached. Al and ML automate repetitive learning and
discovery through data and add intelligence to existing products. The language of mathem-
atics is very precise. The mathematical foundation is used in physics to describe the motion
of planets to the motion of electrons in atoms. It is used also in economics to describe fluc-
tuations in the stock markets. In computer science, mathematics might be used to prove the
correctness of programs. All these require a high degree of precise prediction and mathemat-
ics gives us a powerful tool, in form of optimized procedures.

The manufacturing and transportation industries generate a large amount of data which
is often of inconsistent quality. For example, a large number of sensors and communication
channels easily leads to situations where signals are missing, or are affected by other issues
resulting in having outliers, temporary bias, etc. Detecting and correcting such problems by
hand is a very tenuous task. Therefore, an unsupervised autonomous method which can learn
what a good signal is and can find and correct deviations, has a large economic value.

The demand for cost-effective transportation is growing as the industrial world expands. In
order to guarantee an efficient, economically safe and environmentally sustainable transport-
ation, shipping industry has priority. Marine transportation is one of the most effective when
measured in ton of transported goods per ton of fuel respectively per ton of greenhouse gases.
The marine environmental impact is minimized by reducing the power effects of waves hitting
the ship in order to optimize the power needed to run the ship and increasing the efficiency of
the propulsion system. To predict and improve ship’s stability motions and performance under
various sea conditions is a critical challenge, in addition to safety of passengers.



EcoPilot
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Figure 1.1: Q-TAGG’s products use advanced control technologies to reduce fuel consumption
on marine vessels.

1.2 QTAGG: Marine Energy Efficiency

QTAGG was founded in 1997 with the goal of bringing to the marine market a high-tech
system that controls and optimizes the ship’s propulsion. The company designs and installs
fuel-saving solutions on large seagoing vessels. This system is governing the engine speed
and fuel injection by millisecond accuracy with high precision and reduces the ship’s rolling
using propeller and rudder interaction. For a forthcoming voyage, it calculates an optimum
propulsion plan and controls the engines and propellers to arrive on time at the lowest total
cost. The system continuously analyzes the ship’s motion and creates an interactive model
of the physical ship and its propulsion by exposing the self-learning model to sensor data,
weather forecast, and ambient parameters. The integrated Rollout system predicts the vessels
motion and automatically counteracts rolling, swaying and undesirable turning before the ship
is affected. QTAGG evaluates all possible scenarios by using multiple virtual ships, the al-
ternative with lowest fuel consumption being continuously selected. In this way, the system
automatically adapts to new sea conditions or other disturbances during the voyage without
any manual intervention or tuning. Thus, QTAGG’s control system ensures that the ship’s
propulsion performs at its best at all time. By reducing ship dynamics and motions, QTAGG
decreases fuel consumption and decreases the wear and tear of the engine, propeller, and rud-
der. The diesel engine will run under a safer regime. With more information collected in time,
the system will be gradually better. Figure 1.1 shows some products created by the company.
Qtagg’s equipment has until now (Spring 2018) six control systems:

(1) Diesel engine governor
(2) Propeller pitch control
(3) Route speed profiling and control



(4) Ship roll damping control
(5) Power generation control
(6) Propeller synchronization for vibration damping

All these systems contribute to fuel savings and have a real-time part, instrumentation,
short and longtime storage, analytics, reporting and operator interface.
Experienced officers from leading shipping companies like Maersk Line, Stena Line, and
Viking Line have tested and improved the system. All these systems are based on a signal
collecting interface sampling continuously about 60 signals with a sample time of 250 ms (a
data stream of about 1 kilobyte per second). Samples are often resampled to 3 minutes sample
time to decrease the communications load.

1.3 Problem Description

The flow of data required in different industrial applications such as in manufacturing or in
process industries has seen a sharp increase in recent years. This increase is in both in the ac-
tual data flow measured in gigabytes and in the stored historical information measured in tera-
bytes or petabytes. Specifically for the marine industry, the increase in the data flow follows
from both the increased number of sensors and from the availability of networked information
from external sources such as weather reports, marine traffic reports and from information
generated by different systems onboard and on-shore. It is usual that sensor information is
distributed among all systems onboard using the NMEA 0183 (National Marine Electronics
Association) communication standard.

Anybody who experienced a large factory with thousands of sensors knows that signals
are not always perfect. There are interruptions in the data flow, disturbances, outliers, interfer-
ences, line brakes, etc. Traditionally, such situations are handled by alarm systems which are
supervising that signals are continuous and in their normal range. When an alarm occurs, a hu-
man operator is reading the error messages from a central alarm system and is trying to detect
and correct the error. Manual error detection and correction requires that the operator knows a
great deal about the systems generating the signal and about a set of known hypothesis for why
an error has occurred. This method has however limited use on a ship. The crew on a ship is
usually reduced to the number of people who can navigate the ship and the expertize in signal
processing, system analysis, network debugging, etc., might be in short supply onboard a ship.

In other industrial applications such as manufacturing, the situation is not as limited as in
marine applications, but still the size of the problem is an issue to be handled : the number
of signals on an industrial plant might be in the range of millions and finding and correcting
errors can be a challenge. Another aspect is that signals that are used in real-time control
applications are required to be of high quality. Real-time control systems are acting at milli-
second time granularity and a wrong signal can cause a faulty control effect which can result
in damages to the equipment before any human intervention could be done.



Autonomous signal monitoring systems are therefore becoming subjects of major interest
for the industry in general and specifically for the shipping industry. They enable automatic
detection of abnormalities and can correct abnormalities by having information from other
related signals. Finally, monitoring systems can help in order to identify the faulty equipment
to be replaced. Mathematically, the autonomous operations can be explained as follows. Let
us consider that a ship (an industrial plant) has N signals obtained from sensors at each sample
time instance t: s,s2,...,5y. These signals have normally a degree of redundancy such that
for example the signal s, can be estimated from say three other signals s;, s; and s; such that:

Sp(t) = fp(si(t),s;(t),sx(1)) (1.1)

where the "hat’ over the variable s, means "estimation" and the function f, is considered
known. By knowing the estimation function, one can compare the difference €:

e = max]s, (1) — 5,(1)|| (1.2)

When the absolute value of € becomes large, it means the signal s,(¢) is different from the
estimated value and this might mean a signal fault. In such a situation, the values of s,(t)
can be replaced by §,(z) . This method works if the estimation function and its parameters
are known to be correct. In principle, the method to automate detecting and correcting signals
works as follows:

- Learn the essential properties of the signals

- Use these properties to detect if signals are correct

- Find all possible correlations and relationships between signals

- Check continuously that the estimated value of a signal from the correlation
function does not differ much from the measured value

- If the estimated value differs from the measured value and all the signals and
functions in the estimation are correct, then replace the value of the signal
with the value of the estimation

The research problem defined as described above, does not have a well-defined field. There
are many different results in signal processing, ML, function identification, sensor fusion, fault
detection, identification, etc. which can be used to solve this problem. Therefore, we call the
problem defined in this thesis as Signal Curation. This also poses difficulties in finding reli-
ant approach literatures. Some of the approaches considered in this thesis are described below.

The methods applied during the thesis are most often of statistical nature. One distinction
is made between statistical methods and ML methods. In the statistical modeling approach,
it is assumed that data is generated by a process with identifiable statistical properties such as
mean or standard deviation. In ML approaches, there are no assumptions about the generation
process (which is considered a black-box), but the data is modeled as such. ML approach is
used in studying a vast sample of measurements to detect characteristics patterns or relation-
ships which were not previously taken into account. It is true that expert knowledge performs
a good diagnostic (tedious when dealing with dozens of signals), but ML is seen as a com-
plementary and effective approach to identify the group of signals the most likely to influence



another one.

We use data from experiments of an ocean-going vessel to study the abnormal behavior of
signals. The experiments have been done on a container ship between 2017-12-01 and 2018-
01-22. An automated data collection device (Q-TAGG Energy Evaluation Device) sampled
data on the ship. The resulting logs files are sampled at 3 minutes interval obtained from raw
data, a fragment is shown in Figure 1.2. The table has about 60 columns and about one mil-
lion samples. The logged data is organized in columns such that signals have to originate from
physical sensors used by the energy optimization equipment, data from the ship’s NMEA data
network and indirect measurements computed from propeller etc.



1 ® _ Z-T0-8T0Z ©3 TO-ZT-LT0Z =|ecdwey
w vz T ] o o ooF o o T <o 20 2 r'ete rsL o To €8 e o 90 Eaid Lo Lo o {1 [ o SLIVIY 98I69L |LZLIS ] I3 ] oE 0O°SPE TOTRILIOE [
o viz T ] o 1] oot o ] Tz =0 I3 £33 i e o o s e 1] B B £l 0 0 o To 1] ISTVTY BLISED LTLIE ] 3 ] oE 0OTHT TOIT/LTOT [
L3 TEe hxd o o o ooT o o Tz &0 o To TErE v o o & s o £l 8T £l £l =0 0 zo o SrIEIr L1587 £eees o I3 o oF OO6ET TOZT/LTOZ [z
£ v 1 o ] o w0 [ &1 €1 o [ TeE  geL 0 70 o TE o - e £ El) 0 €0 70 o eI eS1EE Lazs 0 ‘ o ot COSETIOINII0L | W
LE ez T o o o oor o o &1 =1 o o Foie 43 o 7o ST 0T o a0 EH €0 Lo 0o o o o STIV'IT EPISUL | LZLI6 o L o oe 00EET TOIT/LTOZ [ov
SE ez T o o o oot o o T 1 o o Es £ o 1] 691 £TT o £l It Bl £l o 0 o o EOTVTY BEISET (775 o I3 o oF O00ET TOVIT/LTOT I3
3 B o ] o w0 [ o1 €1 o 0 TeoE  §TL 0 ] 5z s 0 EL V3 S 0 0 o 70 o ewir suEE fats 0 3 o oe COLTTIOANL0E | 8E
TE sz Tz o o o ooF o ] Ia i g1 TE Lzoe sTL o 7o I3 13 ET o 90 fx34 <o Lo o €0 1] o SLIVIY ETISEL |LZLIS o 3 o 0E COTTT TOIHLI0E I3
£E sz Tz o o ] oot o ] a T o £l &5 e o o k33 T ] B £t £ Lo 0 o o ] E3TY'TY 86089 | LILIS o 3 o oE 0OTZTT TOIT/LTOT I3
[33 [T Tz o o o ooT o o T &0 o o e e o 70 e T o 90 BiE o Lo <0 £0 7o o EITYIF  SEOG'ET | [2LZ5 o 13 o oF OOETT TOTT/LT0Z 23
TE sz Tz o o o ooF o ] T a0 o o sz ore o 7o Ll ST o 90 TeE o 0 S0 o 1] o OTIT  ZL069T |LZLIS o 3 o 0E 0OSTT TOIRLIOE 3
OF vez Tz o o ] oot o ] Lad =1 o o oLz L o T0 ore L ] B vIe £ o =0 o o ] LOTVTY  VSOS'ET  LILIS o 3 o oE 0OTTT TOIT/LTOT =3
&2 ¥z Tz o o o ooT o o £7 Tz o o L v o 0 33 EST o 90 3 £0 &0 0 £0 70 o ELTYIF  9906'97 | L2LZ5 o I3 o oF OG0T TOTT/LT0Z [ze
£ csz 1t o ] o w0 [ (a3 Te o 0 £ v 0 1o sre gst 0 - g% 1 &0 20 €0 70 o ST L05E L2180 ‘ o ot COSOTIOINLI0L | BE
L ore T o o o oor o o r Eid T T Bt rrL o 0 T T o Lo L n &0 Bl €0 o o LEVIv 96089 | LZLIS o L o oe 00E0T TOVIT/LTOZ 3
3z L T o o o oot 10 o e e s Easd 8 (41 o =0 13 L o Lo L1 &1 £l =0 To To o ISTYIY STI6'9T (775 o o o oF TO00T TVTT/LT07 [ez
5 EC T o o o €6 10 [ 73 st fii e TE:  tve 50 €0 e s 0 P &0 30 0 70 o =i snleEr Ll 0 ] o oe COCOT BTN |82
L re Tz o €0 o ez o &6 e el Tre (414 s'ss oL oz €0 Tee €9t To (1] £ s 0 90 €0 1] &z TIIVIT PIEET L2Lzs o o o LeE OSSO TOINLINE [tz
£z e Tz o el ] i o s L TL e B e e Eats 0 B et e ote 114 w81 &0 £o o o EEl FSTVTY EPTSET  PILIS o o o e SrEEOTOIT/LTON [sz
[ EtZ Tz o T o &7 10 ¥OE [23 8 999 £73% Lo T LEE 0 &8 £l SEE T BES (43 0 <0 o 7o 8 TSI Ir  Z8IEWT | ZEIIS o o o TEe 00 (50 TO/TT/LT0Z I3
1z e Tz o £z o Eral 1o e i1 e <9 €88 sr Tse ore To [ el e &TE 3] (33 Lo S0 o 1] 98 SEEY'IT SIEBT | T6SIS o o o orE COTSOTOINLIOE vz
oz i1 Tz o B ] e 10 vEE L] L1l TE ToEL e el &€ T0 i it e e BB s o =0 o o s EEEYTY  IEEET LEVTS o o o ore COTEOTOIT/LTOE 53
&1 a5z Tz o L o 12 10 o & e 50T Y56 ko L TEE 0 TEE LT T T EE] TE 0 0 o 70 £IT EEFYIY  PEES'ET | TEEZS o o o Tor OOEF0 TOTT/LT0Z [z
bl sz T ] bl o €52 o vor '8 e TIT (313 asr €L (133 To Tse e £33 st oot & 0 <o o o (43 TEPYIT 69PSSI |09IIS ] o ] ror COSPO TR ILIOE 7
i 313 T ] el 1] TEE 10 or L L F3-4 Lspot e TaL e o w8e it B e I e o =0 o o (413 IESYTY PEEEI  SETIS ] o ] vor 0OTHOTOIT/LTON [0z
ST EEH T o e o ros 10 or s EH oLt EY0TT £ Bl or =0 B BT o ot g1 £l T &0 o o (433 SELSYIY S08S'ET ST07S o o o vor 0060 TOIT/LTOT &1
B TR o £ o e 10 3 s T F0st  ©rIor g5 ®E. OF ] €8z @t vor  vov  coon §s % 20 o 70 TO0T EoarTr £39EE SSERE O ] o Yor  0OSTOTOIWLIGE | 6%
L vz Tz o (3] o r'og 1o et (33 T lree e I 3L [52) €0 TIE [543 Ter £33 L801 s T 1] o €0 &0t SESYIT  ZLLEET |OBLTS o o o LE COEEQ TOINLIOE &
£ iz Tz o 23 ] B 10 'se £ Bl (-4 LTis e e TEE 0 o 5T T T 18 §14 T £o o £0 s Flaid EELEET IESTE o o o L 0000 TOIT/LTOT [s1
[4] e Tz o o o e o 9T 6T £0 & s GTEE &L e 70 £ ST o5 o5 &8 70 0 ro £0 7o T BSFIY (5697 2SSTS o o o TOE TS0 IO/ LT0Z [t
T vEz Tz o o o €85 o 93 2 Lo To To ZEE I3-73 o 7o Lxa E L T I53] [ 0 £o €0 1] T SLSYIT  OSLE'T |0SSTS o o o 0E SESTOTHINLINE [+
o1 53 Tz o o ] oot o ] &1 =0 o o TEEE e o o e rT ] o TEE Eh T £o o o ] BLEVTY  PELSET  SYETS o o o ToE STHTOTOIT/LTOT (et
& B8z Tz o o o ooT o o 7T g0 T £ ¥EEE I o 70 L SET o 0 Lot T 1 ro £0 70 o TLSYTIF  THIEET  GPSTS o o o oF OOT0 TOTT/LT0Z [z
£ 34 T ] o o ooF o o £:ad i e T IEE 8L o 7o £13 LEF o S0 gL T T 0 o o o I9SYIT  STLEEL |SPSES ] o ] oE COTTO T INLIOE [m
L I3 14 T -] o -] oot o -] f-ad §0 or e i 371 o 0 (31 vET -] o il T b3l 0 o o -] IEEYTY BOLEET EPETE -] o -] oE CORTOTOIT/LTOE [ot
3 8z T o o o ooT o o LT £0 s 6 £2E &6L o =0 a1 TET o o 251 T T =0 o zo o EPSEIr £885'97 GHSIS o o o oF OOSTO TOIT/LTON s
< EH T o ] o w0 [ o1 €1 o 0 Toe %L 0 =] a1 g 0 - gwr vT T 20 o 70 o YESPTT L9597 €6STE O ] o ot COTVOTOIN0E | §
T e Tz o o o ooF o ] 2 <1 o o r'sie L. o €0 el Ll o S0 €551 €T T 0 o 1] o STSYIT 199691 | SYSIS o o o 0E 00600 TOIT/LIOE 3
£ 62 Tz o o ] oot o ] &1 =1 o o e T o o &1 L ] o 591 £ T 0 o o ] LTSYTY EPRS'ET SPETE o o o oE 00800 TO/IT/LTOT [=
[4 &2 Tz o o o ooT o o 6T g1 o o GEIE LI o £0 o YT o 0 £081 T £T &0 o 7o o EOSYIr  9796'97 | GFSTS o o o oF OOEDD TO/TT/LTOZ [s
T €62 Tz o o o ooF o ] 2 <1 o o rae €L o 7o (13 e o S0 £ (4 T 0 o 1] o TOSYIT 20969 |SYSIS o o o 0E 00000 TOTH/LIOE 3
666666 | 9T0T sI0T rZ0T EZ0T TI0T TZOT o0z0z &10T 10T L30T S102 £T0T ¥I0T E102 10T TT0T 010 800T 200 Looz 8007 00T 00T £00T o0z 1002 Q00T TT0T oT0T 85T [414 8TZ &1z T _.Hm
=] z
FOE SR : i AL S { : ;o8 1% I oz |z s = H 5
- i i o 7 i H 2 g B T H H H H H 7 B H g £ H E 2 a g o g E : w
H 5 g H B 7 H H 3 L 5 H z T g g H T 5 ] z e H ] i s il g H H H z E g
g g m Ed z ] z : z E H [ G z b z = B 5 B H £ = g z z E F g 7 £ e M H
AN OO A T A T A A A A S A A L T LA S
= i s I i 2 z H z - = z 4 - g b = - g
TV =g = eEeg ADCTe TS N | T
w n ~ HY B 4w E av n av v z A X L) A n 1 H E] [ d a N w 1 ¥ r H 3 4 a 2 k] v

ip..

Raw Data from Sh

Figure 1.2



Chapter 2

Literature Review

It is a difficult task to find the relevant literature in autonomous mathematical methods for
signal analysis and correction since in general mathematics is involved in many research fields
related to signal analysis and thus there are numerous papers related to this subject. For the
purpose of delimiting the literature, we have classified the existing research into the following
subfields:

1. Traditional signal processing methods

2. Fault detection and isolation (FDI) based on mathematical approaches
3. Sensor fusion methods

4. Health monitoring systems

Traditional signal processing methods are using continuous and discrete methods to im-
prove the quality of a signal for its intended purposes. Typical applications are signal filtering,
signal conditioning, outlier detection and removal and signal analysis. The later include dif-
ferent decomposition methods such as Fourier, Laplace or wavelet transforms.

Signal conditioning means preparing a signal such that it is adapted to the next stage in a
hierarchical processing stage, for example a digital-to-analog conversion or an impedance
conversion.

Signal filtering means removing from the signal components such as high or low frequency
noises which are not describing the intended process generating the signal. A reference book
in this subject is for example [1] and another good reading is the Matlab reference signal pro-
cessing manual [2].

The difference between a traditional research paper in signal processing and our approach is
the following. Traditional signal processing deals with the properties of one signal. The pur-
pose of the signal processing function is a well defined function from start, such as filtering or
digital conversion, where most often the performance of the filter in terms of execution time,
induced delays or costs is the most important factor. By contrast, in our approach the precise
processing of the signal is not known a-priori and an intelligent mathematical algorithm must
find an appropriate processing using both other signals and historical data about the signal.
The computational costs are not an important factor but the autonomous property of the pro-
cessing is important. In short, we seek an automated processing where an algorithm can

10



determine and apply in an intelligent way a processing.

While in signal processing the device generating data is not considered, in FDI methods
the generating unit is essential. In FDI it is considered that one can extract a model of the
process generating the data and can find and correct faults in this generating device. This is a
very important function in applications.

There is a noticeable difference between research papers in FDI and Signal Processing: in
general, FDI methods are targeting a certain type of industrial process while the Signal Pro-
cessing methods are general. The International Federation of Automatic Control (IFAC) has
a working group in FDI technology, with so called "benchmark" applications in actuator FDI,
chemical FDI, stirred tank heater FDI, wind turbines FDI, etc [3]. A reference book in FDI
is [4]. Typical mathematical methods used in FDI are state estimation, model identification,
symptom representation, signature methods and parity equations.

The difference between the FDI approach and our approach is that we seek mathematical
methods to compensate (correct) signals but we are not seeking to find the faults in the pro-
cess generating the signal. This means our approach has a smaller and different scope than
FDI.

The sensor fusion approach has origins in military applications from the US Joint Direct-
ors of Laboratories. The method combines several signals to improve information about a
target signals in the same way as our approach does, however the focus is on the computer ar-
chitecture and the processing steps in each architecture. The architectural details of the sensor
fusion approach are not so relevant for our work, however there are similarities between the
methods applied in Sensor Fusion, our approach and in general in Al and ML. For example the
paper [5] uses covariance matrices in the same fashion as presented in this work. The article
[6] uses Bayes, Markov and random set methods which are close to our approach .

The approach pursued in this thesis is close to the one described in the article "Data Min-
ing of Flight Measurements", where the authors explain the importance of health monitoring
systems for the jet engine industry as they enable to detect abnormalities in the behavior for an
engine in order to schedule a maintenance action in advance. Data Mining consists in studying
a vast sample of measurements to detect characteristic patterns or connections which were not
previously taken into account. This article presents a processing sequence which, without any
a priori knowledge is able to detect phenomena that had not been observed in the training set.
This processing sequence is designed to treat vast amount of data and offers the possibility of
a physical interpretation - or verification - of built models. In order to predict a given variable,
the most consistent choice always consists in selecting the variables sharing the more inform-
ation with the variable we are interested in. The definition of independent subsets can then be
performed by unsupervised classification methods [7].
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Chapter 3
Method of Analysis

3.1 Overall approach

Mathematically, each signal is a function of one variable describing how some physical quant-
ity varies over time. According to reference [2], the fuel consumption of a ship, for example,
depends on some technical factors such as engine efficiency, hull and propeller state. It de-
pends also on the environmental conditions such as wind, waves and sea current. A ship
sailing on the same route could have fuel consumption variations in the range of 30-100 %
due to changes in sea and weather conditions. The ship acceleration and heading control have
an immediate impact on the fuel consumption. Thus, the fuel consumption depends on the
following signals:

- Ship speed in [kn]

- Rudder Pos = rudder angle [deg]

- RollAmp = roll amplitude [deg]

- Roll Pitch = ship’s roll pitch [deg| (more pitch means more waves and more
resistance)

- WindX = wind component along the ship in [kn]

- WindY = wind component across the ship in [kn]

- DepthFact = 1/(Depth+20) sea depth factor, it is the inverse of depth

- Slip = propeller slip in [%].Computed with the formula:

| 30.86666 x V

PXxN
where P = propeller pitch [m] and N = engine rotation speed [rot /min].
(the factor 30.86666 is from conversion of [kn| to [m] and [rot/sec] to [rot/min], that is 0.514444 x
60 = 30.866664).

S =

(3.1)

When it comes to regression methods, that are subsequently used, it is not a good approach
to use too many predictors. Adding irrelevant signals can potentially disrupt learning process
and bury helpful variables influence as shown in the Figure 3.1.

12



1 L*u«&,,u*/"\«“'ﬂ I
| bt b [

,"”umﬂ\ L\‘ |‘ " m"’ L kw,..d

Il \ e

iy

[ |

—prediction of FuelSet
i FuelSet
2 25
10*

samples 3m

Figure 3.1: Predictioin of Fuel consumption using V, RudderPos, RollPitch, Wind and Depth-
Fact as predictors.

Using Regression Learner in MATLAB, the training process continues until the model achieves a de-
sired level of RMSE (the square root of the variance of the residuals) on the training data. The Gaussian
Process Regression (GPR) algorithm is used. Too many predictors applies a huge error betwen the Fuel
consumption signal and its prediction.

Before talking about the identification of coherent groups of signals, we introduce some
operations to correct individual signals without relation to other signals. First, we classify
the signals according to their sign (positive signals, negative signals or positive and negative
signals) and their nature (real or relative integer). By doing this, we could specify if the signal
does not change over time, so it is a stationary function. We can consider that the signal is
stationary if the amplitude is almost constant, it means that the value of the signal is always
within a fixed band as in Figure 3.2. In this case, if the signal becomes a steep function
(constant over time), that means we have certain deviation and we must correct the error. We
also detect an error if we find real numbers on a signal whose values must be integers.

To improve one single signal, we may identify its disturbances using filtering and outlier
detection and removal. For example, a ship has the Speed Over Ground (SOG) and Speed
Through Water (STW) as shown in Figure 3.3. It can be seen that the SOG has a sensor
fault: some samples have spikes down to zero and some other samples have smaller spikes
upwards. Clearly, the ship cannot have such sudden variations in speed. A so-called Hampel
algorithm identifies and corrects these type of outliers. The Hampel filter block detects and
removes the outliers of the input signal by using the Hampel identifier. For each sample of
the input signal, the block computes the median of a window composed of the current sample
and Le”T_l adjacent samples on each side of the current sample. Len is the window length we
specify through the Window length parameter. The block also estimates the standard deviation
of each sample about its window median by using the median absolute deviation. If a sample
differs from the median by more than the threshold multiplied by the standard deviation, the

13
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Figure 3.2: Example where the signal is considered stationary.

filter replaces the sample with the median [9].

A data point may not be an outlier even if it is located far away from other measurements.
However, if the signal contains significant outliers, we may need to consider the use of robust
statistical techniques. In general, for a given sample data x, the Hampel algorithm:

- Centers the window of odd length at x;.

- Computes the local median m; and standard deviation o; over the current win-
dow.

- Compares the current sample with o x o; where « is the threshold value.

- Identifies the current sample x; as an outlier if |x; — m;| > a x o;.

- Replaces x; with the median value m;.

The corrected filtered values are in red color in Figure 3.3. It can be seen that the green and
red values are precisely identical at samples where there are no outliers, but the spikes are re-
moved and replaced with interpolated values. The Hampel algorithm is tuned by knowing the
maximum acceleration a ship can achieve in normal conditions (estimated from displacement
of the ship, friction and water and air surface).

Qtagg has about 20 different filters and transformations that are applied to correct signals.
Some are simple, like traditional filters, but some others require advanced mathematics. The
correction is done either using information about individual signals or using redundancy to
correct one signal using other signals which are more correct. Figure 3.4 shows another ex-
ample with faults found in STW measurements [8]. Traditional filtering of a signal is used
for rolling, pitching, generated current etc. An example of rolling angle filtering is shown in
Figure 3.5 [8].

14



16 [

100 ' ' 7

0 1 2 3 4 5 6 7 8 9
x 104

Figure 3.3: Outlier detection and compensation example.

15

\

Figure 3.4: Noisy STW with spikes - before and after conditioning.
The STW signal (in orange) is very noisy and has many spikes upwards from the actual value. A so
called Hilbert envelope transform recovers the correct signal.
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Figure 3.5: Roll angle filter.
It can be seen that the signal has a phase shift that needs to be considered in the model-predictive
controllers.

3.2 Kalman Filter

Another way to correct a signal is to use Kalman filter which is an optimal solution to many
data prediction tasks. Also known as linear quadratic estimation (LQE), Kalman filter is an
algorithm that uses a series of measurements observed over time, containing statistical noise
and other inaccuracies, and produces estimates of unknown variables that tend to be more
accurate than those based on a single measurement alone, by estimating a joint probability
distribution over the variables for each timeframe. The filter is named after Rudolf E. Kalman,
one of the primary developers of its theory [10].

In order to extract the required information from a signal, we calculate the difference between
this information x; and its estimation X; which is termed the error

flex) = f oo — %) (3.2)
A signal can be described by
Yk = QXy + N (3.3)

where yy is the observation, ay 1s a gain term, x; is the information bearing signal and ny is the
additive noise. The function f(e;) should be positive and it increases monotonically. An error
function which respects these characteristics is the squared error function

fle) = (i — %) (3.4)
The expected value of the error function, so-called the loss function € is given by
e(t) = E(f(ex) = E(e) (3.5)
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since it is necessary to consider the ability of the filter to predict many data over a period of
time. Using maximum likelihood statistics, we redefine the goal of the filter to finding the X
which maximizes the probability of y:

max(P(y|£)) (3.6)

with
P(y|%) HP (yel %) (3.7)

We assume that the additive random noise is Gaussian distrubuted with a standard deviation
of oy:
(— (Vi — axfe)’ )

P(yi|Xr) = Krex 3.8
(k| £x) = Kiexp 207 (3.8)
where K}, is a normalization constant. The maximum likelihood function is given by:
akxk
P(y|x) = HKkexp ! —) 3.9
ZGk
which leads to: 5
1 DA
logP(y|%) = ~3 ;(W‘—agm) + constant (3.10)

The driving function of this equation is the mean squared error MSE, which may be maxim-
ised by the variation of X.

Here we present the Kalman Filter Recursive Algorithm [11]. We consider that we want
to know the value of a variable within a process of the form:

X1 = QX + Wi (3.11)

where x; i1s the state vector of the process at time k, ¢ is the state transition matrix of the
process from the state at k to the state at k + 1, and wy is the associated white noise process
with known covariance. We can model this observation by

Zr = Hxp + vy (3.12)

where z; is the actual measurement of x at time k, H is the noiseless connection between
the state vector and the measurement vector, vy is the associated measurement error which is
assumed to be a white noise process with known covariance and has zero cross-correlation
with the process noise. We assume that the covariances of the two noise models wy and vy are
stationary over time and are given by:

Q = E[ww!];:R=E[vv]] (3.13)
The error covariance matrix P at time k is given by :

P, = Elegel] = E[(xy — &) (xx — )] (3.14)
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which is equivalent to the definition of the mean squared error MSE.
We consider £), the prior estimate of £, and we define an update equation for the new estimate,
combing the old estimate with measurement data:

k=% + Ki(z — HEY) (3.15)

where K}, is the Kalman gain which will be derived shortly and i}, = z; — H)E}C is the measure-
ment residual. Using (2.12) and (2.15) we have

f = X + K (Hxg + v — HEY) (3.16)
We replace in the MSE:
P, = Elegel | = E[(xx — (£, 4 Ki (Hxy +vi — HE))) (xx — (£}, + K (Hxg +ve —HE))) '] (3.17)

P, = E[[(I — K H) (x; — £) — Kivi] [(T — KiH ) (3 — £,) — Kivi) 7] (3.18)

with x; — )22 is the error of the prior estimate, which is uncorrelated with the measurement
noise:
P, = (I — KeH)E[(x; — £) (xx — £,) 1 1(I — K H)T + K E v KT (3.19)

P = (I—KH)P(I — KeH)T + K RkF (3.20)

using R = E[wv]] with P/ is the prior estimate of P, we end up with the error covariance
update equation. The diagonal of the covariance matrix contains the mean squared errors:

Elex_1ef_y] Elexef_;] Elerrie]_]
Po= | Elex—1eg]  Elexe]  Elexsrey]
Elei_1el ] Elexel. ] Elersrel. ]
k=1€k 41 kCk4-1 k+1€k41
The mean squared error may be minimized by minimizing the trace of P, and so minimizing
the trace of Py;. We have

Po=(I—KH)P[(I — KeH)T + K RET (3.21)
P, =P, — KHP,— PH'K] + K (HP{H" + R)K{ (3.22)
trace(Py) = trace(P}) — 2trace(KyHP]) + trace(Ky(HP{HT +R)K}) (3.23)

Differentiating with respect to Kj gives:

dtrace|Py]

S = —2(HP))T 42K (HP[HT +R) (3.24)
k

The result set to zero in order to find the conditions of the minimum which represents the
Kalman gain equation:
Ky =PH'(HP[H" +R)™! (3.25)

Finally, the error covariance equation is given by :

P =P, —KHP,— PlH' K] + K (HPLH" + R)K] (3.26)
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Figure 3.6: Kalman filter estimation of SOG.
A Kalman filter identifies the fault and corrects the SOG (shown in orange color).

P, = P, — KHP, (3.27)
Py = (I—KH)P, (3.28)

The last equation is the update equation for the error covariance matrix with optimal gain.
State projection is achieved using

R = 0%k (3.29)
We complete the recursion by projecting the error covariance matrix into the next time interval
k+ 1. First, we form an expression for the prior error:

€t = X1 — Ky (3.30)
e;(H = ((ka-l-wk) — O (3.31)
€1 = Per +wi (3.32)
According to equation (2.14) the error covariance matrix at time k + 1 is given by:
Py = Elei1€i1] = E[(pex+wi) (der+wi) "] (3.33)
Since the noise wy accumulates between k and k + 1, ¢, and wy, have zero cross-correlation.
Pip1 = Elper(per)' ]+ Elwewi] = 9R9" +0, (3.34)

And this completes the recursive filter. Figure 3.6 shows the case when a signal freezes due to
a communication error: the blue signal SOG is lost due to a short-term error in the GPS, the
value is frozen at 50 kn, which is a speed clearly over the normal range for a ship. However,
the STW and environment signals are available from parallel measurements. Kalman filters,
when the signal interruption is not too long, can restore perfectly all missing samples.
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Chapter 4

Signal Processing

Signal analysis for classification is used in different industries like electronics, aerospace, de-
fense, finance, automotive etc. In our problem, we have N signals and we want to predict the
type of each signal. What we mean by type here is the physical quantity represented by the
signal: STW or Wind or Fuel Set Average etc. To do so, we use signal processing to minimize
the impact of noise and interference on the signal.

In this section, we will see how signal processing methods can be applied to preprocessing
signals and to extracting descriptive features. To design a method that can learn from pieces
of information of logs, we are going to use some statistical measurements. Here we present
a brief study of two signals. We plot first STW and Wind signals to visualize how they’re
distributed in time.

In Figure 4.1, we see that the wind signal is oscillating much then STW signal. We could
quantify this by looking at the statistics of the signal. Using histogram, we could easily sep-
arate Wind and STW signal as shown in Figure 4.2 based on standard deviations or root mean
squared value. But what about if we had to work out the difference between STW and SOG
signals? Figure 4.3 shows that both signals have a similar average value and similar standard
deviation. In this case, we should consider some more advanced analysis of how values vary
over time by looking at the rate of the oscillations for example.

Signal Processing Toolbox allows us to analyze, visualize and compare multiple signals
and detect and extract features or interesting events. Now the question is : can we measure
how quickly our signals are oscillating? many signal processing tools are used to quantify
the shape or fingerprints of these oscillations. A good choice would be by looking at the
spectral presentaion of the signals. To estimate the power spectral density (PSD), we use
Welsh method which is popular. In general, the goal of spectral estimation is to describe
how the power contained in a signal is distributed over frequency. Mathematically, PSD of
a stationary random process x(n) is related to the autocorrelation sequence R, (correlation
of a signal with a delayed copy of itself as a function of delay) by the discrete-time Fourier

transform:
1 & —iom
Po(@) === Y Ru(m)e /" (4.1)
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Figure 4.2: Speed Through Water STW and Wind histogram.
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Figure 4.3: Curve and histogram of STW and SOG signals.

Discrimination of STW and SOG using statistical analysis is not sufficient

We can see in Figure 4.4 how the frequency varies as a function of time. The power of
the signal is available in form of colors such that the blue color means low power levels and
yellow color depicts high power levels.

We apply the filter [12] to our signals that create new signals where we hope to find only
the contributions due to physical quantity measured by the signal. In Figure 4.5, we plot both
STW and Wind signals. The new signals now are centered around zero. Now we look at the
spectral representation using the Welch method. In Figure 4.6, we have the frequency on the
x-axis from O to half of the sampling frequency which was 50 Hertz, and the y-axis we have
the power density in units Db over Hertz. The region when the values of this plot are higher
is likely to carry the information that we are after. In this case, the pattern of peaks between 0
and 1.5 Hertz is holding a lot of measurable information on the rate shape of the time domain
oscillations. The distance in frequency between peaks tells us about the rate of oscillation
of signals and the relative amplitudes are closely related to the shape of the oscillations. Us-
ing the MATLAB function findpeaks, we specify locations and amplitudes of some peaks.
The positions and the amplitudes of peaks carry descriptive quantitative information which if
measured would constitute good descriptive features.

Extract Features is used to minimize the loss of important information embedded in signals,
minimize the complexity of implementation and reduce the cost of information processing.
Signals on a ship are expected to be robust, have high-quality and low disturbances. However,
signals in practice have often limitations. Fuel flow meters are not precise due to transport
delays and fuel return effects, STW sensors have sensor-related disturbances, wind measure-
ments on the ship are biased by the height of the sensor, there are communication failures,
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Visual representation of the spectrum of frequencies of the two signals STW and SOG as they vary
with time. Here we can clearly see the difference between the two signals in the frequency domain

Figure 4.4: Spectrogram of STW and SOG.
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unexplained outliers, and noise on all signals, etc. This is precisely where ML methods start
to be part of the picture.
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Chapter 5

Machine Learning

5.1 Introduction

ML is the use of algorithms to create knowledge from data. As shown in Figure 5.1, problems
such as speech recognition, object recognition, and engine health monitoring are too complex
for handwritten rules or equations. We can use ML algorithms to learn such complex nonlinear
relationships. Weather forecasting, energy load forecasting, and stock market prediction are
examples of applications where the underlying system is constantly changing, so the solution
also needs to change and adapt. We can quickly learn from new data using ML and thus
keep up with dynamic systems. Applications like Internet of Things (IoT) analytics, taxi
availability, and analysis airline flight delays involve typically learning from large amounts of
data and ML algorithms are designed to learn efficiently from such large sets [12].

5.2 Overview and workflow

In simple terms, ML uses data and produces a program to perform a task. Let us take an
example of human activity detection using a smartphone [12]. We use the internal tri-axial
accelerometer to determine when the person is performing activities like sitting, standing and
walking. In the traditional approach, we might be able to use some handwritten rules based
on empirical observations or to try to develop a formula. The solution will be suboptimal
in either case because of the complexity of the problem since the solution space has many
combinatorial possibilities. A ML solution would involve the collection of large amounts
of sensor data with corresponding activity levels, then allowing the algorithm to learn these
complex nonlinear relationships between inputs and outputs. The challenge here is to select
the most appropriate algorithm and avoid pitfalls such as overfitting.

According to Figure 5.2, we can say that ML can be divided into supervised and unsuper-
vised learning. In supervised learning, the data sets includes input values as corresponding
outputs. Our task is to train a model to predict or estimate the output on a new data. If the
output has discrete value, we say that we have a classification problem. If the output is con-
tinuous, we refer it as a regression problem. For example, if we are trying to predict a signal
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Figure 5.1: World Examples of Machine Learning and Al

These images are captured from Maths Work separately and we combined them into a single image

type (Wind or STW etc) then it is a classification problem. If we are trying to predict a ship’s
displacement (tones) from its dimensions, then it is a regression problem. Both examples are
discussed in this thesis.

In case of unsupervised learning, our task is to group the data based on some measure of
similarity, and input data set does not have corresponding output or labels and we want to
discover naturally occurring patterns in the data. Clustering techniques fall under the category
of unsupervised learning. An example of unsupervised learning is the problem of determining
correlated or more general related signals so that missing information is continuously detected
and corrected.

Figure 5.3 presents the steps involved in a typical ML workflow. We begin by accessing
and exploring the data. In this step, we prepare data from different sources like various file
formats, databases or even streaming data from sensors. The pre-processing is the second
step in which raw data is manipulated by cleaning signals of messy data example outliers
or missing values, extracting features or predictors and applying various data reduction and
transformation techniques to keep only the useful information. Once data is preprocessed,
we develop predictive models, train and compare multiple models, optimize parameters and
validate models performance to ensure robustness. The final step is to share and deploy train
models by integrating them into analytic pipelines. Models may run on embedded systems
shared as standalone applications or even deploy on the cloud.
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5.3 Classifications of Signals

ML is the science of getting computers to act without being explicitly programmed. The goal
of ML is to develop methods that can detect some information automatically in data, then to
use the uncovered information to predict future data. One example of the supervised learning
is the classification method, which is used to learn a mapping from inputs x to outputs y,
where y is the number of classes. To make predictions on novel inputs, we can formalize
the classification method as function approximation. We assume y = f(x) for some unknown
function f, and we want to estimate the function f by given a labeled training set, and then
we make a prediction using § = f(x). As a simple example of classification, consider that we
have two uncorrelated signals: STW and Roll Pitch, which correspond to label 0 and 1. The
inputs are the signal characteristics. These have been described by a set D of features: mean,
variance, maximum and minimum value of signals, which are stored in a N X D design matrix
X shown in the following table:

D features max min | mean var label
STW 244000 | O |9.1435 | 56.9606 0
Roll Pitch | 1.3000 0 |0.1956 | 0.0457 1

We assign a class (or label) from a finite set of classes to an observation. Our goal is to
identify if a new signal is a STW or Roll Pitch signal. We need to predict a continuous
measurement for an observation to answer this question. For this reason, instead of those
two observations, we assume that we have 100 logs of data. One way to do so is to add 100
normally distributed random numbers to each value in the previous table so we end up with
100 different observations.

D features max min mean var label
STW 24.4000 9.1435 | 56.9606 0
STW 24.1660 | O 10.7268 | 58.2546 0

)

STW 23.3533 | 0 | 8.8941 | 57.3226
Roll Pitch | 1.3000 | O | 0.1956 | 0.0457
Roll Pitch | 1.0369 | 0 | 0.0842 | 1.8270

Roll Pitch | 2.3821 0 1.4916 | 0.3975 1

Using Classification Learner in MATLAB, the training process continues until the model
achieves the desired level of accuracy on the training data. The Simple Tree algorithm is
used to go from observations about an item to conclusions about item’s target. It is one of the
predictive modeling approaches used in statistics, data mining and ML.

Because of the important difference between characteristics values of the two signals, our pro-
gram can identify easily which is the STW and Roll Pitch signal of a new unknown signal.
Now we check the algorithm with four different signals and see if we can classify a new signal.
In this case, we suppose that we have the following signals: STW, Roll Pitch, Wind, and Fuel
Set Average. The signals characteristics are given by the following table:
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Figure 5.4: Ensemble Bagged Trees Algorithm, the case of two signals

D features max min | mean var label
STW 24.4000 9.1435 | 56.9606 1
Roll Pitch | 1.3000 0.1956 0.0457 2
Wind 27.2776 7.2052 | 19.2204 3
FuelSetAve | 77.7000 25.5884 | 437.3954 4

OO OO

It can happen that our algorithm cannot distinguish the two signals STW and Wind since the
values of the maximum and mean of those two signals are close to each other. Now we test
the algorithm by using new logs, i.e, a new data set of information in our program, we can
classify all signals except Wind, it returns the label corresponding to STW. This requires the
need to add more features using signal processing to classify correctly our signals. An initial
conclusion is that simple statistical analysis is often not sufficient as we see in the previous
section. We can use an other approach to get many observations from data by splitting data
into intervales of 100 samples and extracting features from each subinterval. In this case, we
use Ensemble Bagged Trees Algorithm since the model achieves the desired level of accuracy
on the training data as shown in the Figure 5.5. We can predict the type of a new signal in
this case also. Now we use again a set of four signals: STW, Roll Pitch, Wind, and Fuel
Set Average. We use Ensemble Bagged Trees algorithm again. To predict the type of a new
signal, we split this signal into intervals of 100 samples and try to predict the type of each
subinterval and calculate how long we have a good answer, then we choose the signal with a
higher number of correct predictions as a final prediction answer. In this case, Figure 5.5, our
algorithm can predict the label of all signals.

We have other classification techniques:

- Logistic Regression
- K Nearest Neighbors
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Figure 5.5: Ensemble Bagged Trees Algorithm, the case of four signals

- Decision Trees

- Naive Bayes

- Neural Networks

- Support Vector Machines

The first step is that the algorithm is trained with a large set of known or labeled data

optimizing its free parameters to identify those known cases as accurately as possible. Once
trains, it can be run on unknown new signal to formulate a prediction on what’s the most
likely the class for that new signal. We can use Support Vector Machines (SVM) as a model
that best splits the data into two different sections. As showns in Figure 5.6, the hyperplane
best splits the data because it is as far as possible from support vectors. So, we have maximized
the margin by solving a constrained optimization problem. We first define the decision rule.
Consider o, a vector constrained to be perpendicular to the hyperplane and u a vector that
points to some unknown data point. We are interested in whether or not our unknown data
point is on the right side or on the left side of the hyperplane. To do so, we measure @.u and
see whether or not that number is equal to or greater than some constant ¢ : @.u > ¢
The decision rule is given by: if ®.u+ b > 0 with b = —c , then the unknown data point is on
the left side of the hyperplane (without loss of generality).
We don’t know what constant b to use and we don’t know which @ to use either. We have
o.u; +b > 1 if we take the unknown data point as sample from the first section and @.uy +b <
—1 if the vector u is pointing to a sample belongs the second section. We introduce a variable
vi, such that y; = 1 in the first group and y; = —1 in the second group. Then we multiply both
equations by y;

yi(wuy+b) >y ; yi(@ur+b) < —y; (5.1)

Which is equivalent to
yi(@uy+b)>1; yi(wuy+b) < —1
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Figure 5.6: The hyperplane separates two classes with the maximum margin.

vi(w.u+b)>1
yi(wu+b)—1>0
and y;(w.u+b)—1=0if u is a support vector.
The margin is given by (1 — uz)H—gH.
Here we assume that u; and u; are two vectors pointing to supports vectors (orange data points
in the schema). If we have a data point from the first section, so (@.u; +b)—1=0since y; =1,

and then @w.u; =1 —b. We have w.up = —1 — b if the data point is from the second section.
Finally, the margin is given by (1 —b—(—1— b))w = ||_3>H We want to maximize HzTII which

is equivalent to minimize ||®|| or minimize the quadratic optimization problem 3||®||>.
We use Lagrange multipliers to find the extremum of a function with constraints, which gives
us a new expression that can be minimized without thinking about constraints any more.

1
L= EHG)HZ—Z(X,'[)),‘((D.MZ'—I—]?) — 1]

dL
i 0—Y oy =0 = © =Y tyu;

The decision vector @ is a linear sum of support vectors.

oL
T —Y ayi=0 = Y ay;=0

We replace the value of @ in L

L= %HZ%‘Y:’WHZ — Y oilyi(( ejyjuj)-ui+b) — 1]
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Figure 5.7: Scater Plot: variance vs maximum.
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The decision rule is given finally by: If

1
— L:Z(Xi— EZZaiajyiyj Uj.Uj

So, the optimization depends only to the dot product of pairs of samples u;.u;.

Z o;yiuj.u+b >0

then the unknown data point is on the left side of the hyperplane. Thus, The decision rule
depends only on the dot product of those sample u;.u Consider agin that we have two un-
correlated signals: STW and Roll Pitch signals. When given a new signal, our model should
automatically predict whether that signal is a STW or Roll Pitch signal. The inputs are the sig-
nal characteristics. These have been described this time by a set of features: mean, variance,
maximum and standard deviation. Before setting our model, we visualize the data as shown
in Figure 5.7 (variance ’column 2’ vs max ’column 3’) Using SVM algorithm, and because
of the important difference between characteristics values of the two signals, the program can

identify easily which is the STW and Roll Pitch signal of an unknown signal.

We are able to separate the two signals features using a line since it is a 2-dimensional plot.
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In 3 dimensions we could separate data points with a plane. In higher dimension (Hard to
visualize) we would separate data with hyperplane. The reason that we want to add in more
dimensions is because with more dimensions there is the opportunity to further maximize the
margin and create a better model. SVM model able to classify more than two signals. We
need to chose carefully the useful features used to represent a signal.

5.4 Regression methods

5.4.1 Gaussian Process Regression

Gaussian Process Regression (GPR) works by extending the idea of a probability distribu-
tion of numbers to a probability distribution of functions. The one-dimensional form of the
Gaussian distribution is given by

flx)= e 22 (5.2)
oV2rn
where U is the mean, o is the standard deviation, and o2 is the variance.
The multivariate version of the previous equation is given by

L r—”) (5.3)

1
N(x;u,X) = WexP[_Z

where x, u € RV. X € RV*V is covariance matrix. This matrix is positive semidefinite (v/ v >
0 for all v € RY), Hermitian and all its eignvalues are positive.

We use Gaussian distributions to make computations easy. The product of two Gaussian dis-
tributions is a Gaussian, so the Gaussian exponentail family is closed under multiplication:

N(x;a,A)N(x;b,B) = N(x;c,C)N(a;b,A+ B) (5.4)
where
C:=@A"'+B")"!

and
c:=C(A 'a+B'p)

Another property is the closure under marginalization: projections of Gaussians are Gaussian
p(z) = N(z:4,%) = p(Az) = N(Az; Ap,AZAT) (5.5)

If we have joint distribution over various variables x and y with a mean (i, ,uy)T and a variance
|:Zxx ny

Tyx Ly
sub matrix which corresponds to it. For example, we can project in one of the coordinate axes,
and that’s called marginalization, by choosing A = (1 0)

} we can select one element of the mean that corresponds to the variable x and the

NG i) [ 5y = NG ) 56)
yx yy
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which is equivalent to the sum rule

/ p(x,y)dy = / pOyx)p(x)dy = p(x) (5.7)
Gaussians are closed under the product rule

_ px,y)

When we sample an n-dimensional normal distribution, we get n numbers which we con-
sider as a set of a point in n-dimensional space. But we can also think of them as the values of a
function sampled at endpoints. If we increase n gradually we obtain increased resolution of the
function. Points in a finite dimensional space can be sampled from a probability distribution
determined by a mean vector and a covariance matrix. Similarly, we can have a probability
distribution of functions determined by a mean function and a covariance function. For GPR,
the covariance function is determined by a chosen kernel function that describes how much in-
fluence one point has on another. This effectively determines the smoothness of the functions
in the distribution. Given a set of data points, we can fit a probability distribution to them by
choosing the distribution parameters to match the properties of the distribution to the proper-
ties of the data. Similarly, given a set of function values, we can fit a probability distribution
of functions that closely matches the given function values. Considering the whole fitted dis-
tribution of functions, we can determine the mean as well as a confidence interval. This gives
us not only a regression function but probabilistic bounds on the prediction as well. Thus,
GPR approximates an unknown target function y = f(x) in a probabilistic manner. Given a
data set D, = {(x;,yi) | i = 1,...,n} with n samples, x., = (x1,...,x,) denote the input and
i = (V1,-..,¥n) denote the corresponding output observations. The goal of GPR is to con-
struct a posterior distribution p( fuew|Dy) on the function value fye = f(Xpew) corresponding
to an unseen target input x,,.,,. The prediction is given as a probability distribution rather than
a point estimate, quantifying the uncertainty in the target value.

GPR uses Gaussian Process (GP) to discribe the probability distribution on the target function
f(x). The function value fi., = (f1,..., fn) corresponding to the input x., are treated as ran-
dom variables, where f; := f(x;).

GP is defined as a stochastic process, any number of which is assumed to be jointly Gaus-
sian distributed. GP can fully describe the distribution over an unknown function f(x) by its
mean m(x) = E[f(x)] and a kernel function k(x,x") that approximates the covariance E[( f(x) —
m(x))(f(x') —m(x"))]. The prior on the function values is represented as:

(fi:n) = GP(m(.),k(.,.)) (5.9

where m(.) is a mean function (capturing the overall trend in the target function value) and
k(.,.) is a kernel function (used to approximate the covariance). We require that k(.,.) be a
positive definite kernel.

Suppose we observe the training set D, wher f; = f(x;) is the noise-free observation of the
function evaluted at x;. Given a test set X, of size N, x D wich contains the signals : Roll
Amplitude, FuelLpH, FuelLpNm and RudderPos, we want to predict the function outputs f.

= N(x; ty + nyz‘y_yl (v —Hy), ZXXZ;yl Lyx) (5.8)
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which corresponds to the signal Roll State. If the GP is to predict f(x) for a value of x that it has
already seen, the GP will return the answer f(x) with no uncertainty and act as an interpolator
of the training data. This only happens if we assume the observations are noiseless.

By the definition of GP, the joint distribution has the following form:

(7)) (& &)

where K = k(X,X) is N x N, K, = k(X,X.) is N X N, and K. = k(X,,X,) is Ny X N,.
By the standard rules for conditional Gaussians, the posterior has the following form

W= p(X) + KK (F — p(X)) (5.11)
Y, =K. —K'K 'K, (5.12)

This process is illustrated in Figure 5.8. We apply a moving average filter to remove noise in
Figure 5.9. We see that the model interpolates the training data. The rational quadratic kernel

is defined as follows:
_ V4D

)
M) 5P (5.13)

viI?
where v > 0 is the shape parameter, /[ > 0 the scale parameter and D is the dimension of the
input space. In GPR, the kernel (covariance) function describes the structure of the target
function. Thus, the type of the kernel function k(x,x’) used to build a GPR model and its
parameters can affect the overall representability of the GPR model and impact the accuracy
of the prediction model. However, we choose this model since the training process using
Regression Learner in MATLAB, continues until the model achieves a desired level of RMSE
(the square root of the variance of the residuals) on the training data.

k(x,x') = (1+

5.4.2 Ship’s displacement

Another example of supervised learning is the regression algorithm. In this case, we want to
predict a real or a set of real numbers. Here we discuss two different examples. The first ex-
ample is the prediction of a ship’s displacement (tones) from its dimension. To do so, we use a
data set of measurements for length, breadth, and draught of some ships. We suppose also that
we know the Deadweight tonnage (DWT) which is the difference between the displacement
and the mass of empty vessel (lightweight) at any given draught. The problem here is that we
don’t know DWT in general. We use stepwise linear regression method to predict the ship’s
displacement. In this case, instead of using a single predictor variable to make a prediction
about a dependent variable, we are using multiple predictor variables to end up with one pre-
diction about a single dependent variable in order to get a more accurate answer. To create the
best fit line through the data, we are using the least squares method in which we are finding
the smallest sum of the squares of all residuals (differences between the data points and the
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RollState prediction using all signals samples for training
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Figure 5.8: RollState signal and prediction.The prediction signal is noisy

RollState prediction using all signals samples for training
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Figure 5.9: RollState signal and prediction.
We apply a moving average filter. we can force the prediction to be a steep function
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predicted line), but in a higher dimension.
The equation for multiple regression is given by [13]:

y= B() +BIXt1 +Bth2 +83X[3 +B4Xt4 + E (514)

where X;; is the predictor variable and B; is the corresponding coefficient, and i = 1,2,3,4, ¢
is the number of observations (27 in this case) and € is an error term which represents some
amount of uncertainty and it is assumed to be normally distributed with E[e|X = x| = 0 for all
X. Each coefficient B; describes how y changes when X;; does. The linear regression model
expresses the conditional expectation of y given X, as a linear function of X, where X is the set
of predictor variables. Thus, by taking the expected value of both sides, the multiple regression
equation can be expressed in the equivalent form:

E[y‘X :x] = By +B1X;1 +B2X;p + B3X;3 + B4 X4 (5.15)

where B = [By,B1,B,,B3,B4)" are estimates obtained for the model parameters, which are
used to get predicted values of y for each sample observation ¢:

$i = Bo+ B1X1 + BoXi2 + B3X;3 + BaXya (5.16)
The fitting problem can be written in the matrix form as:
Y =XB (5.17)

with X is the 27 x 5 matrix of the 4 predictor vaiables and an 27 x 1 vector of 1’s:[1 X;1 X;» X;3 Xi4].
A vector of residuals e is given by e = Y —¥'. Using least squares method, we minimize the
sum of squares of the residuals thll e,2 (see Figure 5.10).

5.4.3 Anti-rolling rules considering rudder position

Ship motions are defined by the six degrees of freedom that a ship can experience. Figure 5.11
shows the axes of a ship and rotations around them. We trigger two types of engine speed
change (increase or decrease):

1. A short (pulse) increase or decrease that has the purpose to create a moment
change on the ship due to propeller-hull interaction "helicopter propeller ef-
fect".

2. A longer speed increase or decrease that has the purpose to create a moment
change due to the turning moment of the ship via interaction with the water.

Example: when the ship turns towards port due to a rudder movement to port, then the ship
will roll to the starboard. This increase or decrease of the propeller speed must be longer such
that the ship is actually changing its speed. If the engine is too weak to accelerate or break
the ship in this way, the corresponding rule must be changed to "no action". Thus, Roll Pulse
signal depends on both the rolling and the rudder angle. In this example, we define the Roll
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Figure 5.10: Plot Predicted vs. Actual Response.

All the points lie on a diagonal line. The vertical distance from the line to any point is the error of the
prediction for that point. A good model has small errors, and so the predictions are scattered near the
line.

Pulse signal using rolling and the rudder signals as predictor variables. First we plot all sig-
nals to visualize how they’re distributed in time, Figure 5.12. We apply the algorithm of the
previous subsection to predict Roll Pulse signal. Figure 5.13 shows Roll Pulse signal and its
prediction.

5.5 Identification of coherent groups of signals

As we mentioned earlier, it is not a good approach to use too many predictor variables to es-
timate or to predict another one. In order to identify related signals, we use mutual information
(MI) computation. In probability and information theory, the MI of two signals is a measure
of the mutual dependence between the two signals. We could compute the correlation coeffi-
cient, but this is a very limited measure of dependence since for example a signal Z may be
not correlated with two others X and Y, but is highly correlated with some function f(X,Y).
The MI between three signals X , Y and Z is equal to the sum of the MI between X and Y, plus
the MI between Z and the combined signal (XY)

MI(X,Y,Z) = MI(X,Y)+MI((X,Y),Z) (5.18)

Thus, to predict which kinds of data are likely and which unlikely, we use MI as a more general
approach, so that we can determine -for two signals X and Y- how similar the joint distribution
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Figure 5.11: Axes of a ship and rotations around them.
From Wikimedia Commons, the free media repository

Figure 5.12: Roll, Rudder and RollPulse signals.
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prediction when we traine all data

0 1000 2000 3000 4000 5000 6000 7000

Figure 5.13: Roll Pulse signal and prediction.

In this case, we train all data and we plot the Roll Pulse signal and its prediction: most of the time, the
algorithm can predict the signal. We can force our prediction to be a step function by saying that the
value will be 5 if we reach a certain threshold, and zero otherwise.
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p(X,Y) is to the factored distribution p(X)p(Y). This is given by [7]

_ ) oe PEY)
?) _§§p< S SpP0)

The normalized mutual information is given by [7]

MI(X,Y)

Mlnormalized(X’Y) - mln(H(X),H(Y))

with H refers to the entropy (the uncertainty of a signal) which is defined by

N
Z, n)logp(X =n)

(5.19)

(5.20)

(5.21)

with X is a discrete signal of length N and p is its distribution. Indeed, for two signals X and
Y, we write p;(X) = prob(X = x;), pi(Y) = prob(Y =y;) and p;; = prob(X = x;,Y =y;) for
the marginal and joint distribution. The entropie of the joint distribution (X,Y) is given by

H<X Y ZleIngzj
i,j

and conditional entropies is defined as

HX|Y)=H(X.Y)-H(Y Zpljlogpl/]
7.]

The MI between X and Y is defined as

MI(X,Y) = HOX)+ H(Y) —H(X,Y) = ¥ pijlog- 65

which is zero when X and Y are strictly independent. For N signals Xi, X...

given by
N
Xla Z X13X27 XN)
For three signals[14], we have
I(X,Y,Z)=HX)+H(Y)+H(Z)—H(X,Y,Z)
Dijk

= ) pijlog
L P S, V@

%p”k & (X)pJ(Y) ! gpij(XY)Pk(Z)]

=MI(X,Y)+MI((X,Y),Z)
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Xy, the MI is
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(5.26)
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The definition of independent subsets can then be performed by an unsupervised classification
method so that MI ensure that the signals are related in each group. We use a clustering al-
gorithm to classify our signals into its coherent groups.

In hierarchical clustering methods, we start with each data point as its own cluster and then
combine two nearest clusters into a larger cluster and repeat the process. In general, to build
such hierarchical clustering algorithm, we measure cluster distances by distances of centroids
of clusters using Euclidean distance. In the case of Non-Euclidean distance, we can’t aver-
age points and create a centroid, so there is no concept of average and therefore we can not
continue using the centroid to represent a cluster. Instead, we can represent a cluster of many
points using clustroid, which is an existing data point that is closest to the other points in the
cluster. To stop clustering and produce an output (otherwise we end up with one large cluster),
we can choose a number k and stop when we have k clusters. This is useful when we know
that the data naturally falls into k classes. If we don’t know k, we stop when the next merge
would create a bad cluster. We can measure the goodness of a cluster using "cohesion". By
cohesion it is meant a value which falls below a certain level then a bad cluster is created . Co-
hesion is defined by a diameter of the merged cluster which is the maximum distance between
two points in the cluster. It can be defined by a radius, which is the maximum distance of the
point from clustroid. We can also use the notion of density to stop clustering. To do so, we
divide the number of points in the cluster by the diameter or radius of the cluster. In each case,
we predefine a threshold either for diameter, radius or density and stop when the next merge
would achieve that threshold.

We use MI as proximity measure to obtain independent groups of signals so that each
signal X; belongs to a group of signals G; is sharing information with another one. To divide
the set of all signals into homogeneous groups, we use cluster analysis as an unsupervised
process. Here we introduce the scheme for clustering N signals [14]:

1- Compute a proximity matrix based on the pairwise mutual information.

2- Assign N clusters such that each cluster contains one single signal.

3- Find the two closest clusters i and ;.

4- Combine the two clusters i and j into one new cluster (ij).

5- Delete the lines/columns with indices i and j from the proximity matrix and add
one line/column containing the proximities between cluster (ij) and all other
clusters.

6- Go to the third step if the number of clusters is still bigger than 2. Otherwise,
joint the two clusters and stop.
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Chapter 6

Conclusion

ML allows computer systems to learn directly from examples, data, and experience. Through
enabling computers to perform specific tasks intelligently, ML can carry out complex pro-
cesses by learning from data, rather than following pre-programmed rules. The behavior of
the system depends on the quality of each input. However, to study separately several subsets
of variables, we may identify coherent groups of variables using MI as proximity measure.
The definition of independent subsets can then be performed by unsupervised classification
methods. The most natural idea to detect the abnormal behavior of signals while keeping flex-
ibility is to exploit regression models by predicting a variable using the variables belonging to
the same group, and this is the main objective of the Thesis.

The general organization of QTAGG’s system is shown in the following Figure. The em-
phasis in this thesis is shown by the second orange block.

RT Math
Engine

Slgn al CU ration :> Signal conditioning, fusion,

redundancy, model-based signals

Analytical
Engine

User
Interface
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Chapter 7

Summary of reflection of objectives in the
Thesis

Following the result of this work, the system is ready to be implemented. The system integra-
tion is shown in architecture figure (see previous page). The system works as follows:

Step 1: Accessing and exploring in real-time signals from sensors

Step 2: Preprocessing signals by detecting and correcting outliers or missing values

Step 3: Extracting features and create groups of related signals

Step 4: Running predictive model identification methods, train and compare multiple models,
optimize parameters and validate models performance to ensure robustness

Step 5: The final step is sharing and deploying trained models by integrating them into ana-
lytic pipelines. Models may run on embedded systems or shared as standalone application
services or could be even deployed on the cloud

One contribution of the thesis is to provide a broad and relevant knowledge of how math-
ematics is used in signal-intensive applications. This knowledge is in high demand in industry
since most technologies depend on mathematical methods and calculations. Until now, these
calculations have done mostly manually and not by automated means. The approach pursued
in this thesis shows what type of knowledge could be used in developing these new technology.
It shows that improving the skills in Engineering Mathematics implies advanced methods in
statistics, machine learning, signal processing, computer science and optimization. All these
are required in applications such as electrical power industry, environmental engineering, ro-
botics and control engineering.

The goal of this project was to find the mathematical principles of a system which learns
automatically the essential statistical and analytical properties of signals by using ML tech-
nique in order to detect and correct certain classes of faults in real time. The main idea to
achieve such objective is the application of ML techniques to find optimal analysis algorithms
for signals.

A mathematical challenge in ML is that ML methods are not precise with small data sets
but the precision comes asymptotically with very large datasets. A future challenge would
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be to compute the minimum size of the data set that achieve a given precision. Theoretical
results in this field are available but are harder to automate and this was beyond the scope of
this thesis. We solved this problem - since we had to work with one example of data from an
ocean going vessel - by splitting the data into subintervals and extracting features from each
subinterval (K-fold cross validation method). Another aspect also used was to add a number
of random values to each observation. However, the analysis will be more precise if many
logs are available at faster sampling time (e.g. 250 milliseconds instead of 3 minutes).

It was a challenge for me to find the relevant literature in autonomous mathematical meth-
ods for signal analysis and correction since these methods appear to be falling between many
different specific research fields. However, thanks to advices from my supervisors at QTAGG
R&D AB, MDH and thanks to the instructions from my professors at my home Galilee In-
stitute at University Paris 13 in France, I succeeded to analyze, assess and deal with such
complex issues and situations and finish the thesis in time.
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Matlab Code

% classification of signals : STW & RollPitch signals using
SVM
stw = [9.1435 56.9606 24.4 7.5472 % max, mean; var & std of

STW

rp = [0.2278 0.0178 0.9 0.1336]; % max, mean; var &
std of Roll Pitch

data_stw = observations(stw); % Add 100 randn to each feature
to end up with 100 observations

data_rp = observations(rp);

data = [data_stw;data_rp];
% normalize data
for k=1:size(data,1)
data_nor = data/sum(data(k,:));
end
label_stw = zeros(100,1);
label_rp = ones(100,1);
label=[label_stw;label_rp];
data_table=[data_nor label ];
% train data
[trainedClassifier , validationAccuracy] = trainClassifier (
data_table);
% New signal
NewSignal = V ;
y=f_feature (NewSignal); % max, mean; var & std
yfit = trainedClassifier.predictFcn(y); % return preduction
label , 0 for STW & 1 for RP
if (yfit == 0)
disp( This signal 1s STW")
else
disp(’This signal is RP")
end

function y=feature (NewSignal)

y = [mean(NewSignal) var(NewSignal) max(NewSignal) std(
NewSignal) ];

end

function [M_data]=observations (v)
N = length(v);

M_data=[];
% 100 continuous measurement for each observation
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for i=1:N
Data_ M = v(i) +abs( randn(100,1));
M_data =[M_data Data_M];

end

end

% classification of signals : this code predict RollState

% signal from data = [RollAmpR FuelLpHR FuelLpNmR RudderPosR]
% test : Rgression => use all data to train the algorithm

% Access and Explore Data from Kampala 2017—12—-01 to

2018—01-22
data = [RollAmpR FuelLpHR FuelLpNmR RudderPosR RollStateR ];
my_data = data;
Signal_to_predict = RollStateR; % from a new log
% Preprocess Data & Develop Predictive Models
NumberOfSignals = size (data ,2);
observations =[];
% first we split data to end up with many observations
T = 100 ; % Number Of Observations
mini_data=SplitData (data ,T);
for 1 =1 : T

data = mini_data{l };

observations = [observations ; data];

% now we extract features

% for k = 1 : NumberOfSignals

% f = xtract_features (data(:,k));

% F = [F f];
end
trainingData = observations;
%trainingData=data;
[trainedModel , validationRMSE] = Rational_Quadratic_GPR(

trainingData);
New_signals = [RollAmpR FuelLpHR FuelLpNmR RudderPosR ];
prediction = trainedModel.predictFcn (New_signals);
figure (1)
plot(prediction)
hold on
plot (RollStateR)
legend ( prediction’, RollStateR ")

title (’RollState prediction using all signals samples for
training )

figure (2)

plot(MovingAverageFiltering ( prediction ))

hold on
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plot (RollStateR)

legend (’Moving Average Filtering of prediction ’,’RollStateR )

title (’RollState prediction using all signals samples for
training )

% classification of signals : this code predict RollState
% signal from data = [RollAmpR FuelLpHR FuelLpNmR RudderPosR]
% test : Rgression => use all data to train the algorithm

% Access and Explore Data from Kampala 2017—-12-01 to

2018—01—-22
data = [RollAmpR FuelLpHR FuelLpNmR RudderPosR RollStateR |;
my_data = data;
Signal_to_predict = RollStateR; % from a new log
% Preprocess Data & Develop Predictive Models
NumberOfSignals = size (data ,2);
observations =[];
% first we split data to end up with many observations
T = 100 ; % Number Of Observations
mini_data=SplitData (data ,T);
for 1 =1 : T

data = mini_dataf{l };

observations = [observations ; data];

% now we extract features

% for k = 1 : NumberOfSignals

% f = xtract_features (data(:,k));

% F = [F f];
end
trainingData = observations;
%trainingData=data;
[trainedModel , validationRMSE] = Rational_Quadratic_GPR (

trainingData);
New_signals = [RollAmpR FuelLpHR FuelLpNmR RudderPosR ];
prediction = trainedModel. predictFcn (New_signals);
figure (1)
plot(prediction)
hold on
plot (RollStateR)
legend (" prediction’, RollStateR ")
title (' RollState prediction using all signals samples for

training )
figure (2)
plot(MovingAverageFiltering ( prediction ))
hold on
plot (RollStateR)
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v legend ( Moving Average Filtering of prediction ’,  RollStateR )
s title (’RollState prediction using all signals samples for
training )
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