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## Résumé

Nous étudions dans cette thèse les méthodes de décomposition de domaine spatiotemporelles, en particulier la méthode Pararéele, la méthode de Relaxation d'Ondes Optimisée (OSWR) et leur couplage, appliqués à la simulation numérique des équations paraboliques et des équations de Stokes.
Nous proposons et analysons dans un premier temps un couplage de la méthode Pararéel avec la méthode OSWR. La méthode couplée Pararéel- OSWR obtenue est une méthode parallèle, à la fois en temps et en espace, avec seulement peu d'itérations OSWR dans le propagateur fin afin de réduire les coûts de calcul et avec un propagateur grossier classique déduit de la méthode d'Euler implicite. L'analyse de cette méthode couplée est présentée pour une équation d'advection-réaction-diffusion unidimensionnelle. Pour le couplage de Pararéel avec OSWR sans recouvrement, nous prouvons un résultat de convergence général via des estimations d'énergie. Des résultats numériques pour des problèmes d'advection-diffusion bidimensionnels et pour une équation de diffusion avec de fortes hétérogénéiés sont présentés, pour illustrer les performances de l'algorithme couplé Pararéel-OSWR. Nous présentons ensuite également un algorithme qui couple Pararéel avec OSWR avec recouvrement, et nous analysons son facteur de convergence en utilisant la convergence linéaire de OSWR avec recouvrement que nous obtenons par une analyse de Fourier.
Pour les équations de Stokes, nous présentons un algorithme OSWR bien posé et une estimation d'énergie pour la convergence des vitesses. Ensuite, nous montrons qu'en général, la pression ne converge pas et nous proposons une correction pour remédier à cela. Une stratégie similaire basée sur la transformée de Fourier est effectuée pour obtenir la formulation du facteur de convergence. Des tests numériques suivent pour illustrer les performances de la méthode OSWR avec correction. De plus, ces résultats sont également étendus pour obtenir des résultats similaires sur l'équation d'Oseen. Enfin, nous proposons l'algorithme Pararéel et un couplage Pararéel-OSWR pour les équations de Stokes, et démontrons certaines de leurs propriétés de base.

Mots clés : Pararéel, Relaxation d'Ondes Optimisée, OSWR, équations paraboliques, équations de Stokes, équations d'Oseen.

## Abstract

We study in this thesis space-time domain decomposition methods, in particular, the Parareal method, the Optimized Schwarz Waveform Relaxation (OSWR) method and their coupling, applied to the numerical simulation of parabolic equations and of the Stokes equations.
We first propose and analyze a coupling of the Parareal method with the OSWR method. The obtained coupled Parareal-OSWR method is a parallel method, both in the time and space directions, with only few OSWR iterations in the fine propagator in order to reduce computational costs and with a simple coarse propagator deduced from the Backward Euler method. The analysis of this coupled method is presented for a onedimensional advection-reaction-diffusion equation. For the coupling of Parareal with non-overlapping OSWR, we prove a general convergence result via energy estimates. Numerical results for two-dimensional advection-diffusion problems and for a diffusion equation with strong heterogeneities are presented, to illustrate the performance of the coupled Parareal-OSWR algorithm. We then present also an algorithm that couples Parareal with overlapping OSWR, and we analyze its convergence factor by using the linear convergence of overlapping OSWR that we obtain through a Fourier analysis. For the Stokes equations, we present a well-posed OSWR algorithm and an energy estimate for the convergence of the velocities. Then we show that, in general, the pressure does not converge and we propose a correction against this. A similar strategy based on Fourier transform is performed to get the formulation of the convergence factor. Numerical tests follow to illustrate the performance of the OSWR method with correction. In addition, these results are also extended to get similar ones on the Oseen equation. Finally, we propose the Parareal algorithm and a Parareal-OSWR coupling for the Stokes equations, and prove some of their basic properties.

Keywords: Parareal, Optimized Schwarz Waveform Relaxation, parabolic equations, Stokes equations, Oseen equations.
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## Introduction

## Motivation

The numerical simulation of Partial Differential Equations (PDEs) is an important domain of research and development, both in Academia (ranging from the development and analysis of new, fast, accurate and efficient numerical schemes to applications like ab initio calculation in quantum chemistry, simulation in porous media with application in ecology, computational electromagnetics and plasma physics, fluid flows in various regimes, etc) and in Industry (oil recovery in the oil industry, Computational Fluid Dynamics for example in Aeronautics, combustion in motor engineering and thermohydraulics and neutron transport in nuclear engineering, among many other fields). High performance computers are now able to simulate the fundamental laws representing the behavior of the phenomenon under consideration. Simulations are more and more reliable, close to the real experiments and have become a major tool to better understand complex situations, and then allow to optimize and control processes.

From 1970s to 2000s, the power of chips and processors increased significantly. However, this power seems to reach its limits: the power of a single CPU has not been improved much recently. Parallel computing approaches are then proposed to overcome these limits. In parallel architectures, the main objective is broken into smaller tasks that can be executed independently on different processors. The outputs are then regrouped to construct an approximate solution to the main problem. This process usually repeats several times before an acceptable solution is reached. One then has to give a good strategy to reduce the number of iterations needed.

One of the applications envisioned by the ANR CINE-PARA project that supports this thesis is the numerical studies in the nuclear industry, among which the interaction of turbulent flow with the solid structures of nuclear reactors. These matters are currently investigated by using a CFD code developed in the Nuclear Energy Division of the CEA, called TrioCFD (see [27], [26], [15], also [30], [13] for the applications). The code is developed for local and fine-scale calculations using especially Reynolds-Averaged Navier-Stokes (RANS) ( [98]) and Large Eddy Simulation (LES) models ( [14], [12]) that lead to very large systems consisting of more than 150 million cells and one billion degrees of freedom over hundreds of thousands of time steps. Therefore, massive parallelism is designed to handle such simulations, and the code TrioCFD may use more than 10,000 processors (see [14]).

Up to now, this parallelism only concerns the heavy algebra (matrix-vector products and vector scalar products in high dimensions) involved in the iterative algorithms (Conjugate Gradient, GMRES) used to find approximate solutions of large linear systems. The aim of this thesis is to lead preliminary studies on simpler models, such as
the advection-diffusion equations or the Stokes equations, in order to pave the way for the introduction in that code of space-time domain decomposition techniques at the PDE level that we are going to review in the next paragraphs. The aim would be to further speed-up the execution of heavy CFD computations.

## Bibliography and previous studies

## Parallel-in-time methods

The idea of parallelization in the time direction has a long history of more than 50 years, which is presented in details in [47]. The very first idea was introduced by Nievergelt in [94], based on a multiple shooting technique. This multiple shooting technique consists in solving the evolution problems in parallel, splitting the whole time interval into smaller sub-intervals, on which one gets smaller sub-problems. Each sub-problem can be distributed independently to a processor. As we used inaccurate inputs for these processors at the start, the output generally does not match with the solution, hence a correction process is then performed to correct those errors. The method is then formalized in a form of an iterative method, first at the discrete level by Bellen and Zennaro in [8], and then at the continuous level for dissipative ODEs by Chartier and Philippe in [31]; for the latter case, the authors also proved a quadratic convergence.

The Parareal algorithm was independently introduced first by Lions, Maday, and Turinici in their short note [82]. The long time interval is divided into smaller windows, the original problem is divided into smaller sub-problems. Instead of solving these sub-problems sequentially, one could start from random initial conditions (as input) and perform fine solvers in parallel to get new initial conditions (as output). A coarse and cheaper solver is then performed sequentially to correct and improve accuracy of those new initial conditions. This process is repeated until sufficiently accurate initial conditions are obtained. Later, in [56], Gander and Vandewalle pointed Parareal as a multiple shooting method and proved its superlinear convergence. Other important propositions and analyses on Parareal were also achieved: for non-exact fine solvers for ODEs [7]; for the non-linear case [48]; for hyperbolic equations ([37]), for NavierStokes equations ([107], [43]).

There is another approach for parallel-in-time method - the waveform relaxation technique. It was first introduced by Picard ([96]) and Lindelof ([81]), then an interesting variant was developed by Lelarasmee, Ruehli and Sangiovanni-Vincentelli ([79]). They defined the waveform relaxation as "an iterative method for analyzing non-linear dynamical systems in the time domain, which, at each iteration, decomposes the system into several dynamical subsystems, analyzed for the entire given time interval". Inheriting those initial ideas, Gander then showed that one can use overlapping domain decomposition to obtain a waveform relaxation algorithm ([45]).

## Domain decomposition methods

The key of domain decomposition methods is to divide a large domain into smaller sub-domains, in space direction. When the model is non stationary, then the original problem is transformed into multi-domain space-time sub-problems. These ideas originated from the work of H. A. Schwarz [102] in 1870, in which he proposed an iterative method to show the existence and uniqueness of the solution for the harmonic problem
on an unusual domain made of a union of a rectangle and a disk. The algorithm starts from a trace on the interface of the left sub-domain, the solution on the left sub-domain is calculated, then used to calculate the trace on the interface of the right sub-domain. The solution on the right sub-domain is calculated, then the information is exchanged back, and the process continues. This method is now called Schwarz alternating or Schwarz multiplicative method.

In [85], P. L. Lions introduced a parallel version of this algorithm, called additive Schwarz method. This idea received much attention due to the development of parallel computer architectures and multiprocessor super-computer designs. One drawback at that time, as pointed out by Lions in [86] was that it only worked for overlapping sub-domains, which could limit the application of these methods. In consequence, he proposed to replace the Dirichlet traces by the Robin interface transmission conditions. He also noticed that in the one dimensional case, the Robin parameter can be chosen to get an optimal convergence of the method. The method was then analyzed in [71], [73], [74], [46], with Robin or Ventcell transmissions conditions, where a general methodology, based on the optimization of the convergence factor of the algorithm was proposed, to calculate the Robin or Ventcell parameters (see [46] for a review on this method). We call it the Optimized Schwarz method. More recent studies of such algorithm with Ventcell transmission conditions are given for example in [63], [114]. An extension of the optimized Schwarz method to the Stokes equations is given in [40], and in $[33,16]$ for the semi-discrete in time Navier-Stokes equations, in [87] for the fully discrete Navier-Stokes equations. Robin-Robin methods have also been used to improve the transmission condition for the Stokes-Darcy coupling, see [38], [32]. For domain decomposition methods on the Stokes problem for incompressible and compressible fluids, see also [97, 39].

Originally, Schwarz methods were made for spatial problems. Then, to extend their usage to evolutionary ones, a natural approach is to discretize in time to get a stationary problem for each time step, then to apply Schwarz methods on this steady problem (see, e.g. [25], [77]). This approach requires the same time discretization in all subdomains, hence limits the possibilities of using numerical approximations adapted to the physics of the subdomain problem. In the framework of parallel calculation, it is expensive as data have to be exchanged at every time step of the discretization. The Waveform Relaxation technique can be applied to overcome this downside, and the corresponding methods are called Schwarz Waveform Relaxation.
Like in the original Schwarz method, in Schwarz Waveform Relaxation methods the spatial domain is decomposed into overlapping or non overlapping subdomains. The algorithm computes independently in the subdomains on the whole time interval, exchanging space-time boundary data through transmission operators. These operators can be Dirichlet ([57]), or optimized Robin or Ventcell ([52], [91], [50]) and the method is called Optimized Schwarz Waveform Relaxation (OSWR) method. Such method is analyzed in [68], [69] in the context of mixed formulation. The algorithm being global in time, using projection techniques ([53]), one can freely choose different time discretizations for each subdomain ([64], [68], [69]). An adaptive OSWR algorithm, based on an a posteriori stopping criteria, is proposed and analyzed in [4], [5], wherein the iterations are stopped when the domain decomposition error does not affect significantly the global error.

The OSWR method have been developed and successfully used for advection reac-
tion diffusion problems ([91], [50], [9], [64]) with applications to porous media flow and transport ([61], [11], [68],[69]), hyperbolic problems ([52], [49], [62], [65]) and the viscous Shallow Water system ([92]). This approach was extended to nonlinear reaction diffusion equation in [24] and in [61] in the context of coupling transport and chemistry in porous media. Schwarz waveform relaxation method has been extended to compressible Navier-Stokes equations in [34], [35]. The OSWR method as been recently extended and analyzed in [2, 3] for a nonlinear and degenerate parabolic problem, with nonlinear and discontinuous transmission conditions on the interface. OSWR have also been used to improve the transmission condition in coupled problems, see for instance [17], [95], [109], [111, 110] for ocean-atmosphere models. However, there has not been up to now any complete study of this type of method for the time dependent incompressible Stokes and Navier-Stokes equations.

## Coupling domain decomposition and Parareal type methods

Choosing suitable solvers for Parareal could significantly enhance the overall performance. At first glance, one may use domain decomposition methods as fine and coarse solvers for Parareal iterations, which allows a two-level parallelization process in both space and time direction (see [43], [36], [44], [90], [108]).

On the other hand, when iterative methods are used as solvers, the overall process would then be composed of outer Parareal iterations and inner iterations of the chosen method. To reduce the cost of the process, Maday and Turinici in [89] suggested that few inner iterations are enough for solvers, the overall convergence is still finally achieved via Parareal iterations (see, e.g., [93] for Jacobi method, [59], [55], [54] for SWR methods, [23] for Waveform Relaxation methods, and [105] for Dirichlet-Neumann/Neumann-Neumann waveform relaxation method).

Based on these two observations, we are interested in a coupling model for Parareal and the non-overlapping Optimized Schwarz Waveform Relaxation method, whose convergence analysis has not been given yet.

## Aims of the thesis

In this thesis, we first study the coupling of Parareal and OSWR methods on advection reaction diffusion problems, in one and two dimensions. A remarkable challenge is that, while OSWR converges much faster than Dirichlet SWR, it also amplifies the difficulties in the convergence analysis, which cannot be performed using the same techniques as for Dirichlet SWR like in [59]. After giving a convergence analysis, we test its performance and give some comments on its parameters by performing numerical illustrations.

In the next step, we extend the proof of convergence of the OSWR method to the Stokes equations, and then, to the Oseen ones. We also take a look at the Parareal method, as well as at the Parareal-OSWR coupling, for these equations.

## Outline

The thesis is organized as follows: In the first chapter, we study the coupled PararealOSWR method on parabolic equations. We start by presenting the model problem, then we reintroduce the Parareal method and the OSWR methods, and we extend some of their properties which we will use for our coupled method. The algorithm of the coupling of Parareal with non-overlapping OSWR is then presented, followed by an energy analysis and numerical experiments in 1D and 2D. The coupling with overlapping OSWR is introduced also, and its convergence is then given by using the convergence factor of the overlapping OSWR.

In the second chapter, we analyze the Schwarz Waveform Relaxation method for the two dimensional Stokes equations. We present first the Stokes equations, then the algorithm. Some observations are shown next to illustrate the difference with the parabolic case, which can lead to the non-converging behavior of the pressure, even though the convergence of the velocity is always guaranteed by the energy estimate. We then propose a correction that helps us quickly get a converged pressure. The convergence factor using Fourier transform follows. Next, we perform some numerical experiments to verify the method and to show the existence of optimized coefficients to be used in the Robin transmission conditions. Finally, we extend those theoretical observations to the Oseen equations, and we propose a coupled Parareal-OSWR algorithm for the Stokes equations.

## Chapter 1

## Coupling parareal with Optimized Schwarz waveform relaxation for parabolic problems

The Parareal algorithm is a time-parallel method that was proposed by Lions, Maday, and Turinici to solve evolutionary problems in parallel, see [82]. The algorithm is constructed using two solvers: the coarse solver, which is fast but not very accurate, and the fine solver, which is slower but more accurate. The long time interval is divided into smaller windows, the fine solver is performed on each window, using some input initial conditions. The outputs are then corrected by the coarse solver and used as the inputs for the next iteration.

In the most simplified convergence analysis, the initial value problem was considered to be an ODE, the fine solver was exact and the coarse solver was the Backward Euler method; in that analysis the outputs were computed exactly and so was the error. More complex analyses of the performance of Parareal were also achieved: for nonexact fine solvers for ODEs [7], for linear ordinary and partial differential equations [56]; for the non-linear case [48].

In the construction of Parareal, one may choose suitable coarse and fine solvers to fasten the process, for example by using an iterative method like, e.g., the Schwarz waveform relaxation (SWR) method. As Parareal itself is also an iterative method, the overall process would then be composed of outer iterations (Parareal) and inner iterations corresponding to the coarse and fine solvers. In order to save CPU resources, we might think of stopping the inner iterative solvers after a small number of iterations, well before convergence, and hope that the overall convergence could be carried through Parareal iterations. This idea was first raised in [89] for general iterative methods; it was then developed for some iterative methods: for the Jacobi method (see [93]), for SWR methods (see [59], [54]). In this contribution, we are more interested in the latter, which will be recalled next.

SWR algorithms are based on a spatial domain decomposition. The spatial domain is decomposed into overlapping or non overlapping subdomains; then the original problem is transformed into multi-domain space-time sub-problems. Starting from initial fluxes on the space-time interfaces, each sub-problem can then be solved in parallel over the whole time range; then the data are exchanged through the interfaces to create better fluxes. The transmission conditions for the fluxes play an important role in
the convergence process and several possibilities can be used, e.g., Dirichlet [57], Robin [91, 50] or Ventcell [74]. The last two types of conditions contain free parameters that can be chosen to optimize the convergence factor of the algorithm. While in the classical Schwarz method, exchanged fluxes are spatial functions only [46], the space-time fluxes in the SWR method leave a wide range of choices for the discretization method in the time direction in each sub-problem, which is quite useful in practice (see e.g. [64, 68, 69]).

With all their properties mentioned above, SWR methods are already promising choices for the solvers whenever one wants to use the Parareal methods, which allows a two-level parallelization process: one level in Parareal iterations, and the other in the SWR iterations. On the other hand, being seen as iterative methods, SWR could be even more efficient to use with Parereal in a coupling framework. The idea is also natural: as we do not run the solvers until convergence, we shall need to keep additional intermediate outputs from the solvers during Parareal iterations, which, in the case of SWR solvers, are fluxes on the interface.

As far as the coupling of Parareal with SWR is concerned, there exist up to now two main references, both use SWR with Dirichlet transmission conditions:

- The PhD thesis [59] which proposed several choices of coupling but focused on the one that uses non-converged classical SWR (i.e. with Dirichlet transmission conditions) in the fine solver and leaves the coarse solver unchanged (like in the classical Parareal).
- The article [54] (see also its earlier version, the proceeding paper [55]). In these works, the coupled methods are call Parareal Schwarz Wavform Relaxation methods, or PSWR, and the coarse and fine solvers are both modified such that the inner iterative process is now stopped after only 1 iteration.

In this chapter, we would like to couple Parareal with SWR with optimized Robin or Ventcell transmission conditions (i.e. with "Optimized SWR", also called OSWR method). It has been shown in the existing references about SWR methods that the Robin or Ventcell conditions give a much faster convergence than the Dirichlet ones. For simplicity we will present and analyze the coupled method with Robin transmission conditions. Obviously, the change in the transmission condition also amplifies the difficulties in the convergence analysis of the coupling algorithm, and we will inherit and modify the techniques used in the two existing references mentioned above. However, we will present numerical results both with Robin and Ventcell transmission conditions.

The chapter is organized as follows. In Section 1.1, we introduce the model problem and state some stability and regularity properties of the solutions of the whole spacetime domain problem and of the sub-space-time-domain problems. In Section 1.2 we recall basic ingredients of the Parareal method and give some observations which will be useful to understand the numerical tests. In Section 1.3, the OSWR method is introduced and we give an extension of known convergence results that we will use for the analysis of the coupled method. In Section 1.4, we introduce the coupled PararealOSWR algorithm and then, prove a general convergence result for the method via energy estimates in Section 1.5. Section 1.6 is for numerical illustration in 1D, in which we also compare numerically our method to the one in [54], and in Section 1.7 we present numerical experiments in 2D. After that, in Section 1.8, we give an extension of the coupled method in the case of overlapping subdomains, where a bound for the
convergence factor can be obtained, and which is almost linear. In addition, we also get a bound for the operator matrix, by trying a different approach for the analysis.

The principal part of this chapter comes from an article in preparation, in collaboration with Caroline Japhet (University Sorbonne Paris Nord), Yvon Maday (Sorbonne University), and Pascal Omnes (CEA ${ }^{1}$ ).

### 1.1 Model problem

Denote $\mathscr{L} u:=\partial_{t} u-v \partial_{x x} u+a \partial_{x} u+b u, \Omega=\mathscr{R}$. For $T>0$, we consider the following problem

$$
\begin{align*}
\mathscr{L}(u)=f, & \text { in } \Omega \times(0, T),  \tag{1.1a}\\
u(\cdot, 0)=u_{0}, & \text { in } \Omega, \tag{1.1b}
\end{align*}
$$

where $v, a$ and $b$ are constants, with $v>0$ and $b>0$. The source term $f$ and the initial condition $u_{0}$ will be specified in Section 1.1.2.

### 1.1.1 Domain decomposition and notation

We consider a decomposition of $\Omega$ into two non-overlapping subdomains

$$
\Omega_{1}=(-\infty, 0), \quad \Omega_{2}=(0,+\infty)
$$

and introduce the Robin interface operator for $i=1,2$ as follows (see [84, 50]):

$$
\begin{equation*}
\mathscr{B}_{1}=v \partial_{x}-\frac{a}{2}+\frac{p}{2}, \quad \mathscr{B}_{2}=-v \partial_{x}+\frac{a}{2}+\frac{p}{2} \tag{1.2}
\end{equation*}
$$

Then, problem (1.1) can be reformulated as the following equivalent multi-domain problem [86], with $f_{i}=f_{\mid \Omega_{i}}, u_{i}=u_{\mid \Omega_{i}}$, and $u_{0, i}=u_{0 \mid \Omega_{i}}, i=1,2$ :

$$
\begin{align*}
\mathscr{L} u_{i} & =f_{i} & & \text { in } \Omega_{i} \times(0, T), \\
u_{i}(\cdot, 0) & =u_{0, i} & \text { in } \Omega_{i}, & i=1,2,  \tag{1.3}\\
\left(\mathscr{B}_{i} u_{i}\right)(0, \cdot) & =\xi_{i} & & \text { on }(0, T),
\end{align*}
$$

with

$$
\begin{equation*}
\xi_{i}:=\left(\mathscr{B}_{i} u_{j}\right)(0, \cdot) \quad \text { on }(0, T), \quad j=3-i, i=1,2 . \tag{1.4}
\end{equation*}
$$

In (1.2) $p$ is a free parameter chosen such that : a) a Robin subdomain problem of type (1.3) is well-posed, b) it leads to a fast converging algorithm (see Section 1.3). Both issues will be specified later.

In what follows we will use the notation $\xi:=\left(\xi_{1}, \xi_{2}\right)$ for the Robin data on $(0, T)$ associated to the solution $u$ of (1.1).

### 1.1.2 Existence and regularity results

We introduce the following spaces corresponding to the subdomain problems,

$$
\mathscr{X}_{i}=H^{1}\left(\Omega_{i}\right), i=1,2, \quad \mathscr{Y}=H^{\frac{1}{4}}(0, T),
$$

[^0]and the local-regular space
$$
\mathscr{X}:=\left\{U \in L^{2}(\Omega): U_{\mid \Omega_{i}} \in \mathscr{X}_{i}\right\},
$$
equipped with the norm $\|U\|_{\mathscr{X}}=\left(\sum_{i}\left\|U_{\mid \Omega_{i}}\right\|_{\mathscr{X}_{i}}^{2}\right)^{\frac{1}{2}}$.
With the Robin transmission conditions, we will need more regularity in our analysis, in the anisotropic Sobolev spaces $H^{r, s}(\Omega \times(0, T))=L^{2}\left(0, T ; H^{r}(\Omega)\right) \cap$ $H^{s}\left(0, T ; L^{2}(\Omega)\right)$ defined in [83].

We recall below some useful regularity properties from [84].
Lemma 1.1. (Regularity of problem (1.1))
If $u_{0} \in H^{1}(\Omega)$ and $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, problem (1.1) has a unique solution $u$ in $H^{2,1}(\Omega \times(0, T))$ and there exists a constant $C$ independent of $u_{0}$ and $f$ s.t.

$$
\begin{equation*}
\|u\|_{H^{2,1}(\Omega \times(0, T))} \leq C\left(\left\|u_{0}\right\|_{H^{1}(\Omega)}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right)}\right) . \tag{1.5}
\end{equation*}
$$

Lemma 1.2. (Regularity of problem (1.3))
Let $i=1$ or $i=2$. If $u_{0, i} \in \mathscr{X}_{i}, f_{i} \in L^{2}\left(0, T ; L^{2}\left(\Omega_{i}\right)\right)$ and $\xi_{i} \in \mathscr{Y}$, problem (1.3) has a unique solution $u_{i}$ in $H^{2,1}\left(\Omega_{i} \times(0, T)\right)$ and there exists a constant $C$ independent of $u_{0}$, $f$, and $\xi_{i}$ s.t.

$$
\left\|u_{i}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \leq C\left(\left\|u_{0, i}\right\|_{\mathscr{X}_{i}}+\left\|f_{i}\right\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{i}\right)\right)}+\left\|\xi_{i}\right\|_{\mathscr{Y}}\right) .
$$

Lemma 1.3. (Trace theorem)
If $u \in H^{2,1}(\Omega \times(0, T))$, then $u(\cdot, T) \in \mathscr{X},\left(\mathscr{B}_{i} u\right)(0, \cdot) \in \mathscr{Y}, i=1,2$, and there exists $a$ constant $C$ s.t. ${ }^{2}$

$$
\left\|\left(\mathscr{B}_{i} u\right)(0, .)\right\|_{\mathscr{Y}} \leq C\|u\|_{H^{2,1}(\Omega \times(0, T))}, \quad i=1,2 .
$$

Similar estimates hold by replacing $\Omega$ by $\Omega_{i}$, u by $u_{i}$, and $\mathscr{X}$ by $\mathscr{X}_{i}$, for $i=1,2$.

### 1.2 Parareal Method

The Parareal method introduced in [82] is a numerical method designed to solve evolution problems in parallel. It is based on a decomposition in time of $(0, T)$ into subintervals : $\overline{(0, T)}=\cup_{n=0}^{N-1} \overline{\mathscr{I}_{n}}$, with $\mathscr{I}_{n}=\left(T_{n}, T_{n+1}\right), 0 \leq n \leq N-1$, and $0=T_{0}<T_{1}<$ $\ldots<T_{N-1}<T_{N}=T$. Over each such interval generically noted as $\mathscr{I}:=\left(t_{0}, t_{1}\right)$, it uses two propagation operators :

- $\mathscr{G}\left(\mathscr{I}, U_{0}\right)$ that provides a rough approximation of $u\left(\cdot, t_{1}\right)$, where $u$ is the solution of (1.1), with initial condition $u\left(\cdot, t_{0}\right)=U_{0}$.
- $\mathscr{F}\left(\mathscr{I}, U_{0}\right)$ that provides a more accurate approximation of $u\left(\cdot, t_{1}\right)$.

For simplicity, we will consider a regular decomposition of $(0, T)$, i.e. such that $T_{n+1}-T_{n}=\Delta T$, and we set $\mathscr{I}_{n}:=\left(T_{n}, T_{n+1}\right), \forall n \in \llbracket 0, N-1 \rrbracket$. The plain Parareal algorithm [82] is as follows :

[^1]```
Algorithm 1 (Parareal)
    Choose an initial data \(\left(U_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(U_{0}^{0}=u_{0}\) and \(U_{n}^{0}\) an approximation of \(u\left(\cdot, T_{n}\right)\), for
    example : \(U_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, U_{n-1}^{0}\right)\), for \(n=1,2, \ldots, N\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
        Set \(U_{0}^{k+1}=u_{0}\) and perform the correction iterations
\[
\begin{equation*}
U_{n+1}^{k+1}=\mathscr{G}\left(\mathscr{I}_{n}, U_{n}^{k+1}\right)+\mathscr{F}\left(\mathscr{I}_{n}, U_{n}^{k}\right)-\mathscr{G}\left(\mathscr{I}_{n}, U_{n}^{k}\right), \quad n=0,1, \ldots, N-1 . \tag{1.6}
\end{equation*}
\]
end for
```

We denote by $u_{n}$ the solution of the (sequential) fine propagator at time $T_{n}$ :

$$
u_{n}=\mathscr{F}\left(\left(0, T_{n}\right), u_{0}\right), \quad u_{n}=\mathscr{F}\left(\mathscr{I}_{n-1}, u_{n-1}\right), \quad \forall n \in \llbracket 1, N \rrbracket .
$$

In practice, $\mathscr{F}$ will be close to exact, and thus, for the analysis presented here, we suppose that $\mathscr{F}$ is the exact propagator, i.e.: $\mathscr{F}\left(\left(t_{0}, t_{1}\right), \tilde{u}_{0}\right)=\hat{u}\left(t_{1}\right)$ where $\hat{u}$ is the solution of (1.1a) with initial condition $\tilde{u}_{0}$ at $t=t_{0}$. In particular we can identify $u_{n}$ with $u\left(\cdot, T_{n}\right)$, where $u$ is the solution of (1.1).

### 1.2.1 Convergence

We recall results from [56]. Let $\mathscr{O}$ be either $L^{2}(\Omega), H^{1}(\Omega)$, or $\mathscr{X}$. Suppose that there exist $\gamma_{1}, \gamma_{2}$ depending on $|\mathscr{I}|=t_{1}-t_{0}$, such that, for all $w, v \in \mathscr{O}$

$$
\begin{align*}
\|\mathscr{G}(\mathscr{I}, w)-\mathscr{G}(\mathscr{I}, v)\|_{\mathscr{O}} & \leq \gamma_{1}\|w-v\|_{\mathscr{O}}  \tag{1.7}\\
\|(\mathscr{F}-\mathscr{G})(\mathscr{I}, w)-(\mathscr{F}-\mathscr{G})(\mathscr{I}, v)\|_{\mathscr{O}} & \leq \gamma_{2}\|w-v\|_{\mathscr{O}} \tag{1.8}
\end{align*}
$$

Denoting $E_{n}^{k}=U_{n}^{k}-u_{n}, 1 \leq n \leq N, k \geq 0$, then (1.6), (1.7) and (1.8) imply

$$
\begin{equation*}
\left\|E_{n+1}^{k+1}\right\|_{\mathscr{O}} \leq \gamma_{1}\left\|E_{n}^{k+1}\right\|_{\mathscr{O}}+\gamma_{2}\left\|E_{n}^{k}\right\|_{\mathscr{O}} \tag{1.9}
\end{equation*}
$$

Using the fact that $U_{0}^{k}=u_{0}$ for all $k \geq 0$ and the fact that $u_{1}=\mathscr{F}\left(\mathscr{I}_{0}, u_{0}\right)$, we obtain from (1.6) that $E_{1}^{k+1}=0, k \geq 0$. From this and (1.9), we obtain by induction the following bound for $k \geq 0$ and $n \geq 1$

$$
\begin{equation*}
\left\|E_{n+1}^{k+1}\right\|_{\mathscr{O}} \leq \gamma_{2} \sum_{j=1}^{n} \gamma_{1}^{n-j}\left\|E_{j}^{k}\right\|_{\mathscr{O}} \tag{1.10}
\end{equation*}
$$

For a matrix $A \in \mathbb{R}^{m \times n}$, we denote $A^{t}$ the transpose of $A$, and we use the notation $0 \leq A$ if all elements of $A$ are non-negative. We also use the notation $A \leq B$ if $0 \leq B-A$. Our notation leads to the following basic properties (provided the matrix operations make sense)

$$
\begin{aligned}
A \leq B, B \leq C & \Rightarrow \quad A \leq C \\
A \leq B, 0 \leq C & \Rightarrow A C \leq B C
\end{aligned}
$$

Let $\mathbf{E}^{k}:=\left(\left\|E_{1}^{k}\right\|_{\mathscr{O}},\left\|E_{2}^{k}\right\|_{\mathscr{O}}, \ldots,\left\|E_{N}^{k}\right\|_{\mathscr{O}}\right)^{t}$, and $\mathbf{M} \in \mathbb{R}^{N \times N}$ the Toeplitz matrix defined by

$$
\mathbf{M}_{i j}= \begin{cases}\gamma_{1}^{i-1-j} & \text { if } j<i  \tag{1.11}\\ 0 & \text { if } j \geq i\end{cases}
$$

Then (1.10) can be expressed in vector form as

$$
\begin{equation*}
\mathbf{E}^{k+1} \leq \gamma_{2} \mathbf{M E}^{k}, \quad \forall k \geq 0 \tag{1.12}
\end{equation*}
$$

which, by induction, implies

$$
\begin{equation*}
\mathbf{E}^{k} \leq\left(\gamma_{2} \mathbf{M}\right)^{k} \mathbf{E}^{0}, \quad \forall k \geq 0 . \tag{1.13}
\end{equation*}
$$

We recall the following property of $\mathbf{M}$, which is shown in [56]
Lemma 1.4. If $\gamma_{1}<1$ then

$$
\begin{equation*}
\left\|\mathbf{M}^{i}\right\|_{\infty} \leq\binom{ N-1}{i} \tag{1.14}
\end{equation*}
$$

Remark 1.5. In the classical Parareal, $\mathscr{O}$ can be $L^{2}(\Omega)$ or $H^{1}(\Omega)$. In those cases, it is easy to verify the Lipschitz properties (1.7)-(1.8) with the Lipschitz constant depending on $\Omega$. In Section 1.5 we will consider the convergence in $L^{2}(\Omega)$, thus we will use condition (1.7) with $\mathscr{O}=L^{2}(\Omega)$. In Section 1.8 we will consider the convergence in $\mathscr{X}$; in that case the Lipschitz properties of $\mathscr{G}$ still hold, and we will have a similar property for the incomplete OSWR fine solver.

### 1.2.2 Some remarks on the constants $\gamma$

We recall now the homogeneous problem on a time window $(0, \Delta T)$

$$
\begin{aligned}
\partial_{t} u-v \partial_{x x} u+a \partial_{x} u+b u & =0, & & \text { in } \mathbb{R} \times(0, \Delta T), \\
u(\cdot, 0) & =u_{0}, & & \text { in } \mathbb{R} .
\end{aligned}
$$

Under Fourier transform, denoting $k$ the wave number, the above problem becomes the following ODE

$$
\begin{aligned}
\partial_{t} \hat{u}+v k^{2} \hat{u}+a i k \hat{u}+b \hat{u} & =0, \\
\hat{u}(0) & =\hat{u}_{0} .
\end{aligned}
$$

We suppose that $\mathscr{G}$ is deduced from the one step backward Euler method. Thus, for an initial condition $u_{0}$, setting $U=\mathscr{G}\left(u_{0}\right)$, then $\hat{U}$ is the solution of the following equation

$$
\frac{\hat{U}-\hat{u}_{0}}{\Delta T}+\left(v k^{2}+a i k+b\right) \hat{U}=0
$$

whose solution is $\hat{U}=\left(1+\left(v k^{2}+a i k+b\right) \Delta T\right)^{-1} \hat{u}_{0}$. If $\mathscr{F}$ is the exact solver, then $u=\mathscr{F}\left(u_{0}\right)$ and

$$
\hat{u}=\exp \left(-\left(v k^{2}+a i l+b\right) \Delta T\right)
$$

We recall here that we are looking for the Lipschitz constants $\gamma_{1}$ and $\gamma_{2}$ of $\mathscr{G}$ and $\mathscr{F}-\mathscr{G}$, i.e., such that, $\forall U, V$

$$
\begin{array}{r}
\|\mathscr{G}(U)-\mathscr{G}(V)\| \leq \gamma_{1}\|U-V\|, \\
\|(\mathscr{F}-\mathscr{G})(U)-(\mathscr{F}-\mathscr{G})(V)\| \leq \gamma_{2}\|U-V\| .
\end{array}
$$

The norm can be that of $L^{2}, H^{1}$ or of $\mathscr{X}$, which does not change the values of $\gamma_{1}$ and $\gamma_{2}$ in this case. We then get

$$
\begin{array}{r}
\gamma_{1}=\max _{k}\left|\left(1+\left(v k^{2}+a i k+b\right) \Delta T\right)^{-1}\right| \\
\gamma_{2}=\max _{k}\left|\left(1+\left(v k^{2}+a i k+b\right) \Delta T\right)^{-1}-\exp \left(-\left(v k^{2}+a i k+b\right) \Delta T\right)\right|
\end{array}
$$

Through a change of unknown function in the model ODE, it is always possible to come back to the case in which $b=0$; therefore, for the sake of simplicity, we shall restrict the study to that case.

We have also $\gamma_{1} \leq 1$ and the equality happens at $k=0$. In practice, the discrete wave number is bounded away from 0 , hence we get $\gamma_{1}<1$. We only need to study $\gamma_{2}$. We define the function

$$
\gamma_{2}(k)=\left|\left(1+\left(v k^{2}+a i k\right) \Delta T\right)^{-1}-\exp \left(-\left(v k^{2}+a i k\right) \Delta T\right)\right|
$$

### 1.2.2.1 The heat equation case

We consider first the case $a=0$. For this case, the function $\gamma_{2}(k)$ is

$$
\gamma_{2}(k)=\left(1+v k^{2} \Delta T\right)^{-1}-\exp \left(-v k^{2} \Delta T\right)
$$

We have $\gamma_{2}(0)=\lim _{k \rightarrow \infty} \gamma_{2}(k)=0$. As $\gamma_{2}(k)$ is continuous, the maximum can only be at the points verifying $\gamma_{2}^{\prime}(k)=0$. Setting $x=v k^{2} \Delta T$ we have $\gamma_{2}(k)=\tilde{\gamma}_{2}(x):=$ $(1+x)^{-1}-\exp (-x)$ and we have $\tilde{\gamma}_{2}^{\prime}(x)=-(1+x)^{-2}+\exp (-x)$. Let $x_{0}$ be such that $\tilde{\gamma}_{2}^{\prime}\left(x_{0}\right)=0$, i.e. $x_{0}$ satisfying $\exp \left(-x_{0}\right)=\left(1+x_{0}\right)^{-2}$. Hence, we conclude that

$$
\begin{aligned}
\sup _{k} \gamma_{2}(k) \leq \tilde{\gamma}_{2}\left(x_{0}\right) & =\left(1+x_{0}\right)^{-1}-\exp \left(-x_{0}\right) \\
& =\left(1+x_{0}\right)^{-1}-\left(1+x_{0}\right)^{-2}=x_{0}\left(1+x_{0}\right)^{-2} \leq \frac{1}{4}
\end{aligned}
$$

### 1.2.2.2 The case $a>0$

Let

$$
\begin{array}{ll}
A(k)=\exp \left(-v k^{2} \Delta T\right) \cos (a k \Delta T), & B(k)=\exp \left(-v k^{2} \Delta T\right) \sin (a k \Delta T) \\
C(k)=\frac{1+v k^{2} \Delta T}{\left(1+v k^{2} \Delta T\right)^{2}+a^{2} k^{2} \Delta T^{2}}, & D(k)=\frac{a k \Delta T}{\left(1+v k^{2} \Delta T\right)^{2}+a^{2} k^{2} \Delta T^{2}}
\end{array}
$$

Then, it holds that

$$
\gamma_{2}^{2}(k)=(A(k)-C(k))^{2}+(B(k)-D(k))^{2} .
$$

We shall split the analysis into three different cases

- For large wave numbers: $k \geq \frac{1}{\sqrt{v \Delta T}}$

We have that

$$
\gamma_{2}^{2}(k) \leq 2\left(A^{2}(k)+B^{2}(k)+C^{2}(k)+D^{2}(k)\right)
$$

$$
\begin{aligned}
& \leq 2\left[\exp \left(-2 v k^{2} \Delta T\right)+\frac{1}{\left(1+v k^{2} \Delta T\right)^{2}+a^{2} k^{2} \Delta T^{2}}\right] \\
& \leq 2\left[\exp \left(-2 v \Delta T \frac{1}{v \Delta T}\right)+\frac{1}{\left(1+v \Delta T \frac{1}{v \Delta T}\right)^{2}+a^{2} \Delta T^{2} \frac{1}{v \Delta T}}\right] \\
& \leq 2\left(\frac{1}{e^{2}}+\frac{1}{4}\right)<1
\end{aligned}
$$

- For small $k$ :

As $\gamma_{2}(k)$ is a continuous function in $k$ and $\gamma_{2}(0)=0$, there exists $k_{1}$ s.t., $\forall k \leq k_{1}$, $\gamma_{2}(k)<1$.

- For intermediate $k$ : consider the case $k_{1}<k<\frac{1}{\sqrt{v \Delta T}}$

We suppose first that

$$
\begin{equation*}
a \leq \frac{\sqrt{v}}{\sqrt{\Delta T}} \tag{1.15}
\end{equation*}
$$

which implies $a k \Delta T \leq 1$. Then, $\cos (a k \Delta T)>0$ and $\sin (a k \Delta T)>0$. We next show that $0 \leq A(k) \leq 2 C(k)$ and $0 \leq B(k) \leq 2 D(k)$. We have

$$
A(k)=\exp \left(-v k^{2} \Delta T\right) \cos (a k \Delta T) \leq \exp \left(-v k^{2} \Delta T\right) \leq \frac{1}{1+v k^{2} \Delta T}
$$

Hence, it is sufficient to show that

$$
\frac{1}{1+v k^{2} \Delta T} \leq 2 \frac{1+v k^{2} \Delta T}{\left(1+v k^{2} \Delta T\right)^{2}+a^{2} k^{2} \Delta T^{2}}
$$

or equivalently

$$
\frac{1}{2} \leq \frac{\left(1+v k^{2} \Delta T\right)^{2}}{\left(1+v k^{2} \Delta T\right)^{2}+a^{2} k^{2} \Delta T^{2}}=\frac{1}{1+\frac{a^{2} k^{2} \Delta T^{2}}{\left(1+v k^{2} \Delta T\right)^{2}}}
$$

Thus, it remains to prove

$$
\frac{a^{2} k^{2} \Delta T^{2}}{\left(1+v k^{2} \Delta T\right)^{2}} \leq 1
$$

which is trivial under the condition $a k \Delta T \leq 1$. Therefore, $0 \leq A(k) \leq 2 C(k)$.
It remains to show that $B(k) \leq 2 D(k)$. Multiplying both sides of this inequality by $\frac{\exp \left(v k^{2} \Delta T\right)}{a k \Delta T}$, the new equivalent inequality to be proven is then

$$
\begin{equation*}
\frac{\sin (a k \Delta T)}{a k \Delta T} \leq \frac{\exp \left(v k^{2} \Delta T\right)}{\frac{v^{2} k^{4} \Delta T^{2}}{2}+v k^{2} \Delta T+\frac{1}{2}+\frac{(a k \Delta T)^{2}}{2}} \tag{1.16}
\end{equation*}
$$

The condition $a k \Delta T \leq 1$ implies $\frac{v^{2} k^{4} \Delta T^{2}}{2}+v k^{2} \Delta T+\frac{1}{2}+\frac{(a k \Delta T)^{2}}{2} \leq \frac{v^{2} k^{4} \Delta T^{2}}{2}+v k^{2} \Delta T+$ 1.

In addition, one has $\frac{\sin (a k \Delta T)}{a k \Delta T} \leq 1$ and $\exp \left(v k^{2} \Delta T\right) \geq 1+\left(v k^{2} \Delta T\right)+\frac{\left(v k^{2} \Delta T\right)^{2}}{2}$. Therefore, the inequality (1.16) is true.

Now, we have $0 \leq B(k) \leq 2 D(k)$. Therefore, we obtain

$$
\gamma_{2}^{2}(k)=(A(k)-C(k))^{2}+(B(k)-D(k))^{2} \leq(C(k))^{2}+(D(k))^{2} \leq 1
$$

We have $(C(k))^{2}+(D(k))^{2}=1$ if and only if $k=0$. As $k$ is bounded away from 0 , the equality cannot happen, thus $\gamma_{2}=\max _{k} \gamma(k)<1$.

One may probably obtain a less restrictive bound on $a$ than (1.15) by performing a more dedicated analysis, but an hypothesis of the type " $a$ small enough" is necessary. Indeed, if $a$ is large enough, there are values of $k$ such that we have both $v k \Delta T \approx 0$, and $a k \Delta T \approx \frac{3 \pi}{2}$. Then $A(k) \approx 0, B(k) \approx(-1)$ and

$$
\begin{aligned}
\gamma_{2}^{2} & \approx C^{2}(k)+(D(k)+1)^{2} \\
& \approx C^{2}(k)+D^{2}(k)+2 D(k)+1 \\
& \approx \frac{1}{1+\frac{9 \pi^{2}}{4}}+\frac{3 \pi}{1+\frac{9 \pi^{2}}{4}}+1 \\
& \approx 1.44 .
\end{aligned}
$$

Hence, if $a$ is arbitrary large, one can find $k$ such that $\gamma_{2}(k)>1$, i.e. $\gamma_{2}>1$.

### 1.3 Optimized Schwarz Waveform Relaxation Method

The OSWR method [51, 52, 91], for solving problem (1.1) is a space-time parallel method based on a domain decomposition in space only

$$
\Omega_{1}=(-\infty, 0), \quad \Omega_{2}=(0,+\infty)
$$

Let $\mathscr{I}=(0, T)$, and $\mathbf{I}^{+}$the set of intervals of $\mathscr{R}^{+}$. The method solves iteratively subproblems on $\Omega_{1} \times \mathscr{I}$ and $\Omega_{2} \times \mathscr{I}$, exchanging space-time boundary data ${ }^{3}$ through the Robin operators $\mathscr{B}_{1}$ and $\mathscr{B}_{2}$ (defined in (1.2)), where the parameter $p$ is chosen to optimize the convergence factor of the algorithm. The method is thus defined using a subproblem solution operator and a transmission operator: for $i=1,2$ :

- the solution operator $\mathscr{M}_{i}\left(\mathscr{I}, u_{0, i}, \xi_{i}\right), i=1,2$, that maps the available Robin condition $\xi_{i}$ and initial condition $u_{0, i}$ to the subdomain solution $u_{i}{ }^{4}$ :

$$
\mathscr{M}_{i}: \begin{array}{ccc}
\mathbf{I}^{+} \times H^{1}\left(\Omega_{i}\right) \times \mathscr{Y} & \rightarrow & H^{2,1}\left(\Omega_{i} \times \mathscr{I}\right)  \tag{1.17}\\
\left(\mathscr{I}, u_{0, i}, \xi_{i}\right) & \rightarrow & u_{i},
\end{array}
$$

where $u_{i}$ is the solution of the following Robin problem in $\Omega_{i} \times \mathscr{I}$

$$
\begin{align*}
\mathscr{L} u_{i} & =f & & \text { in } \Omega_{i} \times \mathscr{I}, \\
u_{i}(\cdot, 0) & =u_{0, i} & & \text { in } \Omega_{i}, \tag{1.18}
\end{align*} \quad i=1,2,
$$

[^2]- the transmission operator $\mathscr{B}_{i}, i=1,2$, that maps the available neighbor subdomain solution $u_{j} \in H^{2,1}\left(\Omega_{j} \times \mathscr{I}\right), j=3-i$, to a new Robin datum $\xi_{i} \in \mathscr{Y}$ : $\xi_{i}=\left(\mathscr{B}_{i} u_{j}\right)(0, \cdot)$ on $\mathscr{I}$.

Using the definition of $\mathscr{M}_{i}$, problem (1.3)-(1.4) can be rewritten as

$$
\begin{align*}
& u_{i}=\mathscr{M}_{i}\left(\mathscr{I}, u_{0, i}, \xi_{i}\right), i=1,2  \tag{1.19a}\\
& \xi_{i}=\left(\mathscr{B}_{i} u_{j}\right)(0, \cdot) \quad \text { on } \mathscr{I}, \quad j=3-i, i=1,2 . \tag{1.19b}
\end{align*}
$$

The OSWR algorithm for solving problem (1.19) (or equivalently (1.1)) is as follows.

```
Algorithm 2 (OSWR)
    Choose an initial Robin data \mp@subsup{\xi}{}{0}=(\mp@subsup{\xi}{1}{0},\mp@subsup{\xi}{2}{0}) on \mathscr{I}, for example }\mp@subsup{\xi}{i}{0}
    ( }\mp@subsup{\mathscr{B}}{i}{}\mp@subsup{u}{0,i}{})(0,\cdot)\mathrm{ , on (0,T), i=1,2.
    for }\ell=1,2,\ldots\quad(OSWR iterations
        1. Solve the local space-time Robin problems by calculating
\[
\begin{equation*}
u_{i}^{\ell}=\mathscr{M}_{i}\left(\mathscr{I}, u_{0, i}, \xi_{i}^{\ell-1}\right), \quad i=1,2 . \tag{1.20}
\end{equation*}
\]
2. Update the Robin interface term \(\xi^{\ell}=\left(\xi_{1}^{\ell}, \xi_{2}^{\ell}\right)\), with
\[
\begin{equation*}
\xi_{i}^{\ell}=\left(\mathscr{B}_{i} u_{j}^{\ell}\right)(0, \cdot) \quad \text { on } \mathscr{I}, \quad j=3-i, \quad i=1,2 \tag{1.21}
\end{equation*}
\]
end for
```

Remark 1.6. By definition of $\mathscr{M}_{i}$ and $u_{i}^{\ell}$ in (1.20), the interface condition is

$$
\begin{equation*}
\left(\mathscr{B}_{i} u_{i}^{\ell}\right)(0, \cdot)=\xi_{i}^{\ell-1}, i=1,2 \tag{1.22}
\end{equation*}
$$

Then, from (1.21), and using that $\mathscr{B}_{i}=-\mathscr{B}_{j}+p$, we obtain, for $\ell \geq 1$

$$
\begin{equation*}
\xi_{i}^{\ell}=-\xi_{j}^{\ell-1}+p u_{j}^{\ell}, \quad j=3-i, i=1,2 \tag{1.23}
\end{equation*}
$$

Let $L \in \mathbb{N}^{*}$. In the sequel we will denote in compact form

$$
\begin{equation*}
\left(u^{L}, \xi^{L}\right)=\operatorname{OSWR}_{L}\left(\mathscr{I}, u_{0}, \xi^{0}\right) \tag{1.24}
\end{equation*}
$$

where $u^{L} \in L^{2}(\Omega \times \mathscr{I})$ with $\left.u^{L}\right|_{\Omega_{i}}=u_{i}^{L}, i=1,2$, and $\xi^{L}=\left(\xi_{1}^{L}, \xi_{2}^{L}\right)$ are the output after $L$ iterations of algorithm (1.20)-(1.21) with initial condition $u_{0}$ and initial Robin datum $\xi^{0}$ on $\mathscr{I}$.

### 1.3.1 Stability and convergence

We suppose that $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$. For simplicity, we will use the notation $\|\cdot\|$ for the $L^{2}$-norm in $\Omega$ or in $\Omega_{i}, i=1,2$, and $\|\cdot\|_{\mathscr{I}}$ for the $\left(L^{2}(\mathscr{I})\right)^{2}$-norm.
Let $\left(u_{i}^{\ell}, \xi_{i}^{\ell}\right), i=1,2$ be defined by (1.20)-(1.21). For the convergence analysis below, we introduce the following notations for the errors, for $i=1,2$ and $\ell \geq 1$ :

$$
\begin{align*}
\zeta_{i}^{\ell} & :=\xi_{i}^{\ell}-\xi_{i}, \quad \text { where } \xi_{i} \text { is defined in (1.4), and we set } \zeta^{\ell}:=\left(\zeta_{1}^{\ell}, \zeta_{2}^{\ell}\right)  \tag{1.25}\\
e_{i}^{\ell} & :=u_{i}^{\ell}-u, \quad \text { where } u \text { is the solution of }(1.1),  \tag{1.26}\\
e^{\ell} & :=\text { the function in } L^{2}(\Omega \times(0, T)) \text { s.t. }\left.e^{\ell}\right|_{\Omega_{i}}=e_{i}^{\ell}, i=1,2 \tag{1.27}
\end{align*}
$$

Theorem 1.7. Let $L \in \mathbb{N}^{*}$. If $u_{0} \in H^{1}(\Omega)$ and $\xi^{0} \in \mathscr{Y}^{2}$, then, Algorithm 2 is well-defined and we have

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta^{L}\right\|_{\mathscr{I}}^{2}=\frac{1}{2 p}\left\|\zeta^{0}\right\|_{\mathscr{I}}^{2}
$$

Hence, Algorithm 2 converges for $p>0$ in $L^{\infty}\left(0, T ; L^{2}\left(\Omega_{1}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(\Omega_{1}\right)\right) \times$ $L^{\infty}\left(0, T ; L^{2}\left(\Omega_{2}\right)\right) \cap L^{2}\left(0, T ; H^{1}\left(\Omega_{2}\right)\right)$ to the solution $u$ of (1.1).

Proof. We proceed by recurrence. We have $u_{0, i} \in \mathscr{X}_{i}$ independently of $\ell$. Moreover, let us suppose that $\xi_{i}^{\ell-1} \in \mathscr{Y}$ (this is true for $\ell=1$ ). Then from Lemma 1.2 we have $u_{i}^{\ell} \in H^{2,1}\left(\Omega_{i} \times(0, T)\right)$. Then from Lemma 1.3, or using (1.23) and the Trace theorem, we have $\xi_{i}^{\ell} \in \mathscr{Y}$, thus Algorithm 2 is well-defined. The proof of the energy estimate is done in [50] (Theorem 5.15) and we recall it in Appendix 2.11.1.

In the context of the coupled Parareal-OSWR method in Section 1.4, incomplete iterations of the OSWR algorithm are performed at each Parareal iteration. This implies that the new initial condition for the OSWR algorithm, through Parareal iterations, will no more be in $H^{1}(\Omega)$, but only in $\mathscr{X}$. Therefore we need the following extended result, that will be used to prove the convergence of the coupled Parareal-OSWR method later.

We still use notations (1.25)-(1.27) for the errors. We suppose that the initial condition of Algorithm 2, denoted now by $\bar{u}_{0}$, verifies $\bar{u}_{0} \in \mathscr{X}, \bar{u}_{0} \neq u(\cdot, 0)$ (where $u$ is the solution of (1.1)), and we introduce the additional notation for the error at time $t=0$ :

$$
e_{0}:=\bar{u}_{0}-u(\cdot, 0)
$$

with $e_{0, i}:=\left.e_{0}\right|_{\Omega_{i}}, i=1,2$.
Theorem 1.8. Let $L \in \mathbb{N}^{*}$. If the initial condition of Algorithm 2 is $\bar{u}_{0} \in \mathscr{X}, \bar{u}_{0} \neq u(\cdot, 0)$, and if $\xi^{0} \in \mathscr{Y}^{2}$, then, Algorithm 2 is well-defined and we have
$\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta^{L}\right\|_{\mathscr{I}}^{2}=\frac{L}{2}\left\|e_{0}\right\|^{2}+\frac{1}{2 p}\left\|\zeta^{0}\right\|_{\mathscr{I}}^{2}$.
Proof. For $i=1,2$, let $\left(u_{i}^{\ell}, \xi_{i}^{\ell}\right)$ be defined by (1.20)-(1.21) with initial condition $\bar{u}_{0}$. We set $\zeta_{i}^{\ell}:=\xi_{i}^{\ell}-\xi_{i}$, where $\xi_{i}$ is defined in (1.4), and $e_{i}^{\ell}:=u_{i}^{\ell}-\left.u\right|_{\Omega_{i}}$, where $u$ is the solution of (1.1).

With $\left(\zeta_{1}^{0}, \zeta_{2}^{0}\right)$ given, the error $e_{i}^{\ell}, i=1,2$, satisfies, for $\ell \geq 1$ :

$$
\begin{array}{rlrl}
\mathscr{L} e_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathscr{I}, \\
e_{i}^{\ell}(\cdot, 0) & =e_{0, i} & \text { in } \Omega_{i}, & i=1,2, \\
\left(\mathscr{B}_{i} e_{i}^{\ell}\right)(0, \cdot) & =\zeta_{i}^{\ell-1} & & \text { on } \mathscr{I}, \\
\text { where } \quad \zeta_{i}^{\ell} & =\left(\mathscr{B}_{i} e_{j}^{\ell}\right)(0, \cdot), \ell \geq 1, \quad j=3-i, i=1,2 .
\end{array}
$$

Then we follow the same steps as in the proof of Theorem 1.7 in Appendix 2.11.1 until estimate (144), which is written, using that $e_{i}^{\ell}(\cdot, 0)=e_{0, i}, \forall \ell \geq 1$ :

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{L}\right\|_{\mathscr{I}}^{2}=\frac{L}{2} \sum_{i}\left\|e_{0, i}\right\|^{2}+\frac{1}{2 p}\left\|\boldsymbol{\zeta}^{0}\right\|_{\mathscr{\mathscr { L }}}^{2}
$$

which ends the proof of Theorem 1.8.

### 1.3.2 Optimized Robin parameters

In this section we give the methodology to calculate the Robin parameter $p$ involved in the OSWR method. This parameter is chosen to optimize the convergence factor of the algorithm, and is thus called "optimized parameter".

The calculation of the convergence factor extends the one of Lemma 5.7 in [50], obtained for $u_{0} \in H^{2}(\Omega)$, to the case $u_{0} \in H^{1}(\Omega)$. By linearity of $\mathscr{M}_{i}$, from (1.19a) and (1.20), the error $e_{i}^{\ell}:=u_{i}^{\ell}-u, i=1,2$, at iteration $\ell$ of the OSWR method, satisfies $e_{i}^{\ell}=\mathscr{M}_{i}\left(\mathscr{I}, 0, \zeta_{i}^{\ell-1}\right)$, with $\zeta_{i}^{\ell-1}=\xi_{i}^{\ell-1}-\xi_{i}$ and $f=0$. Equivalently, $e_{i}^{\ell}$ is solution of the following problem

$$
\begin{array}{rlrlr}
\mathscr{L} e_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathscr{I}, & \\
e_{i}^{\ell}(\cdot, 0) & =0 & & \text { in } \Omega_{i}, & i=1,2,  \tag{1.31}\\
\left(\mathscr{B}_{i} e_{i}^{\ell}\right)(0, \cdot) & =\zeta_{i}^{\ell-1} & & \text { on } \mathscr{I} . &
\end{array}
$$

From (1.19b) and (1.21), we have $\zeta_{i}^{\ell}=\mathscr{B}_{i} e_{j}^{\ell}(0, \cdot), i=1,2$, and thus the transmission conditions on $\mathscr{I}$ in (1.31) also reads

$$
\begin{equation*}
\left(\mathscr{B}_{i} e_{i}^{\ell}\right)(0, \cdot)=\left(\mathscr{B}_{i} e_{j}^{\ell-1}\right)(0, \cdot) \quad \text { on } \mathscr{I}, \quad j=3-i, \quad i=1,2 . \tag{1.32}
\end{equation*}
$$

Now, in order to use the Fourier transform, we extend (1.31)- (1.32) to $\mathbb{R}$ in the following way :

- for $\ell=1$, the Robin condition in (1.31) is with $\zeta_{i}^{0} \in \mathscr{Y}$ and we can extend $\zeta_{i}^{0}$ by zero to $H^{\frac{1}{4}}(\mathscr{R})$ to obtain a function, denoted by $\tilde{\zeta}_{i}^{0}$, vanishing on $(-\infty, 0)$, and on $(T,+\infty)$, for $i=1,2$. Then we can extend equations (1.31) to $\mathscr{R}$, and their solutions, denoted by $\left(\tilde{e}_{1}^{1}, \tilde{e}_{2}^{1}\right)$, vanish on $(-\infty, 0)$ and coincide with $\left(e_{1}^{1}, e_{2}^{1}\right)$ on $(0, T)$.
- for $\ell \geq 2$, we define the Robin trace $\tilde{\zeta}_{i}^{\ell-1}:=\left(\mathscr{B}_{i} \tilde{e}_{j}^{\ell-1}\right)(0, \cdot)$ on $\{0\} \times \mathscr{R}$, which belongs to $H^{\frac{1}{4}}(\mathscr{R})$, vanishes on $(-\infty, 0)$ and coincides with $\left(\mathscr{B}_{i} e_{j}^{\ell-1}\right)(0, \cdot)$ on $\{0\} \times$ ( $0, T$ ), for $i=1,2$. The subdomain problems (1.31) are extended on $\Omega_{i} \times \mathscr{R}$ as follows :

$$
\begin{array}{rlrll}
\mathscr{L} \tilde{e}_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathscr{R}, & \\
\tilde{e}_{i}^{\ell}(\cdot, 0) & =0 & & \text { in } \Omega_{i}, & i=1,2,  \tag{1.33}\\
\left(\mathscr{B}_{i} \tilde{e}_{i}^{\ell}\right)(0, \cdot) & =\tilde{\zeta}_{i}^{\ell-1} & & \text { on } \mathscr{R}, &
\end{array}
$$

and their solution vanish on $(-\infty, 0)$ and coincide with $\left(e_{1}^{\ell}, e_{2}^{\ell}\right)$ on $(0, T)$. In particular, by the definition of $\tilde{\zeta}_{i}^{\ell-1}$ above, the transmission condition (1.32) has been extended on $\{0\} \times \mathscr{R}$ in (1.33) as follows :

$$
\begin{equation*}
\left(\mathscr{B}_{i} \tilde{e}_{i}^{\ell}\right)(0, \cdot)=\left(\mathscr{B}_{i} \tilde{e}_{j}^{\ell-1}\right)(0, \cdot) \quad \text { on } \mathscr{R}, \quad j=3-i, \quad i=1,2 \tag{1.34}
\end{equation*}
$$

Note that for $\ell \geq 1$, the property $\tilde{\zeta}_{i}^{\ell-1} \in H^{\frac{1}{4}}(\mathscr{R})$ implies that the solution $e_{i}^{\ell}$ of problem (1.33) is in $H_{\text {loc }}^{2,1}\left(\Omega_{i} \times \mathscr{R}\right)^{5}$ (using Lemma 1.2), and thus the new Robin datum $\tilde{\zeta}_{i}^{\ell}$, defined above, is in $H_{\text {loc }}^{\frac{1}{4}}(\mathscr{R})$ (using Lemma 1.3).

[^3]In what follows, we use Fourier transform in time, in the sense of tempered distributions.

Then, we solve in each subdomain the ordinary differential equation

$$
\begin{equation*}
i \omega \hat{e}_{i}^{\ell}-v \partial_{x x} \hat{e}_{i}^{\ell}+a \partial_{x} \hat{e}_{i}^{\ell}+b \hat{e}_{i}^{\ell}=0, \quad i=1,2 \tag{1.35}
\end{equation*}
$$

with the characterisitic roots

$$
\begin{equation*}
r^{-}=\frac{a-\sqrt{d}}{2 v}, \quad r^{+}=\frac{a+\sqrt{d}}{2 v}, \quad d=a^{2}+4 v(b+i \omega) \tag{1.36}
\end{equation*}
$$

where $\sqrt{d}$ is the complex square-root with positive real part :
let $\tilde{d}=\sqrt{\left(a^{2}+4 v b\right)^{2}+16 v^{2} \omega^{2}}$, then

$$
\sqrt{d}=\sqrt{\frac{\tilde{d}+a^{2}+4 v b}{2}}+i \operatorname{sign}(\omega) \sqrt{\frac{\tilde{d}-a^{2}-4 v b}{2}}
$$

Thus, $\mathscr{R} e\left(r^{+}\right)>0$ and $\mathscr{R} e\left(r^{-}\right)<0$, and the solutions $\hat{e}_{i}^{\ell} \in L^{2}\left(\Omega_{i}\right), i=1,2$ are given by ${ }^{6}$

$$
\begin{equation*}
\hat{e}_{1}^{\ell}=\frac{2}{\sqrt{d}+p} \hat{\zeta}_{1}^{\ell-1}(\omega) e^{r^{+} x}, \quad \hat{e}_{2}^{\ell}=\frac{2}{\sqrt{d}+p} \hat{\zeta}_{2}^{\ell-1}(\omega) e^{r^{-} x}, \quad \ell \geq 1 \tag{1.37}
\end{equation*}
$$

Then, replacing (1.37) in the transmission conditions (1.34) leads to

$$
\begin{equation*}
\forall \ell \geq 1, \quad\binom{\hat{\zeta}_{1}^{\ell}}{\hat{\zeta}_{2}^{\ell}}=\left(\frac{-\sqrt{d}+p}{\sqrt{d}+p}\right)\binom{\hat{\zeta}_{2}^{\ell-1}}{\hat{\zeta}_{1}^{\ell-1}} \tag{1.38}
\end{equation*}
$$

Setting $\hat{\zeta}^{\ell}:=\left(\hat{\zeta}_{1}^{\ell}, \hat{\zeta}_{2}^{\ell}\right)$, from (1.38), we have

$$
\begin{equation*}
\forall \ell \geq 2, \quad \hat{\zeta}^{\ell}=\rho_{0}(\omega, p) \hat{\zeta}^{\ell-2}, \quad \text { with } \rho_{0}(\omega, p):=\left(\frac{-\sqrt{d}+p}{\sqrt{d}+p}\right)^{2} \tag{1.39}
\end{equation*}
$$

From (1.39), by induction on $\ell$ we obtain,

$$
\begin{equation*}
\hat{\zeta}^{2 \ell}=\left(\rho_{0}(\omega, p)\right)^{\ell} \hat{\zeta}^{(0)}, \quad \forall \ell \geq 1 \tag{1.40}
\end{equation*}
$$

From (1.40), the convergence factor of the algorithm is $\rho_{0}(\omega, p)$, defined in (1.39).
Note that from (1.38) we have, for all $\omega \in \mathscr{R}$, and for $\ell \geq 1$

$$
\left|\hat{\zeta}_{i}^{\ell}(\omega)\right| \leq\left|\hat{\zeta}_{3-i}^{\ell-1}(\omega)\right|, \quad \text { for } i=1,2
$$

Using that $\tilde{\zeta}^{0} \in H^{\frac{1}{4}}(\mathscr{R})$, the above inequality implies, by induction, that

$$
\tilde{\zeta}^{\ell} \in H^{\frac{1}{4}}(\mathscr{R}), \quad \forall \ell \geq 1
$$

While we have $\max _{\omega \in \mathscr{R}}\left|\rho_{0}(\omega, p)\right|=\lim _{\omega \rightarrow \infty}\left|\rho_{0}(\omega, p)\right|=1$, we can use the continuous convergence factor $\rho_{0}(\omega, p)$ to calculate an efficient Robin parameter for the discrete setting (see e.g. [73, 91, 46, 50]).

[^4]Indeed, in numerical computations, the frequency $\omega$ is bounded, i.e. we have $\omega_{\min } \leq \omega \leq \omega_{\max }$ where $\omega_{\max }=\frac{\pi}{\Delta t}$ is the largest discrete frequency supported by the numerical time grid, and $\omega_{\min }=\frac{\pi}{T}$ is smallest frequency relevant to the global time interval. Defining

$$
\rho_{c}(p):=\max _{\frac{\pi}{T} \leq \omega \leq \frac{\pi}{\Delta t}}\left|\rho_{0}(p, \omega)\right|
$$

then the optimized Robin parameter $p_{c}$ is chosen such that it verifies

$$
\begin{equation*}
\rho_{c}\left(p_{c}\right)=\min _{p>0} \rho_{c}(p) . \tag{1.41}
\end{equation*}
$$

In practice, the minimization problem (1.41) is solved numerically, using the fminsearch function in MATLAB.

### 1.4 Coupled Parareal-OSWR method

Coupling Parareal with domain decomposition was introduced in [59, 55, 54].
Like in Section 1.2, we set $(0, T)=\cup_{n=0}^{N-1} \mathscr{I}_{n}$. Then the Parareal-OSWR algorithm is defined using the coarse propagator $\mathscr{G}$ of Section 1.2 and the incomplete ${ }^{7}$ fine propagator $\mathrm{OSWR}_{L}$ defined by (1.24) as follows :

```
Algorithm 3 (Coupled Parareal-OSWR)
    1. Choose an initial data \(\left(U_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(U_{0}^{0}=u_{0}\) and \(U_{n}^{0}\) an approximation of \(u\left(\cdot, T_{n}\right)\), for
    example \(U_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, U_{n-1}^{0}\right)\), for \(n=1,2, \ldots, N\).
    2. Choose an initial Robin data \(\left(\xi_{n}^{0,0}\right)_{n \in \llbracket 0, N-1 \rrbracket}\), with \(\xi_{n}^{0,0}:=\left(\xi_{1, n}^{0,0}, \xi_{2, n}^{0,0}\right)\) on \(\mathscr{I}_{n}\), for example
    \(\xi_{i, n}^{0,0}=\left(\mathscr{B}_{i} U_{n}^{0}\right)(0, \cdot), i=1,2\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
            1. On each time interval \(\mathscr{I}_{n}, n=0,1, \ldots, N-1\) :
\[
\begin{equation*}
\text { Calculate } \quad\left(u_{n}^{k, L}, \xi_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(\mathscr{I}_{n}, U_{n}^{k}, \xi_{n}^{k, 0}\right) \tag{1.42}
\end{equation*}
\]
2. Set \(U_{0}^{k+1}=u_{0}\) and do Parareal corrections:
\[
\begin{equation*}
U_{n+1}^{k+1}=u_{n}^{k, L}\left(\cdot, T_{n+1}\right)+\mathscr{G}\left(\mathscr{I}_{n}, U_{n}^{k+1}\right)-\mathscr{G}\left(\mathscr{I}_{n}, U_{n}^{k}\right) \tag{1.43}
\end{equation*}
\]
Update the interface term: \(\quad \xi_{n}^{k+1,0}=\xi_{n}^{k, L}\).
end for
```

Remark 1.9. In (1.42), if $L=\infty$, then $u_{n}^{k, L} \in H^{1}(\Omega)$, for all $n \geq 0, k \geq 0$. However, if $L<\infty$ and chosen small (e.g. $L=2$ ), then $u_{n}^{k, L} \in \mathscr{X}$, for all $n \geq 0, k \geq 0$, but there is very few chance that $u_{n}^{k, L}$ be in $H^{1}(\Omega)$. Thus, using (1.43) and that $u_{0} \in H^{1}(\Omega) \subset \mathscr{X}$, we will have $U_{n}^{k} \in \mathscr{X}$, for all $n \geq 0, k \geq 0$.

### 1.5 Convergence of the Parareal-OSWR algorithm

We will consider the convergence in the $L^{2}(\Omega)$-norm. As in Section $1.3,\|\cdot\|$ will stand for the $L^{2}$-norm in $\Omega$ or in $\Omega_{i}, i=1,2$, and $\|\cdot\|_{\mathscr{I}}$ the $\left(L^{2}(\mathscr{I})\right)^{2}$-norm. Let $\widetilde{\mathscr{G}}$ be the coarse propagator associated to the source term $f=0$. We have the following result

[^5]Theorem 1.10. We suppose that there exists a constant $\gamma_{1}$ such that $\tilde{\mathscr{G}}_{\text {satisfies for each }}$ $n=0,1, \ldots, N$

$$
\begin{equation*}
\left\|\widetilde{\mathscr{G}}\left(\mathscr{I}_{n}, U\right)\right\| \leq \gamma_{1}\|U\|, \quad \forall U \in L^{2}(\Omega) \tag{1.45}
\end{equation*}
$$

Then, when $k \rightarrow \infty$

- $U_{n}^{k}$ converges to $u\left(., T_{n}\right)$ in $L^{2}(\Omega)$,
- $u_{i, n}^{k, \ell}$ converges to $\left.u\right|_{\Omega_{i} \times\left[T_{n}, T_{n+1}\right]}$ in $L^{2}\left(T_{n}, T_{n+1}, H^{1}(\Omega)\right)$ for all $\ell=1,2, \ldots, L$.

In order to prove Theorem 1.10, we first introduce some notation and prove the following lemmas.

## Notation for error estimation

Let $u$ be the solution of problem (1.1), and $\left(u_{n}^{k, \ell}, \xi_{n}^{k, \ell}\right)_{1 \leq \ell \leq L}$ be the sequence of iterates through the OSWR step (1.42). We define, for $k=0,1, \ldots$, and $n=0, \ldots, N-1$ :

- $E_{n}^{k}:=U_{n}^{k}-u_{n}, n=0, \ldots, N$, where $u_{n}=u\left(., T_{n}\right)$,
- $e_{n}^{k, \ell}:=u_{n}^{k, \ell}-u$, the error in $L^{2}\left(\Omega \times \mathscr{I}_{n}\right)$ at each iteration $\ell$ inside step (1.42), with $e_{i, n}^{k, \ell}:=\left.e_{n}^{k, \ell}\right|_{\Omega_{i}}, i=1,2$, for $\ell=1, \ldots, L$,
- $\zeta_{n}^{k, \ell}:=\xi_{n}^{k, \ell}-\xi_{n}$, for $\ell=1, \ldots, L$, where $\xi_{n}=\left(\left(\mathscr{B}_{1} u\right)\left(0, \mathscr{I}_{n}\right),\left(\mathscr{B}_{2} u\right)\left(0, \mathscr{I}_{n}\right)\right)$.

Then, by linearity, the algorithm on the error reads

```
Algorithm 4 (Coupled Parareal-OSWR algorithm on the error)
    1. Define initial data \(\left(E_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(E_{0}^{0}=0, E_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, U_{n-1}^{0}\right)-u_{n}\), where \(U_{0}^{0}=u_{0}\),
    \(n=1,2, \ldots, N\).
    2. Define initial Robin data \(\left(\zeta_{n}^{0,0}\right)_{n \in \llbracket 0, N \rrbracket}\), with \(\zeta_{n}^{0,0}:=\left(\zeta_{1, n}^{0,0}, \zeta_{2, n}^{0,0}\right)\) on \(\mathscr{I}_{n}\), where \(\zeta_{i, n}^{0,0}=\)
    \(\left(\mathscr{B}_{i} E_{n}^{0}\right)(0, \cdot), i=1,2\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
        1. On each time interval \(\mathscr{I}_{n}, n=0,1, \ldots, N-1\) :
            Calculate \(\left(e_{n}^{k, L}, \zeta_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(\mathscr{I}_{n}, E_{n}^{k}, \zeta_{n}^{k, 0}\right)\).
2. Set \(E_{0}^{k+1}=0\) and do Parareal correction:
\[
\begin{equation*}
E_{n+1}^{k+1}=e_{n}^{k, L}\left(\cdot, T_{n+1}\right)+\widetilde{\mathscr{G}}\left(\mathscr{I}_{n}, E_{n}^{k+1}-E_{n}^{k}\right) \tag{1.47}
\end{equation*}
\]
Update the interface term: \(\quad \zeta_{n}^{k+1,0}=\zeta_{n}^{k, L}\).
end for
```

Lemma 1.11. For all $n \in \llbracket 0, N-1 \rrbracket$, we have:

$$
\begin{equation*}
\sum_{k=0}^{K}\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} \leq L \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{p}\left\|\zeta_{n}^{0,0}\right\|_{\mathscr{I}_{n}}^{2} \tag{1.49}
\end{equation*}
$$

Proof. Step (1.46) corresponds to the OSWR algorithm, on $\mathscr{I}:=\mathscr{I}_{n}$, with initial condition $E_{n}^{k} \in \mathscr{X}$ (see Remark 1.9). Thus, from (1.28) with $e_{0}:=E_{n}^{k}, e_{i}^{\ell}:=e_{i, n}^{k, \ell}$, and $\zeta^{\ell}:=\zeta_{n}^{k, \ell}$, we obtain
$\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e_{n}^{k, \ell}\left(., T_{n+1}\right)\right\|^{2}+\sum_{i}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta_{n}^{k, L}\right\|_{\mathscr{\mathscr { C }}_{n}}^{2}=\frac{L}{2}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{\mathscr { R }}_{n}}^{2}$.
Moreover, in our algorithm, from (1.48) we have $\zeta_{n}^{k, L}=\zeta_{n}^{k+1,0}$, thus
$\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e_{n}^{k, \ell}\left(., T_{n+1}\right)\right\|^{2}+\sum_{i}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta_{n}^{k+1,0}\right\|_{\mathscr{S}_{n}}^{2}=\frac{L}{2}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{S}_{n}}^{2}$.
Summing with respect to $k$, from 0 to $K$, we get a telescopic sum on the interface and therefore

$$
\begin{align*}
& \sum_{k=0}^{K} \sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e_{n}^{k, \ell}\left(., T_{n+1}\right)\right\|^{2}+\sum_{i}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta_{n}^{K+1,0}\right\|_{\mathscr{I}_{n}}^{2} \\
&=\frac{L}{2} \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\zeta_{n}^{0,0}\right\|_{\mathscr{I}_{n}}^{2}, \tag{1.50}
\end{align*}
$$

from which we obtain (1.49).
Lemma 1.12. We suppose that $\tilde{\mathscr{G}}$ satisfies (1.45). Then, for all $n \in \llbracket 0, N-1 \rrbracket$,

$$
\begin{equation*}
\sum_{k=0}^{K}\left\|E_{n+1}^{k+1}\right\|^{2} \leq 8 \gamma_{1}^{2} \sum_{k=0}^{K+1}\left\|E_{n}^{k}\right\|^{2}+2 \sum_{k=0}^{K}\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} . \tag{1.51}
\end{equation*}
$$

Proof. Using the triangle inequality in (1.47), and then (1.45), we get

$$
\begin{aligned}
\left\|E_{n+1}^{k+1}\right\|^{2} & \leq 2\left\|\widetilde{\mathscr{G}}\left(\mathscr{I}_{n}, E_{n}^{k+1}-E_{n}^{k}\right)\right\|^{2}+2\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2}, \\
& \leq 2 \gamma_{1}^{2}\left\|E_{n}^{k+1}-E_{n}^{k}\right\|^{2}+2\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2}, \\
& \leq 4 \gamma_{1}^{2}\left(\left\|E_{n}^{k+1}\right\|^{2}+\left\|E_{n}^{k}\right\|^{2}\right)+2\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2} .
\end{aligned}
$$

Then, summing with respect to $k$, from 0 to $K$, we have

$$
\sum_{k=0}^{K}\left\|E_{n+1}^{k+1}\right\|^{2} \leq 4 \gamma_{1}^{2} \sum_{k=0}^{K}\left(\left\|E_{n}^{k+1}\right\|^{2}+\left\|E_{n}^{k}\right\|^{2}\right)+2 \sum_{k=0}^{K}\left\|e_{n}^{k, L}\left(., T_{n+1}\right)\right\|^{2}
$$

from which we deduce (1.51).
With these lemmas, we can now prove Theorem 1.10
Proof of Theorem 1.10. From Lemmas 1.11 and 1.12, we get

$$
\sum_{k=0}^{K}\left\|E_{n+1}^{k+1}\right\|^{2} \leq 8 \gamma_{1}^{2} \sum_{k=0}^{K+1}\left\|E_{n}^{k}\right\|^{2}+2 L \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{2}{p}\left\|\zeta_{n}^{0,0}\right\|_{\mathscr{Q}_{n}}^{2} .
$$

Denoting $\gamma_{2}=8 \gamma_{1}^{2}+2 L$ and $R_{n}=\left\|E_{n+1}^{0}\right\|^{2}+\frac{2}{p}\left\|\zeta_{n}^{0,0}\right\|_{\mathscr{I}_{n}}^{2}$, we can rewrite this inequality as

$$
\sum_{k=0}^{K+1}\left\|E_{n+1}^{k}\right\|^{2} \leq \gamma_{2} \sum_{k=0}^{K+1}\left\|E_{n}^{k}\right\|^{2}+R_{n}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

From this inequality, by induction, we obtain

$$
\sum_{k=0}^{K+1}\left\|E_{n+1}^{k}\right\|^{2} \leq \gamma_{2}^{n+1} \sum_{k=0}^{K+1}\left\|E_{0}^{k}\right\|^{2}+\sum_{j=0}^{n} \gamma_{2}^{j} R_{n-j}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

Using that $E_{0}^{k}=0, \forall k \geq 0$, we finally obtain

$$
\begin{equation*}
\sum_{k=0}^{K+1}\left\|E_{n+1}^{k}\right\|^{2} \leq \sum_{j=0}^{n} \gamma_{2}^{j} R_{n-j}, \quad n \in \llbracket 0, N-1 \rrbracket \tag{1.52}
\end{equation*}
$$

Since the right-hand side of (1.52) does not depend on $K$, this shows that, for a given $n \in \llbracket 0, N \rrbracket$, the sum $\sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}$ is bounded with respect to $K$. Hence $E_{n}^{k}$ converges to 0 in the $L^{2}(\Omega)$-norm when $k \rightarrow \infty$. Moreover, from inequality (1.50), we obtain, for all $\ell=1,2, \ldots, L$

$$
\sum_{k=0}^{K}\left\|e_{i, n}^{k, \ell}\right\|_{L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)}^{2} \leq \frac{L}{2} \sum_{k=0}^{K}\left\|E_{n}^{k}\right\|^{2}+\frac{1}{2 p}\left\|\zeta_{n}^{0,0}\right\|_{\mathscr{I}_{n}}^{2}
$$

As the sum in the right-hand side of the above inequality is bounded with respect to $K$, then the sum in the left is also bounded with respect to $K$. Hence, $e_{i, n}^{k, \ell}$ tends to 0 in $L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)$, i.e, $u_{i, n}^{k, \ell} \rightarrow u_{i, n}$ in $L^{2}\left(T_{n}, T_{n+1} ; H^{1}\left(\Omega_{i}\right)\right)$, for any $\ell$.

Remark 1.13. The proof of convergence of the nonoverlapping Parareal-OSWR algorithm in Theorem 1.10 (using energy estimates) is done with $U_{n}^{k} \in \mathscr{X}$, for all $n \geq 0, k \geq 0$ (see Remark (1.9)). This result is obtained without any correction on $U_{n}^{k}$ so that it is more regular (i.e. in $H^{1}(\Omega)$ ). Thus, in practice we do not need a correction on $U_{n}^{k}$ to have a convergent algorithm.

### 1.6 Numerical illustrations in 1D

In this section we give some numerical illustrations of the performance of the coupled Parareal-OSWR method in one dimension. We use here the 1D cell-centered finite volume method, with the centered discretization for the diffusion term. The advection term is based on a centered discretization (for regular advection-diffusion) or an upwind discretization (in the advection dominated case). With the cell-centered finite volume method, the domain decomposition method needs to add an additional unknown associated to the interface of the domains; we use the strategy proposed in [10] for the discretization on the interface. For the time discretization, the backward Euler method is used.
To start, we run a mono-domain solver - no domain decomposition in both space and time - to obtain a numerical solution which will be the reference solution with respect to which all the $H^{1}$-errors in the tests that follow will be calculated.

Next, in the Parareal algorithm, as well as for the coarse solver in our coupled method, we use a mono-domain solver (no domain decomposition in space). Then, we test the pure OSWR method - no decomposition in time - to validate our DD-code and to find the smallest required number of OSWR-iterations if we want to use OSWR for the fine solver. We should also clarify that it is different to consider $L$ iterations in the OSWR solver when the latter is used as the fine solver in the pure Parareal method and to apply our coupled method with $L$ : In the first case, one resets the Robin terms at the start of each Parareal iteration, which leads to a slower general convergence. Finally, the main part of our tests is the performance of our coupled method for different choices of $L$, for $L=1,2,4,8$.

We will also test the PSWR method of [54], [55], which is nothing but the case $L=1$ coupled with an incomplete coarse solver based on only one iteration of Waveform Relaxation, either with Dirichlet or Robin boundary conditions. The PSWR method was originally proposed with initial guesses $U_{n}^{0}$ and $\xi_{n}^{0}$ constructed from the initial incomplete coarse solver, which is probably less efficient than starting from values constructed from the fully converged initial coarse solver. Here, we take the same initial values for all tests, namely initial guesses constructed from the full coarse solver. In addition, the initial values of the Robin terms are refined by applying the Robin operators to a linear interpolation between $U_{n}^{0}$ and $U_{n+1}^{0}$, which runs slightly faster than the classical constant initial Robin terms of OSWR.

### 1.6.1 Regular Advection-Diffusion with an exact testing solution

We set $\Omega=] 0,1[, T=1$, and consider the 1 D advection-diffusion equation with coefficients $v=a=1, b=0$. We consider the exact solution $u(x, t)=\exp (-t) \sin (\pi x)$. The domain $\Omega$ is decomposed into two sub-domains $\left.\Omega_{1}=\right] 0,1 / 2\left[\right.$ and $\left.\Omega_{2}=\right] 1 / 2,1[$ and ten time sub-intervals (i.e. $N=10$ ).

With the exact solution, we can calculate the scheme error $e$ between the exact solution and the mono-domain reference numerical solution, and we stop when the relative error between the current iterative solution in the coupled algorithm and the mono-domain reference numerical solution is smaller than $\frac{e}{10}$.

The mesh and time steps are first chosen as follows :

$$
\Delta x=5.10^{-3}, \Delta t=2,5.10^{-3} \text { (case 1) and } \Delta x=2,5.10^{-3}, \Delta t=6,75.10^{-4} \text { (case }
$$

2).


Figure 1.1: Example 1: The numerical solutions for case 1 (left) and case 2 (right)



Figure 1.2: Example 1: Relative errors versus Parareal iterations for case 1 (left) and case 2 (right) for different values of $L$ in the coupled method and for the pure

$$
\text { Parareal method }(L=\infty)
$$

### 1.6.1.1 Case 1

| $L$ | PSWR | 1 | 2 | 4 | 8 | $20(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 29 | 31 | 15 | 12 | 6 | 6 |
| $L * k$ | 29 | 31 | 30 | 48 | 48 | 120 |

Table 1.1: Example 1 (case 1) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=2)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 20 | 120 | 30 | 29 |
| loss factor $(l=n / 20)$ | - | 6 | 1.5 | 1.45 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1.33 | 6.67 | 6.9 |

Table 1.2: Example 1 (case 1) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver

We first study the case $\Delta x=5.10^{-3}, \Delta t=2,5.10^{-3}$. In this case, without any decomposition in the time direction (pure OSWR method), one needs at least 15 iterations of OSWR to reach the stopping criterion. Hence, we can consider $L=20$ as $L=\infty$ (full convergence of the OSWR method).
From Figure 1.2 and Table 1.1, we observe that $L=2$ is the best choice for our coupled method, while the PSWR method performs a little bit better. The performance of the line $L=1$ is quite similar to the PSWR, they are almost parallel after the 4th iteration. It can be explained as the number of iterations needed for the coarse solver is small, so doing full convergence of the coarse solver or doing only one iteration are not very different. It also implies that the coarse solver plays a less important role in the overall
convergence.
The choice $L=4$ and $L=8$ are quite behind those smaller ones. Especially, the line $L=4$ almost coincides with $L=2$ in some first Parareal iterations, before falling down more rapidly. The speed-up compared to the pure OSWR of the best choice $L=2$ is shown in Table 1.2. In that and similar tables below, we call "loss factor" the ratio of the total number of OSWR iterations in the coupled method to the number of iterations of the stand-alone OSWR method. What we call the final gain factor is actually the speedup obtained with the coupled method with respect to the stand-alone OSWR method. It is equal to the number of time windows divided by the loss factor. Note that this speedup value neglects the cost of the coarse solver and of the additional communications between time windows.

Other choices of $L$ also give promising speed-up, and all choices perform a linear convergence - similarly to the convergence of OSWR. One may guess that the OSWR dominates the overall convergence.
An additional remark is that the relative performance of $L=4$ and $L=8$ can be improved if we decrease the stopping error: for example, in fact, the error of $L=4$ at the 15th iteration is close to the error of $L=2$ at the 30th iteration (so there the ratio of total iterations between $L=2$ and $L=4$ will be around 1 , while it is $30 / 48$ in Table 1.1).

### 1.6.1.2 Case 2

| $L$ | PSWR | 1 | 2 | 4 | 8 | $32(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 48 | 49 | 25 | 13 | 10 | 6 |
| $L * k$ | 48 | 49 | 50 | 52 | 80 | 132 |

Table 1.3: Example 1 (case 2) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 32 | 132 | 49 | 48 |
| loss factor $(l=n / 32)$ | - | 6 | 1.53 | 1.5 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1.67 | 6.54 | 6.67 |

Table 1.4: Example 1 (case 2) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver

For $\Delta x=2,5.10^{-3}, \Delta t=6,75.10^{-4}$, we observe in Table 1.3 that $L=1$ is the best choice for our coupled method, and PSWR still performs a little better. The best final gain factor, which is given in Table 1.4, is quite close to the previous case, however, the choice $L=4$ performs much better, it is now very close to the best choice. The finer
the mesh is, the better performance for large values of $L$. We show next two additional simulations to strengthen this observation.

## Case 3 and case 4

In this part, the mesh and time steps are :
$\Delta x=1,25.10^{-3}, \Delta t=1,69.10^{-4}$ (case 3) and $\Delta x=6,25.10^{-4}, \Delta t=4,22.10^{-5}$ (case 4).


Figure 1.3: Example 1: The numerical solutions for case 3 (left) and case 4 (right)


Figure 1.4: Example 1: Relative errors versus Parareal iterations for case 3 (left) and case 4 (right)

| $L$ | PSWR | 1 | 2 | 4 | 8 | $48(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 76 | 77 | 39 | 19 | 13 | 7 |
| $L * k$ | 77 | 77 | 78 | 76 | 104 | 336 |

Table 1.5: Example 1 (case 3) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

For $\Delta x=1,25.10^{-3}, \Delta t=1,69.10^{-4}, L=4$ now becomes the best choice, and it performs similarly as PSWR. We see an improvement in the relative performance
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| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=4)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 48 | 336 | 76 | 76 |
| loss factor $(l=n / 48)$ | - | 7 | 1.58 | 1.58 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1.43 | 6.33 | 6.33 |

Table 1.6: Example 1 (case 3) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver

| $L$ | PSWR | 1 | 2 | 4 | 8 | $72(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 117 | 118 | 60 | 30 | 15 | 8 |
| $L * k$ | 117 | 118 | 120 | 120 | 120 | 576 |

Table 1.7: Example 1 (case 4) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 72 | 576 | 118 | 117 |
| loss factor $(l=n / 72)$ | - | 8 | 1.64 | 1.63 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1.25 | 6.08 | 6.15 |

Table 1.8: Example 1 (case 4) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver
of $L=8$ (104/77 in Table 1.5 which is lower that $80 / 48$ in Table 1.3). For $\Delta x=$ $6,25.10^{-4}, \Delta t=4,22.10^{-5}, L=1$ becomes the best choice again, and PSWR is a little better. On the other hand, from table $1.7, L=8$ now performs similarly as $L=2$ and $L=4$, and is very close to the best choice. From Table 1.6 and Table 1.8, one sees that the gain factors of the best choice reduce when the meshes are refined.

Before giving a brief explanation for the behavior of $L=4$ and $L=8$ when we refine the mesh, we recall here that, in the OSWR method, the convergence factor increases when $\Delta t$ decreases, and thus more iterations are needed.

### 1.6.1.3 Effect of $\tilde{\rho}$ on the overall convergence

We try now to give a brief explanation on what is observed above. We first recall the inequality bound on the error of the coupled method (see Section 1.8 inequality (1.105)).

$$
\mathbf{E}^{k} \leq(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0}
$$

with $\tilde{\rho}=\rho^{L}$, and $\rho$ is the convergence factor of the OSWR method. Then, the error after $2 k$ Parareal iterations satisfies

$$
\begin{equation*}
\mathbf{E}^{2 k} \leq\left(\gamma \mathbf{M}+\rho^{L} \mathbf{I}\right)^{2 k} \mathbf{C}_{0} \tag{1.53}
\end{equation*}
$$

On the other hand, let $\tilde{\mathbf{E}}^{k}$ be the error of the coupled method with $2 L$ OSWR iterations in the incomplete fine solver; it satisfies the following bound

$$
\begin{equation*}
\tilde{\mathbf{E}}^{k} \leq\left(\gamma \mathbf{M}+\rho^{2 L} \mathbf{I}\right)^{k} \mathbf{C}_{0} \tag{1.54}
\end{equation*}
$$

Obviously, from (1.53) and (1.54), the computational costs related to the fine solver are similar because $(2 k) \times L=k \times(2 L)$.

At this point, we still do not know the errors $\mathbf{E}^{2 k}$ and $\tilde{\mathbf{E}}^{k}$, however, we can try to compare their upper bounds. Then, in some ideal cases when these bounds are strict, we might get a good strategy for choosing $L$. We try to analyze for very small $N=2,3$. For $N=2$, comparing the upper bounds in from (1.53) and (1.54), requires to compare

$$
\left[\begin{array}{cc}
\rho^{L} & 0 \\
\gamma & \rho^{L}
\end{array}\right]^{2 k} \mathbf{C}_{0} ;\left[\begin{array}{cc}
\rho^{2 L} & 0 \\
\gamma & \rho^{2 L}
\end{array}\right]^{k} \mathbf{C}_{0}
$$

Then it remains to compare

$$
\left[\begin{array}{cc}
\rho^{L} & 0 \\
\gamma & \rho^{L}
\end{array}\right]^{2} ;\left[\begin{array}{cc}
\rho^{2 L} & 0 \\
\gamma & \rho^{2 L}
\end{array}\right] .
$$

We calculate

$$
\left[\begin{array}{cc}
\rho^{L} & 0 \\
\gamma & \rho^{L}
\end{array}\right]^{2}=\left[\begin{array}{cc}
\rho^{2 L} & 0 \\
2 \gamma \rho^{L} & \rho^{2 L}
\end{array}\right]
$$

Hence, if $\rho^{L}<1 / 2$, then $2 k$ Parareal iterations coupled with $L$ OSWR iterations might perform better than $k$ Parareal iterations coupled with $2 L$ OSWR iterations and vice versa. This is what we observe in the previous numerical tests, where low values of $L$ perform better than large values of $L$, and where this more efficient behaviour tends to disappear when we refine the time step since $\rho$ (and so $\rho^{L}$ ) grows with smaller $\Delta t$.

For $N=3$ : We calculate first

$$
\left[\begin{array}{ccc}
\rho^{L} & 0 & 0 \\
\gamma & \rho^{L} & 0 \\
\gamma \gamma_{1} & \gamma & \rho^{L}
\end{array}\right]^{2}=\left[\begin{array}{ccc}
\rho^{2 L} & 0 & 0 \\
2 \gamma \rho^{L} & \rho^{2 L} & 0 \\
2 \gamma \gamma_{1} \rho^{L}+\gamma^{2} & 2 \gamma \rho^{L} & \rho^{2 L}
\end{array}\right] .
$$

Hence, if $\rho^{L}>1 / 2$, then $k$ Parareal iterations coupled with $2 L$ OSWR iterations might perform better than $2 k$ Parareal iterations coupled with $L$ OSWR iterations. On the other hand, if $\rho^{L}<1 / 2$, one might need an additional condition that $2 \gamma \gamma_{1} \rho^{L}+\gamma^{2}<\gamma \gamma_{1}$, i.e., $\rho^{L}<\frac{\gamma_{1}-\gamma}{2 \gamma_{1}}$. Now, we have a clear conclusion for $\rho^{L}>1 / 2$ and $\rho^{L}<\frac{\gamma_{1}-\gamma}{2 \gamma_{1}}<1 / 2$, but we cannot give a good conjecture for the comparison between $L$ and $2 L$ in the case $\frac{\gamma_{1}-\gamma}{2 \gamma_{1}}<\rho^{L}<1 / 2$.

### 1.6.2 Advection-dominated test

We now try a test in which the classical Parareal does not work: the advection dominated case. We recall here that for the upwind discretization, the discrete convergence factor of OSWR is quite different from the continuous one, and so are the optimized
parameters [10]. We use here the discrete one.
We test $v=0.001$ and $a=1, b=0$ on the domain $\Omega=] 0,1[, T=1$. The initial condition is $u_{0}(x)=x$, and Dirichlet B.C. $u(0, t)=0$ and $u(1, t)=1$. We show the numerical solution at the final time on Figure 1.5 to validate the upwind scheme which creates no oscillation.
The stopping criteria is based on the error between the numerical solution at the final time $t=T$ and the exact stationary solution which can be computed easily and is close to the exact stationary solution for large times.


Figure 1.5: Example 2: The numerical solutions in case $\Delta x=\Delta t=1 / 200$ (case 1, left) and case $\Delta x=\Delta t=1 / 1000$ (case 2, right)


Figure 1.6: Example 2: Relative errors versus Parareal iterations in case $\Delta x=\Delta t=1 / 200$ (case 1, left) and case $\Delta x=\Delta t=1 / 1000$ (case 2, right)

### 1.6.2.1 Case 1

We first try with $\Delta x=\Delta t=1 / 200$. For the monodomain solution, as the grids are not very fine, the effect of the boundary layer on the right is big (see Figure 1.5 (left)). In this test, the classical Parareal algorithm still works, even though it is quite slow, it needs 7 iterations to reach the stopping criterion. On the other hand, the OSWR method converges quite fast, it needs only 6 iterations to reach the stopping criterion. Moreover, in the coupled method, we cannot see a clear difference between the line

| $L$ | PSWR | 1 | 2 | 4 | $8(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 6 | 8 | 7 | 7 | 7 |
| $L * k$ | 6 | 8 | 14 | 28 | 56 |

Table 1.9: Example 2 (case 1) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 6 | 56 | 8 | 6 |
| loss factor $(l=n / 6)$ | - | 9.3 | 1.33 | 1 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1.08 | 7.5 | 10 |

Table 1.10: Example 2 (case 1) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver
$L=8$ and the classical Parareal method (apart from the very last iteration because for $k=N$ the Parareal algorithm calculates the exact mono-domain solution, and this is not the case for the coupled method). This suggests that for a completely converged fine solver, one needs around 8 iterations. We choose to consider $L=8$ to be the same as $L=\infty$.
We see from Figure 1.6 and Table 1.9 that the performance of the coupled method in this test is very different from the regular test. First, the PSWR only needs 6 iterations to converge, even fewer iterations than all other choices. One could guess that because we need very few iterations for a complete coarse solver, so putting only 1 iteration does not reduce much the accuracy while keeping the coupled method far from the classical Parareal, which performs poorly. Secondly, the final gain factors of all choices increase slightly (compare Table 1.10 to Table 1.2).

### 1.6.2.2 Case 2

| $L$ | PSWR | 1 | 2 | 4 | $8(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 11 | 11 | 10 | 10 | 10 |
| $L * k$ | 11 | 11 | 20 | 40 | 80 |

Table 1.11: Example 2 (case 2) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

In this test case with $\Delta t=\Delta x=1 / 1000$, Parareal does not work at all, since it needs full 10 iterations to converge. In consequence, the final gain factor of the best choice, shown in Table 1.12, decreases compared to case 1, so do all other choices. Figure 1.6 and table 1.11 show that there is no more singular performance in PSWR, it is now similar to the case $L=1$, both are still the best choice. In addition, as the
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| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 6 | 80 | 11 | 11 |
| loss factor $(l=n / 6)$ | - | 13.3 | 1.83 | 1.83 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 0.75 | 5.45 | 5.45 |

Table 1.12: Example 2 (case 2) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver
convergence factor of the OSWR becomes larger, the relative performances of large $L$ values increase, similarly to what is observed in Section 1.6.1.

### 1.6.2.3 Case 3 and case 4

We repeat this test with finer grids to confirm our observations.



Figure 1.7: Example 2: The numerical solutions in case $\Delta x=\Delta t=1 / 2000$ (left) and case $\Delta x=\Delta t=1 / 5000$ (right)


Figure 1.8: Example 2: Relative errors versus Parareal iterations in case

$$
\Delta x=\Delta t=1 / 2000 \text { (left) and case } \Delta x=\Delta t=1 / 5000 \text { (right) }
$$

| $L$ | PSWR | 1 | 2 | 4 | $8(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 12 | 12 | 10 | 10 | 10 |
| $L * k$ | 12 | 12 | 20 | 40 | 80 |

Table 1.13: Example 2 (case 3) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 8 | 80 | 12 | 12 |
| loss factor $(l=n / 8)$ | - | 10 | 1.5 | 1.5 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1 | 6.83 | 6.83 |

Table 1.14: Example 2 (case 3) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver

In case 3 with $\Delta x=\Delta t=1 / 2000$, the OSWR is now really slower, it needs 8 iterations to converge. In consequence, the final gain factors of all choices increase. From table 1.13, we infer that the best choices are still PSWR and $L=1$, while the relative performances of $L=2, L=4$ and $L=8$ increase, but quite slightly, not as significantly as in the regular example of Section 1.6.1.

| $L$ | PSWR | 1 | 2 | 4 | $8(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 13 | 13 | 11 | 10 | 10 |
| $L * k$ | 13 | 13 | 22 | 40 | 80 |

Table 1.15: Example 2 (case 4) Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 8 | 80 | 13 | 13 |
| loss factor $(l=n / 8)$ | - | 10 | 1.63 | 1.63 |
| gain factor $(N)$ | - | 10 | 10 | 10 |
| final gain factor $(N / l)$ | - | 1 | 6.15 | 6.15 |

Table 1.16: Example 2 (case 4) Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver

This case 4 with $\Delta t=\Delta x=1 / 5000$ reproduces all observations of case 3 , and from Table 1.14 and Table 1.16, we see that the final gain factors, again, decrease for finer meshes (the OSWR method still needs 8 iterations, but its convergence factor increases in fact)

### 1.6.2.4 When Parareal is bad and OSWR is good

We observe in the above advection dominated tests that the different choices for $L$ do not lead to a clear separation in their convergence curves during some first Parareal iterations, before these curves go down linearly, each with a different convergence rate. We try here to give a brief explanation of this behavior by analyzing the upper bound of the error of the coupled method; at Parareal iteration $k \geq N$, we shall show below (see (1.116) in Section 1.8.6) that

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left\|E_{n}^{k}\right\|_{\mathscr{X}} \leq C \sum_{i=0}^{N-1}\binom{k}{i} \tilde{\rho}^{k-i} \gamma^{i}\left\|\mathbf{M}^{i}\right\|_{\infty} \tag{1.55}
\end{equation*}
$$

We can write the sum in the right-hand side explicitly as

$$
\sum_{i=0}^{N-1}\binom{k}{i} \tilde{\rho}^{k-i} \gamma^{i}\left\|\mathbf{M}^{i}\right\|_{\infty}=\left[\sum_{i=0}^{N-1}\binom{k}{i} \tilde{\rho}^{N-1-i} \gamma^{i}\left\|\mathbf{M}^{i}\right\|_{\infty}\right] \tilde{\rho}^{k-N+1}
$$

We also recall that from the convergence result of Parareal obtained in (1.13), then after $i$ iterations we have the following bound for the Parareal error

$$
\max _{1 \leq n \leq N}\left\|E_{n}^{i}\right\|_{\mathscr{X}} \leq C \gamma_{2}^{i}\left\|\mathbf{M}^{i}\right\|_{\infty}
$$

For advection dominated tests, Parareal does not work well; even after $N-1$ iterations the error is still quite big. In fact, we have shown in Section 1.2.2 that when the value of the convection velocity is "large", we may have $\gamma_{2}>1$, and the above bound can get large. Using the definition of the constant $\gamma_{2}$ and the matrix $\mathbf{M}$, one can easily calculate $\gamma_{2}$ and the norm of $\left\|\mathbf{M}^{i}\right\|$. In this case, even though $\gamma_{2}$ is still smaller than 1 , the term $\gamma_{2}^{N-1}\left\|\mathbf{M}^{N-1}\right\|$ is large.

The constant $\gamma$ in the error estimate of the coupled method plays the same role as $\gamma_{2}$ in the pure Parareal method: they are upper bounds of the norm of the difference between the coarse solver and the (incomplete) fine solver. In our analysis, $\gamma$ is not sharp, it is greater than the sum of the Lipschitz constants of $\mathscr{G}$ (which is $\gamma_{1}$ ) and $\mathscr{F}$ (which is $C_{2}$ ), so it is much greater than $\gamma_{2}$.

As OSWR converges quite fast in the above test cases, we expect that the Lipschitz constant of $(\mathscr{F}-\mathscr{G})$ and $(\tilde{F}-\mathscr{G})$ are quite close to each other, regardless of the choice of $L$. In addition, with a small $\tilde{\rho}$, we get $\binom{k}{i} \tilde{\rho}^{N-1-i}$ very small also.
To conclude, one gets that the sum is dominated by its last term:

$$
\left[\sum_{i=0}^{N-2}\binom{k}{i} \tilde{\rho}^{N-1-i} \gamma^{i}\left\|\mathbf{M}^{i}\right\|_{\infty}\right] \ll \gamma^{N-1}\left\|\mathbf{M}^{N-1}\right\|_{\infty}
$$

or, equivalently

$$
\left[\sum_{i=0}^{N-1}\binom{k}{i} \tilde{\rho}^{N-1-i} \gamma^{i}\left\|\mathbf{M}^{i}\right\|_{\infty}\right] \sim \gamma^{N-1}\left\|\mathbf{M}^{N-1}\right\|_{\infty}
$$

which does not depend on $\tilde{\rho}$. This provides a bound in the right-hand side of (1.55) which behaves like

$$
C \gamma^{N-1}\left\|\mathbf{M}^{N-1}\right\|_{\infty} \tilde{\rho}^{k-N+1}
$$

for $k \geq N$. Therefore, in the advection dominated test case, one should not expect $k_{L} \times L$ to be constant (independent of $L$ ), but rather that $\left(k_{L}-N+1\right) \times L$ will be more or less constant: the error after $N-1$ iterations linearly depends on $\tilde{\rho}$. However, as $\tilde{\rho}$ is already small, the stopping criterion can be reached immediately at $N$ iterations! However, if we decrease the stopping criteria, for example of the last test, to $5.10^{-7}$, we get Table 1.17, in which we observe that all the terms $\left(k_{L}-N+1\right) \times L$ are very close one to the other for all choices of $L$. We also see on Figure 1.8 that, after $N-1$

| $L$ | PSWR | 1 | 2 | 4 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(k-N+1)$ | 9 | 9 | 4 | 2 | 1 |
| $L *(k-N+1)$ | 9 | 9 | 8 | 8 | 8 |

Table 1.17: Example 2 (case 3) Number of Parareal iterations after $(k-N+1)$ and total number of OSWR iterations $(k-N+1) * k$, versus $L$, stopping criteria $5.10^{-7}$
iterations, all curves converge linearly.
If we follow this conjecture, then the best choice should always be $L=1$, as it benefits from the first $N-1$ iterations with almost no cost compared to greater values of $L$.

### 1.6.3 $\quad$ Large $T$ and $N$

We now do another test with normal advection ( $v=a=1$ ) but with much larger time interval $T=50$, the source term and initial condition are chosen in order to have the exact solution $u(x, t)=\cos (t) \sin (\pi x)$. For this big $T$, we take 100 time-windows, i.e. $N=100$.


Figure 1.9: Example 3: The numerical solutions in case $\Delta x=5.10^{-3}, \Delta t=2.5 .10^{-3}$ (left) and case $\Delta x=2 \cdot 5 \cdot 10^{-3}, \Delta t=6 \cdot 25 \cdot 10^{-4}$ (right)

The difference between these two cases, which are shown in Figure 1.10, are similar to the ones between the cases of Example 1. The behavior of the case $\Delta x=$ 2.5.10 ${ }^{-3}, \Delta t=6.25 .10^{-4}$ is presented in Table 1.20 and Table 1.21. Here, we only give some remarks on the behavior of the coarser case $\Delta x=5.10^{-3}, \Delta t=2.5 .10^{-3}$, shown in Tables 1.18 and 1.19.

With $u(x, t)$ cosine in time, the starting error for OSWR, Parareal and the coupled Parareal-OSWR are all small. We see here that the OSWR method converges very fast,


Figure 1.10: Example 3: Relative errors versus Parareal iterations in case $\Delta x=5.10^{-3}, \Delta t=2 \cdot 5 \cdot 10^{-3}$ (left) and case $\Delta x=2 \cdot 5 \cdot 10^{-3}, \Delta t=6 \cdot 25 \cdot 10^{-4}$ (right)

| $L$ | PSWR | 1 | 2 | 4 | 8 | $11(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 17 | 17 | 9 | 5 | 5 | 5 |
| $L * k$ | 17 | 17 | 18 | 20 | 40 | 55 |

Table 1.18: Example 3 case $\Delta x=5.10^{-3}, \Delta t=2 \cdot 5 \cdot 10^{-3}$ : Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 11 | 5 | 17 | 17 |
| loss factor $(l=n / 11)$ | - | 5 | 1.55 | 1.55 |
| gain factor $(N)$ | - | 100 | 100 | 100 |
| final gain factor $(N / l)$ | - | 20 | 64.7 | 64.7 |

Table 1.19: Example 3 case $\Delta x=5.10^{-3}, \Delta t=2.5 .10^{-3}$ Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver
after only 11 iterations. The Parareal method runs very fast also, it needs only 5 iterations for $N=100$. In table 1.19 , we see a great final gain factor for Parareal, using more processors. The final gain factor of the coupled choices, in consequence, greatly increases also.
The best choices are $L=1$ and the PSWR. The lines $L=2$ and $L=4$ perform very well also, very close to the best one. The line $L=8$ is not very well. Then we try to refine the mesh to see if their relative performances increase or not.

Similarly to the short time $T$ with small $N$, the final gain factors of the coupled method decrease when we refine the mesh. The relative performance of $L=8$ increases, even though it is still not as good as in the case 4 of example 1.
We can conclude now that all the observations for short $T$ and small $N$ are still valid for long $T$ and large $N$.

| $L$ | PSWR | 1 | 2 | 4 | 8 | $16(\infty)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k$ | 29 | 29 | 15 | 8 | 6 | 5 |
| $L * k$ | 29 | 29 | 30 | 32 | 48 | 80 |

Table 1.20: Example 3 case $\Delta x=2 \cdot 5 \cdot 10^{-3}, \Delta t=6 \cdot 25.10^{-4}$ Number of Parareal iterations $k$ and total number of OSWR iterations $L * k$, versus $L$

| solver | OSWR | Parareal | Parareal-OSWR <br> $(L=1)$ | PSWR |
| :--- | :--- | :--- | :--- | :--- |
| iterations $(n)$ | 16 | 80 | 29 | 29 |
| loss factor $(l=n / 16)$ | - | 5 | 1.81 | 1.81 |
| gain factor $(N)$ | - | 100 | 100 | 100 |
| final gain factor $(N / l)$ | - | 20 | 55.2 | 55.2 |

Table 1.21: Example 3 case $\Delta x=2.5 .10^{-3}, \Delta t=6.25 .10^{-4}$ : Gain factor for Parareal and coupled Parareal-OSWR methods compared to the OSWR solver

### 1.7 Numerical results in 2D

In this section, we give some numerical illustrations of the performances of the coupled Parareal-OSWR method (Algorithm 3), in two space dimensions. In Section 1.7.1 and 1.7.2, these results are shown in the context of the NICEM method [72] for the space discretization, that enables the use of more efficient transmission conditions in the OSWR method (i.e. Ventcel conditions) with general domain decomposition and meshes. In section 1.7 .3 we consider mixed finite elements as in [5] and Robin transmission condition. In all cases the backward Euler scheme in time is used. For the tests below with a variable advection field, the methodology to calculate the optimized Robin parameter is still based on Fourier transform, as done in Section 1.3, by a frozen coefficient approach. Another technique is proposed in [80], for a diffusion problem with variable coefficients.

In algorithm 3, a possible choice for the the initial Robin datum on $\mathscr{I}_{n}$ is to take $\xi_{i, n}^{0,0}=\left(\mathscr{B}_{i} U_{n}^{0}\right)(0), i=1,2$ (i.e. $\xi_{i, n}^{0,0}$ is constant on $\left.\mathscr{I}_{n}\right)$. A better choice, that improves the convergence of the Parareal-OSWR method, is to define $V_{n}^{0}$ as a linear interpolation between $U_{n}^{0}$ and $U_{n+1}^{0}$, and then to take $\xi_{i, n}^{0,0}=\left(\mathscr{B}_{i} V_{n}^{0}\right)(0), i=1,2$. Thus the latter case will be considered here.

The multi-domain problem (1.19) can actually be reformulated as an interface problem (see [39] or [68]) that can be solved by various iterative methods, such as blockJacobi (which corresponds to the OSWR algorithm) or GMRES, the latter being our choice here (we call it "OSWRG" in what follows). Thus $L$ will designate the number of GMRES iterations. In the Parareal algorithm, both the coarse and the fine solvers are performed using the OSWRG algorithm. For the coarse solver, as well as for the fine solver with $L=\infty$, the stopping criterion is when the jump of the optimized transmission conditions, measured in the $L^{2}$-norm on the interface, has been reduced below $10^{-13}$. Otherwise, we will consider $L$ iterations for the fine solver, with different values of $L$. Note that in what follows the error is mesured in the $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$ -
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norm, and that we obtain similar results in the $L^{\infty}(\Omega \times(0, T))$-norm.

### 1.7.1 A rotating velocity

We set $\Omega=] 0,1[\times] 0,1[, T=21$, and consider the two dimensional problem

$$
\begin{align*}
\partial_{t} u+\nabla \cdot(\boldsymbol{a} u)-v \Delta u & =f, & & \text { in } \Omega \times(0, T),  \tag{1.56a}\\
u & =u_{D}, & & \text { on } \partial \Omega \times(0, T),  \tag{1.56b}\\
u(\cdot, 0) & =u_{0}, & & \text { in } \Omega \tag{1.56c}
\end{align*}
$$

with a rotating velocity field $\boldsymbol{a}=\left(a_{x}, a_{y}\right)$, where $a_{x}=-\sin \left(\pi\left(y-\frac{1}{2}\right)\right) \cos \left(\pi\left(x-\frac{1}{2}\right)\right)$ and $a_{y}=\cos \left(\pi\left(y-\frac{1}{2}\right)\right) \sin \left(\pi\left(x-\frac{1}{2}\right)\right)$, see Figure 1.11 on the left. We choose the


Figure 1.11: Example 1: rotating velocity (left), decomposition of $\Omega$ into 4 subdomains (middle), and decomposition of $\Omega$ into 9 subdomains (right)
right-hand side $f$ and the values of the boundary and initial conditions so that the exact solution is given by

$$
\begin{equation*}
u(x, y)=\cos (\pi x) \sin (\pi y) \cos \left(\frac{2 \pi t}{11}\right), \quad \forall(x, y) \in \Omega, \forall t \in(0, T) \tag{1.57}
\end{equation*}
$$

The number of time windows for the Parareal iterations is $N=21$. The time steps of the coarse and fine solvers are $\Delta t_{C}=1$ and $\Delta t_{F}=0.0156$, respectively.

In what follows we denote by $e$ the relative scheme error, in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the converged Parareal solution and the solution $u$ of problem (1.56), given in (1.57). The term "OSWRG iterations" will designate the iterations for the fine solver. We will consider two cases for the diffusion and the domain decomposition in space.

In the results below, the cost of the coarse solver is negligible.

## Case 1

We take $v=0.05$ and a decomposition of $\Omega$ into four subdomains as in Figure 1.11 in the middle. The number of triangles in the whole domain $\bar{\Omega}$ is 8192 and the mesh size in each subdomain is 0.0221 .

In Figure 1.12 (left), we plot the evolution of the relative error in the $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the Parareal-OSWRG solution and the converged

Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The case $L=\infty$ (black circle curve) corresponds to $L=10$ (average value). The horizontal dashed green line represents $0.1 e$ and we consider the number of iterations such that the algorithm error is smaller than this value. This is obtained after 3 iterations for Parareal or Parareal-OSWRG with $L=8$, and after 5, 8, 18 iterations for Parareal-OSWRG with $L=4, L=2, L=1$, respectively. These data are reported in Table 1.22. We observe that the fastest case is $L=2$ with 16 OSWRG iterations globally.

Table 1.23 shows the gain (in term of fine solver iterations), when the fine solvers are performed in parallel, of the full Parareal $(L=10)$ or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm for solving problem (1.56). The first column corresponds to the number of OSWRG iterations to reach 0.1e, when the OSWRG method is used to solve (1.56). We observe that for $N=21$ time windows, we gain a factor 10.5 for Parareal and a factor 20 for Parareal-OSWRG which is nearly the expected parallel efficiency.


Figure 1.12: Example 1: Relative error versus Parareal iterations. Case $v=0.05$ with 4 subdomains (left) and case $v=0.1$ with 9 subdomains (right)

| L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k$ | 17 | 8 | 5 | 3 | 3 |
| $L * k$ | 17 | 16 | 20 | 24 | 30 |

Table 1.22: Example 1 (case 1): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=2)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 15 | 30 | 16 |
| loss factor $(\ell=n / 15)$ | - | 2 | 1.07 |
| gain factor $(N)$ | - | 21 | 21 |
| final gain factor $(N / \ell)$ | - | 10.5 | 19.69 |

Table 1.23: Example 1 (case 1): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

## Case 2

We take $v=0.1$ and a decomposition of $\Omega$ into nine subdomains as in Figure 1.11 on the right. The number of triangles in the whole domain $\bar{\Omega}$ is 18432 and the mesh size in each subdomain is 0.0147 .

In Figure 1.12 (right), the Parareal algorithm (black circle curve) corresponds to $L=$ 24 (average value). The horizontal dashed green line represents $0.1 e$, and is reached after 2 iterations for Parareal, and after 3, 5, 12, 30 iterations for Parareal-OSWRG with $L=8, L=4, L=2, L=1$, respectively. These data are shown in Table 1.24 and we observe that the fastest case is $L=4$, with a total of 20 OSWRG iterations.

Table 1.25 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In the first column we give the number of OSWRG iterations to reach $0.1 e$, when it is used as a solver for problem (1.56). We observe that for $N=21$ time windows, we gain a factor 10.94 for Parareal and a factor 26.25 for Parareal-OSWRG which represents an efficiency strictly greater than 1 , since the number of processors is 21 . This is notably better than the expected parallel efficiency.

| L | 1 | 2 | 4 | 8 | $24(\approx \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k$ | 30 | 12 | 5 | 3 | 2 |
| $L * k$ | 30 | 24 | 20 | 24 | 48 |

Table 1.24: Example 1 (case 2): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=4)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 25 | 48 | 20 |
| loss factor $(\ell=n / 25)$ | - | 1.92 | 0.8 |
| gain factor $(N)$ | - | 21 | 21 |
| final gain factor $(N / \ell)$ | - | 10.94 | 26.25 |

Table 1.25: Example 1 (case 2): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

### 1.7.2 A boundary layer case with vorticies

We consider problem (1.56) with $f=0, u_{0}(x, y)=1-x, u_{D}(x, y)=1$ on $\{x=$ $0\}$ and $u_{D}(x, y)=0$ elsewhere, and the following velocity field proposed in [104]: $\boldsymbol{a}=0.32 \pi(\sin (4 \pi x) \sin (4 \pi y), \cos (4 \pi x) \cos (4 \pi y))$, see Figure 1.13 on the left. The diffusion coefficient is $v=0.01$ and the final time is $T=51$. The number of time windows for the Parareal iterations is $N=51$. The time step of the coarse solver is $\Delta t_{C}=1$.

In what follows we consider a decomposition of $\Omega$ into nine subdomains and consider a uniform mesh (case 1) and then a nonconforming mesh adapted to the physics (case 2).

## Case 1

We consider a uniform mesh as in Figure 1.11 on the right, with a mesh size in each subdomain equal to 0.0147 . The time step of the fine solver is $\Delta t_{F}=0.0156$. The computed Parareal-OSWRG solution at final time $t=T$ is shown in Figure 1.13 on the right.


Figure 1.13: Example 2: velocity field (left), and computed Parareal-OSWRG solution at final time (right) for a uniform mesh

In Figure 1.14, we plot the evolution of the relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm, between the Parareal-OSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The Parareal algorithm corresponds to $L=10$ and we will compare the other cases of $L$ to this case. We do not know the solution of problem (1.56) and thus the relative scheme error $e$, however we expect that $e$ is between $10^{-1}$ and $10^{-3}$, and thus $0.1 e$ between $10^{-2}$ and $10^{-4}$. Consequently, in Figure 1.14, the horizontal dashed green lines represent three possible values for $0.1 e$, and Table 1.26 shows the number of Parareal and total OSWRG iterations to reach these different values, for $L=1,2,4,8,10$. We observe that the fastest case is $L=2$.


Figure 1.14: Example 2 (case 1): Relative error versus Parareal iterations, with a zoom on the first iterations on the right

The OSWRG algorithm used as a solver for problem (1.56) will need 22, 36 and 49 iterations to get a relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm (between the iterate solution and the converged OSWRG solution) smaller than $10^{-2}, 10^{-3}$ and $10^{-4}$, respectively. Table 1.27 shows the gain, when the fine solvers are performed in parallel, of the

Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In this table we take the values obtained for $e=10^{-2}$ (note that these values correspond also to those obtained with a mean value of the values for $e=10^{-1}, e=10^{-2}$ and $e=10^{-3}$ ). We observe that for $N=51$ time windows, we gain approximately a factor 26.29 for Parareal and a factor 57.38 for Parareal-OSWRG which is slightly better than the expected parallel efficiency.

| L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |  |  | L | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| k | 13 | 6 | 4 | 3 | 3 |  |  | k | 39 | 16 | 10 | 7 | 7 |
| $L * k$ | 13 | 12 | 16 | 24 | 30 |  |  | $L * k$ | 39 | 32 | 40 | 56 | 70 |
|  |  |  |  | L | 1 | 2 | 4 | 8 | 10( | ( $\infty$ ) |  |  |  |
|  |  |  |  | k | 65 | 26 | 16 | 11 |  | 1 |  |  |  |
|  |  |  |  | $L *$ k | 65 | 52 | 64 | 88 |  | 10 |  |  |  |

Table 1.26: Example 2 (case 1): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$ to reach 3 different relative accuracy values: $10^{-2}$ (top left), $10^{-3}$ (top right) and $10^{-4}$ (bottom)

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=2)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 36 | 70 | 32 |
| loss factor $(\ell=n / 36)$ | - | 1.94 | 0.89 |
| gain factor $(N)$ | - | 51 | 51 |
| final gain factor $(N / \ell)$ | - | 26.29 | 57.38 |

Table 1.27: Example 2 (case 1): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

## Case 2

We consider nonconforming meshes, refined in the region of the boudary layer, see Figure 1.15 on the left, with a mesh size equal to $0.0065,0.0131$, and 0.0295 , for the subdomains with a boundary along $\{x=0\}$, those with boundaries along $\left\{x=\frac{1}{3}\right\}$ and $\left\{x=\frac{2}{3}\right\}$, and those with a boundary along $\{x=1\}$, respectively. The time step of the fine solver is $\Delta t_{F}=0.01$. The computed Parareal-OSWRG solution at final time $t=T$ is shown in Figure 1.15 on the right, and is similar to the one obtained with a uniform mesh (see Figure 1.13 on the right).

In Figure 1.16, we plot the evolution of the relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$ norm, between the Parareal-OSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The Parareal algorithm ( $L=\infty$ ) corresponds to the case $L=12$, and we will compare the other cases of $L$ to this case. As for Case 1, the horizontal dashed green lines represent three possible values of $10 \%$ of the error, and Table 1.28 shows the number of Parareal


Figure 1.15: Example 2 (case 2): nonconforming meshes (left), and computed Parareal-OSWRG solution at final time (right)
and total OSWRG iterations to reach these different values, for $L=1,2,4,8,12$. We observe that $L=2$ is the case with the fewest iterations.


Figure 1.16: Example 2 (case 2): Relative error versus Parareal iterations, with a zoom on the first iterations on the right

The OSWRG algorithm used as a solver for problem (1.56) will need 24, 40 and 56 iterations to get a relative error in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$-norm (between the iterative solution and the converged OSWRG solution) smaller than $10^{-2}, 10^{-3}$ and $10^{-4}$, respectively. Table 1.29 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In this table we take the values obtained for $e=10^{-2}$ (note that these values correspond also to those obtained with a mean value of the values for $e=10^{-1}$, $e=10^{-2}$ and $e=10^{-3}$ ). We observe that for $N=51$ time windows, the results with a conforming mesh (Table 1.27) or with nonconforming meshes (Table 1.29) are very close and slightly better for nonconforming meshes adapted to the physics. Indeed, the gain is approximately a factor 24.28 for Parareal and a factor 60 for Parareal-OSWRG which is significantly better than the expected parallel efficiency.

| L | 1 | 2 | 4 | 8 | $12(\approx \infty)$ |  | L | 12 | 4 | 8 | $12(\approx \infty)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | 16 | 6 | 4 | 3 | 3 |  | $k$ | $47 \quad 17$ | 11 | 7 |  |
| $L * k$ | 16 | 12 | 16 | 24 | 36 |  | $L * k$ | $47 \quad 34$ | 44 | 56 | 84 |
|  |  |  |  | L | 12 | 4 | 8 | $12(\approx \infty)$ |  |  |  |
|  |  |  |  | $k$ | $79 \quad 28$ | 17 | 11 |  |  |  |  |
|  |  |  |  | $L * k$ | 7956 | 68 | 88 | 132 |  |  |  |

Table 1.28: Example 2 (case 2): Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$ to reach 3 different values: $10^{-2}$ (top left), $10^{-3}$ (top right) and $10^{-4}$ (bottom)

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=2)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 40 | 84 | 34 |
| loss factor $(\ell=n / 40)$ | - | 2.1 | 0.85 |
| gain factor $(N)$ | - | 51 | 51 |
| final gain factor $(N / \ell)$ | - | 24.28 | 60 |

Table 1.29: Example 2 (case 2): Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.56)

Remark 1.14. Note that in the results above, the number of OSWRG iterations to reach full convergence, inside each time window in the Parareal iterations, is smaller than the one needed to reach full convergence on $(0, T)$ with OSWR method as a solver, probably because the time windows are smaller.

Remark 1.15. Another coupled algorithm is proposed in [54], involving incomplete (only one) iteration of OSWR both for the coarse and fine solvers (instead of incomplete iteration for the fine solver and a converged coarse solver as in our algorithm). The 2D simulations of this section don't show a comparison with that algorithm, however we have observed that the case $L=1$ is not the optimal choice of $L$, and that doing also incomplete iterations for the coarse solver will lead to similar or slower convergence than using a converged coarse solver.

### 1.7.3 Example in an industrial context

We consider a simplified model problem given by ANDRA, the French National Agency for Radioactive Waste Management (see also [68, 4, 5]), that simulates the transport of a contaminant in and around a nuclear waste repository site. The simulation domain is depicted in Figure 1.17 (left) (not at scale). The nuclear waste is stored in the repository (yellow), which is a 2950 m by 10 m rectangle located in the center of a clay domain of 3950 m by 140 m (light brown). In this example, we are concerned with the following time-dependent diffusion problem in mixed formulation:

$$
\begin{equation*}
\boldsymbol{\sigma}=-\boldsymbol{S} \nabla u \text { in } \Omega \times(0, T) \tag{1.58a}
\end{equation*}
$$

$$
\begin{equation*}
\phi \frac{\partial u}{\partial t}+\nabla \cdot \sigma=f \quad \text { in } \quad \Omega \times(0, T) \tag{1.58b}
\end{equation*}
$$

where $\Omega=[0,3950] \times[0,140]$, $u$ represents the (dimensionless) concentration of the contaminant, $\phi$ is the porosity, and $S$ is the time-independent diffusion tensor. We decompose $\Omega$ into nine subdomains where $\Omega_{5}$ is the nuclear waste repository domain, see Figure 1.17 (right). The porosity $\phi$ and the tensor $S$ are defined as follows:

$$
\phi=\left\{\begin{array}{ll}
0.2 & \text { in } \Omega_{5}, \\
0.05 & \text { in } \Omega_{i}, i \neq 5,
\end{array} \quad S= \begin{cases}2 \times 10^{-9} \mathbb{I} \mathrm{~m}^{2} / \mathrm{s} & \text { in } \Omega_{5} \\
5 \times 10^{-12} \mathbb{I} \mathrm{~m}^{2} / \mathrm{s} & \text { in } \Omega_{i}, i \neq 5\end{cases}\right.
$$

where $\mathbb{I}$ is the identity matrix. The source term $f$ is zero in the clay layer and

$$
f=\left\{\begin{array}{ll}
10^{-5} \text { years }^{-1} & \text { if } t \leq 10^{5} \text { years, } \\
0 & \text { if } t>10^{5} \text { years, }
\end{array}\right. \text { in the repository. }
$$

The initial condition is $u_{0}=0$ and we set homogeneous Dirichlet conditions on the top and the bottom of $\Omega$, and homogeneous Neumann conditions on the other sides of $\partial \Omega$. We are interested in the long-term behavior of the repository, over one million years, so that we set $T=10^{6}$ years. A dimensionless form of this problem is given in [5]. The number of triangles in the mesh of $\bar{\Omega}$ is 106638 (see Figure 1.18).


Figure 1.17: Geometry of the nuclear waste repository (yellow) and the clay layer around it (light brown) on the left and its decomposition into 9 subdomains on the right


Figure 1.18: Example of a mesh used in and around a nuclear waste repository site
In Figure 1.19, we plot the evolution of the relative error in the $L^{2}(\Omega \times(0, T))$ norm, between the Parareal-OSWRG solution and the converged Parareal solution, as a function of the number of Parareal iterations, for different values of $L$. The Parareal algorithm $(L=\infty)$ corresponds to $L=10$ and we will compare the other cases of $L$ to this case.

In [4], an a posteriori stopping criterion is given for this test case and the dashed green line shown in Figure 1.19 corresponds to this criterion. This line is reached after 3 iterations for Parareal and Parareal-OSWRG with $L=4$, and after 12 iterations for Parareal-OSWRG with $L=2$. The Parareal-OSWRG algorithm with $L=1$ seems to be not convergent (at least on the first thirty iterations). These data are reported in Table 1.30 and we observe that the fastest case is $L=4$ with a total of 12 OSWRG iterations.

Table 1.31 shows the gain, when the fine solvers are performed in parallel, of the Parareal or the coupled Parareal-OSWRG methods compared to the OSWRG algorithm. In the first column we give the number of OSWRG iterations given in [4] from the a posteriori stopping criterion, when the OSWRG method is used for solving problem (1.58). We observe that for $N=10$ time windows, we gain a factor 3.66 for Parareal and a factor 9.17 for Parareal-OSWRG which is almost the expected parallel efficiency.


Figure 1.19: Example 3: Relative error versus Parareal iterations

| $L$ | 1 | 2 | 4 | 8 | $10(\approx \infty)$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $k$ | - | 12 | 3 | 3 | 3 |
| $L * k$ | - | 24 | 12 | 24 | 30 |

Table 1.30: Example 3: Number of Parareal iterations $k$ and total number of OSWRG iterations $L * k$, versus $L$

| Solver | OSWRG | Parareal | Parareal-OSWRG $(L=4)$ |
| :--- | :---: | :---: | :---: |
| iterations $(n)$ | 11 | 30 | 12 |
| loss factor $(\ell=n / 11)$ | - | 2.73 | 1.09 |
| gain factor $(N)$ | - | 10 | 10 |
| final gain factor $(N / \ell)$ | - | 3.66 | 9.17 |

Table 1.31: Example 3: Gain factor for Parareal and coupled Parareal-OSWRG methods compared to the OSWRG solver for solving problem (1.58)

### 1.8 Extension to overlapping subdomains : convergence factor of the Parareal-OSWR method

In this section, we provide a convergence factor of the coupled Parareal-OSWR algorithm, from the one of the OSWR method.

For nonoverlapping subdomains, as shown in Section 1.3.2, the convergence factor of the OSWR method (obtained using Fourier transform) will tend to 1 when the frequency tends to infinity, and thus we cannot derive a convergence factor of the coupled Parareal-OSWR algorithm in that case. However, in the case of overlapping subdomains, the convergence factor of the OSWR method will be strictly smaller than 1 (see Section 1.8 .4 below), and we can provide a convergence factor of the coupled PararealOSWR algorithm. Thus, in what follows we will consider overlapping subdomains.

### 1.8.1 Domain decomposition and notation

We consider a decomposition of $\Omega$ into two subdomains

$$
\Omega_{1}=(-\infty, \delta), \quad \Omega_{2}=(0,+\infty)
$$

where $\delta>0$ is the overlap between the subdomains. We set

$$
\begin{equation*}
\delta_{1}=\delta \quad \text { and } \quad \delta_{2}=0 \tag{1.59}
\end{equation*}
$$

We consider the Robin interface operator $\mathscr{B}_{i}$ for $i=1$, 2 defined in (1.2). Then, problem (1.1) can be reformulated as the following equivalent multi-domain problem [39], with $u_{i}=u_{\mid \Omega_{i}}$, and $u_{0, i}=\left.u_{0}\right|_{\Omega_{i}}, i=1,2$ :

$$
\begin{array}{rlrlr}
\mathscr{L} u_{i} & =f & & \text { in } \Omega_{i} \times(0, T), & \\
u_{i}(\cdot, 0) & =u_{0, i} & & \text { in } \Omega_{i}, & i=1,2,  \tag{1.60}\\
\left(\mathscr{B}_{i} u_{i}\right)\left(\delta_{i}, \cdot\right) & =\xi_{i} & & \text { on }(0, T), &
\end{array}
$$

with

$$
\begin{equation*}
\xi_{i}:=\left(\mathscr{B}_{i} u_{j}\right)\left(\delta_{i}, \cdot\right) \quad \text { on }(0, T), \quad j=3-i, i=1,2 \tag{1.61}
\end{equation*}
$$

As in the nonoverlapping case, in (1.2) $p$ is a free parameter chosen such that: a) a Robin subdomain problem of type (1.60) is well-posed, b) it leads to a fast converging algorithm.

In what follows we will use the notation $\xi:=\left(\xi_{1}, \xi_{2}\right)$ for the exact Robin data on ( $0, T$ ) associated to the exact solution $u$ of (1.1).

### 1.8.2 Existence and regularity results

We consider the spaces $\mathscr{X}_{i}, i=1,2$, and $\mathscr{Y}$ defined in Section 1.1.2 and the regular space $H^{1}(\Omega)$.

We recall below some useful regularity properties from [84].
Lemma 1.16. (Regularity of problem (1.60))
Let $i=1$ or $i=2$. If $u_{0} \in \mathscr{X}_{i}, f \in L^{2}\left(0, T ; L^{2}\left(\Omega_{i}\right)\right)$ and $\xi_{i} \in \mathscr{Y}$, problem (1.60) has a unique solution $u_{i}$ in $H^{2,1}\left(\Omega_{i} \times(0, T)\right)$ and there exists a constant $C$ independent of $u_{0}$, $f$, and $\xi_{i}$ s.t.

$$
\left\|u_{i}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \leq C\left(\left\|u_{0}\right\|_{\mathscr{X}_{i}}+\|f\|_{L^{2}\left(0, T ; L^{2}\left(\Omega_{i}\right)\right)}+\left\|\xi_{i}\right\|_{\mathscr{Y}}\right) .
$$

Lemma 1.17. (Trace theorem)
If $u \in H^{2,1}\left(\Omega_{i} \times(0, T)\right)$, then $u(\cdot, T) \in H^{1}(\Omega),\left(\mathscr{B}_{j} u\right)\left(\delta_{i}, \cdot\right) \in \mathscr{Y}, i=1,2$, and there exists a constant $C$ s.t.

$$
\left\|\left(\mathscr{B}_{j} u\right)\left(\delta_{i}, .\right)\right\|_{\mathscr{Y}} \leq C\|u\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)}, \quad i=1,2 .
$$

and

$$
\|u(., T)\|_{\mathscr{X}_{i}} \leq C\|u\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)}, \quad i=1,2 .
$$

### 1.8.3 Optimized Schwarz Waveform Relaxation Method

Following the notation of Section 1.3, the method is defined using, for $i=1,2$ :

- the solution operator $\mathscr{M}_{i}\left(\mathscr{I}, u_{0, i}, \xi_{i}\right), i=1,2$, that maps the available Robin condition $\xi_{i}$ and initial condition $u_{0, i}$ to the subdomain solution $u_{i}{ }^{8}$ :

$$
\mathscr{M}_{i}: \begin{array}{cccc}
\mathbf{I}^{+} \times H^{1}\left(\Omega_{i}\right) \times \mathscr{Y} & \rightarrow & H^{2,1}\left(\Omega_{i} \times \mathscr{I}\right)  \tag{1.62}\\
\left(\mathscr{I}, u_{0, i}, \xi_{i}\right) & \rightarrow & u_{i},
\end{array}
$$

where $u_{i}$ is the solution of the following Robin problem in $\Omega_{i} \times \mathscr{I}$

$$
\begin{array}{rlrlr}
\mathscr{L} u_{i} & =f & & \text { in } \Omega_{i} \times \mathscr{I}, & \\
u_{i}(\cdot, 0) & =u_{0, i} & & \text { in } \Omega_{i}, & i=1,2,  \tag{1.63}\\
\left(\mathscr{B}_{i} u_{i}\right)\left(\delta_{i}, \cdot\right) & =\xi_{i} & & \text { on } \mathscr{I} . &
\end{array}
$$

- the transmission operator $\mathscr{B}_{i}, i=1,2$, that maps the available neighbor subdomain solution $u_{j} \in H^{2,1}\left(\Omega_{j} \times \mathscr{I}\right), j=3-i$, to a new Robin datum $\xi_{i} \in \mathscr{Y}$ : $\xi_{i}=\left(\mathscr{B}_{i} u_{j}\right)\left(\delta_{i}, \cdot\right)$ on $\mathscr{\mathscr { C }}$.
Using the definition of $\mathscr{M}_{i}$, problem (1.60)-(1.61) can be rewritten as

$$
\begin{align*}
& u_{i}=\mathscr{M}_{i}\left(\mathscr{I}, u_{0, i}, \xi_{i}\right), i=1,2  \tag{1.64a}\\
& \xi_{i}=\left(\mathscr{B}_{i} u_{j}\right)\left(\delta_{i}, \cdot\right) \quad \text { on } \mathscr{I}, \quad j=3-i, i=1,2 . \tag{1.64b}
\end{align*}
$$

The OSWR algorithm for solving problem (1.64) (or equivalently (1.1)) is as follows.

```
Algorithm 5 (OSWR)
    Choose an initial Robin data \(\xi^{0}=\left(\xi_{1}^{0}, \xi_{2}^{0}\right)\) on \(\mathscr{I}\), for example \(\xi_{i}^{0}=\left(\mathscr{B}_{i} u_{0, i}\right)\left(\delta_{i}, \cdot\right), i=1,2\).
    for \(\ell=1,2, \ldots \quad\) (OSWR iterations)
1. Solve the local space-time Robin problems by calculating
\[
\begin{equation*}
u_{i}^{\ell}=\mathscr{M}_{i}\left(\mathscr{I}, u_{0, i}, \xi_{i}^{\ell-1}\right), \quad i=1,2 . \tag{1.65}
\end{equation*}
\]
2. Update the Robin interface term \(\xi^{\ell}=\left(\xi_{1}^{\ell}, \xi_{2}^{\ell}\right)\), with
\[
\begin{equation*}
\xi_{i}^{\ell}=\left(\mathscr{B}_{i} u_{j}^{\ell}\right)\left(\delta_{i}, \cdot\right) \quad \text { on } \mathscr{I}, \quad j=3-i, \quad i=1,2 . \tag{1.66}
\end{equation*}
\]
end for
```

Remark 1.18. By definition of $\mathscr{M}_{i}$ and $u_{i}^{\ell}$ in (1.65), the interface condition is

$$
\begin{equation*}
\left(\mathscr{B}_{i} u_{i}^{\ell}\right)\left(\delta_{i}, \cdot\right)=\xi_{i}^{\ell-1}, i=1,2 . \tag{1.67}
\end{equation*}
$$

[^6]
### 1.8.4 Stability and convergence

We suppose that $f \in L^{2}\left(0, T ; L^{2}(\Omega)\right)$, and will use the notation of Section 1.3.1.
Let $\left(u_{i}^{\ell}, \xi_{i}^{\ell}\right), i=1,2$ be defined by (1.65)-(1.66). For the convergence analysis below, we recall the following notations of Section 1.3 . for the errors, for $i=1,2$ and $\ell \geq 1$ :

$$
\begin{align*}
& \zeta_{i}^{\ell}:=\xi_{i}^{\ell}-\xi_{i}, \quad \text { where } \xi_{i} \text { is defined in (1.61), and we set } \zeta^{\ell}:=\left(\zeta_{1}^{\ell}, \zeta_{2}^{\ell}\right),  \tag{1.68}\\
& e_{i}^{\ell}:=u_{i}^{\ell}-u, \quad \text { where } u \text { is the solution of (1.1), } \tag{1.69}
\end{align*}
$$

Theorem 1.19. Consider Algorithm 5. If $u_{0} \in H^{1}(\Omega)$ and $\xi^{0} \in \mathscr{Y}^{2}$, then there exists a constant $\rho<1$, independent of $u_{0}$ and $\xi^{0}$, such that, $\forall \ell \geq 1$

$$
\begin{array}{r}
\left\|\xi^{2 \ell}\right\|_{\mathscr{Y}^{2}} \leq \check{\rho}^{2 \ell}\left\|\xi^{0}\right\|_{\mathscr{Y}^{2}}+C_{1}\left(\left\|u_{0}\right\|_{H^{1}(\Omega)}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right.}\right)  \tag{1.70}\\
\left\|u_{1}^{2 \ell}(., T)\right\|_{H^{1}\left(\Omega_{1}\right)}+\left\|u_{2}^{2 \ell}(., T)\right\|_{H^{1}\left(\Omega_{2}\right)} \leq C_{2}\left(\check{\rho}^{2 \ell-1}\left\|\xi^{0}\right\|_{\mathscr{Y}^{2}}+\left\|u_{0}\right\|_{H^{1}(\Omega)}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right.}\right) .
\end{array}
$$

with $\check{\rho}=\sqrt{\rho}$.
Proof. The proof of Theorem 1.19 extends the one of Lemma 5.7 in [50], obtained for $u_{0} \in H^{2}(\Omega)$, to the case $u_{0} \in H^{1}(\Omega)$. By linearity of $\mathscr{M}_{i}$, from (1.64a) and (1.65), the error $e_{i}^{\ell}:=u_{i}^{\ell}-u, i=1,2$, at iteration $\ell$ of the OSWR method, satisfies $e_{i}^{\ell}=$ $\mathscr{M}_{i}\left(\mathscr{I}, 0, \zeta_{i}^{\ell-1}\right)$, with $\zeta_{i}^{\ell-1}=\xi_{i}^{\ell-1}-\xi_{i}$ and $f=0$. Equivalently, $e_{i}^{\ell}$ is solution of the following problem

$$
\begin{align*}
\mathscr{L} e_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathscr{I}, \\
e_{i}^{\ell}(\cdot, 0) & =0 & & \text { in } \Omega_{i}, \tag{1.72}
\end{align*} \quad i=1,2,
$$

From (1.64b) and (1.66), we have $\zeta_{i}^{\ell}=\mathscr{B}_{i} e_{j}^{\ell}\left(\delta_{i}, \cdot\right), i=1,2$, and thus the transmission conditions on $\mathscr{I}$ in (1.72) also read

$$
\begin{equation*}
\mathscr{B}_{i} e_{i}^{\ell}\left(\delta_{i}, \cdot\right)=\mathscr{B}_{i} e_{j}^{\ell-1}\left(\delta_{i}, \cdot\right) \quad \text { on } \mathscr{I}, \quad j=3-i, \quad i=1,2 . \tag{1.73}
\end{equation*}
$$

Now we use Fourier transform as in Section 1.3.1, and extend (1.72)- (1.73) to $\mathscr{R}$ in the following way:

- for $\ell=1$, the Robin condition in (1.72) is with $\zeta_{i}^{0} \in \mathscr{Y}$ and we can extend $\zeta_{i}^{0}$ by zero to $H^{\frac{1}{4}}(\mathscr{R})$ to obtain a function, denoted by $\tilde{\zeta}_{i}^{0}$, vanishing on $(-\infty, 0)$, and on $(T,+\infty)$, for $i=1,2$. Then we can extend equations (1.72) to $\mathscr{R}$, and their solutions, denoted by $\left(\tilde{e}_{1}^{1}, \tilde{e}_{2}^{1}\right)$, vanish on $(-\infty, 0)$ and coincide with $\left(e_{1}^{1}, e_{2}^{1}\right)$ on $(0, T)$.
- for $\ell \geq 2$, we define the Robin trace $\tilde{\zeta}_{i}^{\ell-1}:=\mathscr{B}_{i} \tilde{e}_{j}^{\ell-1}\left(\delta_{i}, \cdot\right)$ on $\left\{\delta_{i}\right\} \times \mathscr{R}$, which belongs to $H^{\frac{1}{4}}(\mathscr{R})$, vanishes on $(-\infty, 0)$ and coincides with $\mathscr{B}_{i} e_{j}^{\ell-1}\left(\delta_{i}, \cdot\right)$ on $\left\{\delta_{i}\right\} \times$ ( $0, T$ ), for $i=1,2$. The subdomain problems (1.72) are extended on $\Omega_{i} \times \mathscr{R}$ as follows :

$$
\begin{array}{rlrlr}
\mathscr{L} \tilde{e}_{i}^{\ell} & =0 & & \text { in } \Omega_{i} \times \mathscr{R}, & \\
\tilde{e}_{i}^{\ell}(\cdot, 0) & =0 & & \text { in } \Omega_{i}, & i=1,2,  \tag{1.74}\\
\mathscr{B}_{i} \tilde{e}_{i}^{\ell}\left(\delta_{i}, \cdot\right) & =\tilde{\zeta}_{i}^{\ell-1} & & \text { on } \mathscr{R}, &
\end{array}
$$

and their solutions vanish on $(-\infty, 0)$ and coincide with $\left(e_{1}^{\ell}, e_{2}^{\ell}\right)$ on $(0, T)$. In particular, by definition of $\tilde{\zeta}_{i}^{\ell-1}$ above, the transmission condition (1.73) has been extended on $\left\{\delta_{i}\right\} \times \mathscr{R}$ in (1.74) as follows :

$$
\begin{equation*}
\mathscr{B}_{i} \tilde{e}_{i}^{\ell}\left(\delta_{i}, \cdot\right)=\mathscr{B}_{i} \tilde{e}_{j}^{\ell-1}\left(\delta_{i}, \cdot\right) \quad \text { on } \mathscr{R}, \quad j=3-i, \quad i=1,2 \tag{1.75}
\end{equation*}
$$

Note that for $\ell \geq 1$, the property $\tilde{\zeta}_{i}^{\ell-1} \in H^{\frac{1}{4}}(\mathscr{R})$ implies that the solution $e_{i}^{\ell}$ of problem (1.74) is in $H^{2,1}\left(\Omega_{i} \times \mathscr{R}\right)$, and thus the new Robin datum $\tilde{\zeta}_{i}^{\ell}$, defined above, is still in $H^{\frac{1}{4}}(\mathscr{R})$.

Then, using Fourier transform in time, we solve in each subdomain the ordinary differential equation

$$
\begin{equation*}
i \omega \hat{e}_{i}^{\ell}-v \partial_{x x} \hat{e}_{i}^{\ell}+a \partial_{x} \hat{e}_{i}^{\ell}+b \hat{e}_{i}^{\ell}=0, \quad i=1,2 \tag{1.76}
\end{equation*}
$$

with the characteristic roots $r^{-}$and $r^{+}$defined in (1.36), and the subdomain solutions $\hat{e}_{i}^{\ell} \in L^{2}\left(\Omega_{i}\right), i=1,2$ are given by ${ }^{9}$

$$
\begin{equation*}
\hat{e}_{1}^{\ell}=\frac{2}{\sqrt{d}+p} \hat{\zeta}_{1}^{\ell-1}(\omega) e^{r^{+}(x-\delta)}, \quad \hat{e}_{2}^{\ell}=\frac{2}{\sqrt{d}+p} \hat{\zeta}_{2}^{\ell-1}(\omega) e^{r^{-} x}, \quad \ell \geq 1 \tag{1.77}
\end{equation*}
$$

then, replacing (1.77) in the transmission conditions (1.75) leads to

$$
\begin{equation*}
\forall \ell \geq 1, \quad\binom{\hat{\zeta}_{1}^{\ell}}{\hat{\zeta}_{2}^{\ell}}=\left(\frac{-\sqrt{d}+p}{\sqrt{d}+p}\right)\binom{e^{\delta r^{-}} \hat{\zeta}_{2}^{\ell-1}}{e^{-\delta r^{+}} \hat{\zeta}_{1}^{\ell-1}} \tag{1.78}
\end{equation*}
$$

Using (1.36) and the following identities

$$
\begin{aligned}
\delta r^{-} & =\frac{1}{2} \delta\left(r^{-}-r^{+}\right)+\frac{1}{2} \delta\left(r^{-}+r^{+}\right)=\frac{1}{2} \delta\left(r^{-}-r^{+}\right)+\frac{\delta a}{2 v} \\
-\delta r^{+} & =\frac{1}{2} \delta\left(r^{-}-r^{+}\right)-\frac{1}{2} \delta\left(r^{-}+r^{+}\right)=\frac{1}{2} \delta\left(r^{-}-r^{+}\right)-\frac{\delta a}{2 v}
\end{aligned}
$$

one obtains

$$
\begin{gather*}
\hat{\zeta}_{1}^{\ell}=\sqrt{\rho_{0}(\omega)} e^{\delta a /(2 v)} \hat{\zeta}_{2}^{\ell-1}  \tag{1.79}\\
\hat{\zeta}_{2}^{\ell}=\sqrt{\rho_{0}(\omega)} e^{-\delta a /(2 v)} \hat{\zeta}_{1}^{\ell-1}
\end{gather*}
$$

with $\rho_{0}(\omega):=\left(\frac{-\sqrt{d}+p}{\sqrt{d}+p}\right)^{2} e^{\delta\left(r^{-}-r^{+}\right)}$.
Thus, setting $\hat{\zeta}^{\ell}:=\left(\hat{\zeta}_{1}^{\ell}, \hat{\zeta}_{2}^{\ell}\right)$, we have

$$
\begin{equation*}
\forall \ell \geq 2, \quad \hat{\zeta}^{\ell}=\rho_{0}(\omega) \hat{\zeta}^{\ell-2} \tag{1.80}
\end{equation*}
$$

From (1.80), by induction we obtain,

$$
\begin{equation*}
\hat{\zeta}^{2 \ell}=\rho_{0}(\omega)^{\ell} \hat{\zeta}^{0}, \quad \forall \ell \geq 1 \tag{1.81}
\end{equation*}
$$

Then, setting

$$
\begin{equation*}
\rho:=\sup _{\omega \in \mathscr{R}}\left|\rho_{0}(\omega)\right| \tag{1.82}
\end{equation*}
$$

[^7]we have $0<\rho<1$, and denoting $\tilde{\zeta}^{\ell}:=\left(\tilde{\zeta}_{1}^{\ell}, \tilde{\zeta}_{2}^{\ell}\right)$, from (1.81) and (1.82), we get
$$
\left\|\tilde{\zeta}^{2 \ell}\right\|_{\left(H^{\frac{1}{4}}(\mathscr{R})\right)^{2}} \leq \rho^{\ell}\left\|\tilde{\zeta}^{0}\right\|_{\left(H^{\frac{1}{4}}(\mathscr{R})\right)^{2}, \quad \forall \ell \geq 1 . . . . ~ . ~}
$$

From the above inequality, and using that $\tilde{\zeta}^{0}=0$ a.e. on $(-\infty, 0)$ and on $(T,+\infty)$, we obtain

$$
\left\|\tilde{\zeta}^{2 \ell}\right\|_{\left(H^{\frac{1}{4}(\mathscr{R})}\right)^{2}} \leq \rho^{\ell}\left\|\zeta^{0}\right\|_{\mathscr{Y} 2}, \quad \forall \ell \geq 1 .
$$

Now, using that $\left\|\zeta^{2 \ell}\right\|_{\mathscr{Y}^{2}} \leq\left\|\tilde{\zeta}^{2 \ell}\right\|_{\left(H^{\frac{1}{4}}(\mathscr{R})\right)^{2}}$, then we have

$$
\begin{equation*}
\left.\left\|\zeta^{2 \ell}\right\|_{\mathscr{Y}^{2}} \leq \rho^{\ell}\left\|\zeta^{0}\right\|_{\mathscr{Y}^{2}}, \quad \forall \ell \geq 1 \text { (and also for } \ell=0\right) \tag{1.83}
\end{equation*}
$$

This can be rewritten by introducing explicitly the error:

$$
\begin{equation*}
\left\|\xi^{2 \ell}-\xi\right\|_{\mathscr{Y}^{2}} \leq \rho^{\ell}\left\|\xi^{0}-\xi\right\|_{\mathscr{Y}^{2}}, \quad \forall \ell \geq 1 \tag{1.84}
\end{equation*}
$$

From Lemma 1.17, the norm of $\xi_{i}$ is bounded by the norm of $u_{i}$, which is itself bounded by the norm of $u$. Then, using Lemma 1.1, it is also bounded by the norms of $u_{0}$ and $f$. One then gets (1.70) using simple triangular inequalities in (1.84).

From the regularity of the subdomain problem (Lemma 1.16) for the error (1.72), we have

$$
\left\|e_{i}^{2 \ell}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \leq C\left\|\zeta_{i}^{2 \ell-1}\right\|_{\mathscr{Y}}
$$

Then, from (1.79), one gets (note that the value of $C$ changes from one inequality to the other)

$$
\left\|e_{i}^{2 \ell}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \leq C\left\|\zeta_{i}^{2 \ell-1}\right\|_{\mathscr{Y}} \leq C \check{\rho}\left\|\zeta_{j}^{2 \ell-2}\right\|_{\mathscr{Y}} \quad(\text { with } j=3-i)
$$

and then, with (1.83)

$$
\left\|e_{i}^{2 \ell}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \leq C \check{\rho}^{2 \ell-1}\left\|\zeta_{j}^{0}\right\|_{\mathscr{Y}}
$$

Then, from the triangular inequality, one has

$$
\begin{align*}
\left\|u_{i}^{2 \ell}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)}-\left\|u_{i}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} & \leq\left\|e_{i}^{2 \ell}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \\
& \leq C \tilde{\rho}^{2 \ell-1}\left(\left\|\xi_{j}^{0}\right\|_{\mathscr{Y}}+\left\|\xi_{j}\right\|_{\mathscr{Y}}\right) . \tag{1.85}
\end{align*}
$$

Then, again, from Lemma 1.17, one has

$$
\begin{equation*}
\left\|u_{i}^{2 \ell}(., T)\right\|_{\mathscr{X}_{i}} \leq C\left\|u_{i}^{2 \ell}\right\|_{H^{2,1}\left(\Omega_{i} \times(0, T)\right)} \tag{1.86}
\end{equation*}
$$

Then, using again the stability results, the norms of $\xi_{j}$ and $u_{i}$ are bounded by those of $u_{0}$ and $f$, so that (1.85) and (1.86) lead to

$$
\left\|u_{i}^{2 \ell}(., T)\right\|_{\mathscr{X}_{i}} \leq C_{2}\left(\check{\rho}^{2 \ell-1}\left\|\xi_{j}^{0}\right\|_{\mathscr{Y}}+\left\|u_{0}\right\|_{\mathscr{X}}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right.}\right)
$$

which implies (1.71), with $C_{2}$ independent of $\ell, u_{0}$ and $\xi^{0}$.

Remark 1.20. The result of Theorem 1.19 can be extended to the case $(2 \ell+1)$. We have first that

$$
\begin{equation*}
\left\|u_{i}^{2 \ell+1}(., T)\right\|_{\mathscr{X}_{i}} \leq c_{2}\left(\check{\rho}^{2 \ell}\left\|\xi_{j}^{0}\right\|_{\mathscr{Y}}+\left\|u_{0}\right\|_{\mathscr{X}}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right.}\right) . \tag{1.87}
\end{equation*}
$$

For the Robin terms, one could give a more dedicated bound

$$
\begin{align*}
& \left\|\xi_{1}^{2 \ell+1}\right\|_{\mathscr{Y}} \leq e^{\delta a /(2 v)} \check{\rho}^{2 \ell+1}\left\|\xi_{2}^{0}\right\|_{\mathscr{Y}}+c_{1}\left(\left\|u_{0}\right\|_{H^{1}(\Omega)}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right.}\right) \\
& \left\|\xi_{2}^{2 \ell+1}\right\|_{\mathscr{Y}} \leq e^{-\delta a /(2 v)} \check{\rho}^{2 \ell+1}\left\|\xi_{2}^{0}\right\|_{\mathscr{Y}}+c_{1}\left(\left\|u_{0}\right\|_{H^{1}(\Omega)}+\|f\|_{L^{2}\left(0, T ; L^{2}(\Omega)\right.}\right) \tag{1.88}
\end{align*}
$$

As in Section 1.3, in the sequel we will denote in compact form

$$
\begin{equation*}
\left(u_{1}^{L}, u_{2}^{L}, \xi^{L}\right)=\operatorname{OSWR}_{L}\left(\mathscr{I}, u_{0}, \xi^{0}\right) \tag{1.89}
\end{equation*}
$$

where $u_{1}^{L}, u_{2}^{L}$, and $\xi^{L}=\left(\xi_{i}^{L}\right)_{i=1,2}$ are the output after $L$ iterations of algorithm (1.65)(1.66) with initial condition $u_{0}$ and initial Robin data $\xi_{0}$ on $\mathscr{I}$ (due to the overlap, one cannot define a global function $u^{L}$ as in Section 1.3).

### 1.8.5 Coupled Parareal-OSWR method

In the Coupled Parareal-OSWR algorithm, incomplete iterations of the OSWR method are performed. Thus, at each parareal iteration, the output of the fine solver (i.e. the OSWR method) is not in $H^{1}(\Omega)$. In the case of nonoverlapping subdomains, this is not a problem since the coupled algorithm is based on initial conditions $U_{n}^{k}$ in the local regular space $\mathscr{X}$ (defined in Section 1.1.2), at each parareal iteration $k$ and time window $\mathscr{I}_{n}$ (see Section 1.4). However, in the case of overlapping subdomains considered in this section, the functional space for $U_{n}^{k}$ is $H^{1}(\Omega)$. Consequently, we need a correction step that will build, from the OSWR output, a function in $H^{1}(\Omega)$. This correction is defined as follows : Let $\left.\Omega_{12}:=\right] 0, \delta$ [ be the overlap, and let $u_{i} \in \mathscr{X}_{i}, i=1,2$. We define the correction operator $\mathscr{C}$ from $\left(\mathscr{X}_{1}, \mathscr{X}_{2}\right)$ to $H^{1}(\Omega)$ as follows :

$$
\begin{equation*}
\mathscr{C}\left(u_{1}, u_{2}\right)=\check{u} \quad \text { with } \check{u}=\mu_{1} u_{1}+\mu_{2} u_{2} \tag{1.90}
\end{equation*}
$$

where, for $i=1,2$, and $j=3-i$,

$$
\mu_{1}=\left\{\begin{array}{ccc}
1 & \text { in } & \Omega_{1} \backslash \Omega_{12}  \tag{1.91}\\
\frac{\delta-x}{\delta} & \text { in } & \Omega_{12}, \\
0 & \text { in } & \Omega_{2}
\end{array} \quad \text { and } \quad \mu_{2}=\left\{\begin{array}{ccc}
1 & \text { in } & \Omega_{2} \backslash \Omega_{12} \\
\frac{x}{\delta} & \text { in } & \Omega_{12} \\
0 & \text { in } & \Omega_{1}
\end{array}\right.\right.
$$

From the formulation of the correction, one gets immediately that, if $u_{1} \in H^{1}\left(\Omega_{1}\right)$ and $u_{2} \in H^{1}\left(\Omega_{2}\right)$, then $\check{u} \in H^{1}(\Omega)$ and that there exists a constant $C$ such that, $\forall u_{1} \in$ $H^{1}\left(\Omega_{1}\right), u_{2} \in H^{1}\left(\Omega_{2}\right)$

$$
\begin{equation*}
\left\|\mathscr{C}\left(u_{1}, u_{2}\right)\right\|_{H_{1}(\Omega)} \leq C\left(\left\|u_{1}\right\|_{H^{1}\left(\Omega_{1}\right)}+\left\|u_{2}\right\|_{H^{1}\left(\Omega_{2}\right)}\right) \tag{1.92}
\end{equation*}
$$

Using the notation of Section 1.4, the Parareal-OSWR algorithm with overlapping subdomains is defined, using the coarse propagator $\mathscr{G}$ of Section 1.2 and the incomplete ${ }^{10}$ fine propagator $\mathrm{OSWR}_{L}$ defined by (1.89), as follows :

[^8]```
Algorithm 6 (Coupled parareal-OSWR)
    1. Choose an initial data \(\left(U_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(U_{0}^{0}=u_{0}\) and \(U_{n}^{0}\) an approximation of \(u\left(\cdot, T_{n}\right)\), for
    example \(U_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, U_{n-1}^{0}\right)\), for \(n=1,2, \ldots, N\).
    2. Choose an initial Robin data \(\left(\xi_{n}^{0,0}\right)_{n \in \llbracket 0, N \rrbracket}\), with \(\xi_{n}^{0,0}:=\left(\xi_{1, n}^{0,0}, \xi_{2, n}^{0,0}\right)\) on \(\mathscr{I}_{n}\), for example
    \(\xi_{i, n}^{0,0}=\left(\mathscr{B}_{i} U_{n}^{0}\right)\left(\delta_{i}, \cdot\right), i=1,2\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
            1. On each time interval \(\mathscr{I}_{n}, n=0,1, \ldots, N-1\) :
\[
\begin{equation*}
\text { Calculate } \quad\left(u_{1, n}^{k, L}, u_{2, n}^{k, L}, \xi_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(\mathscr{I}_{n}, U_{n}^{k}, \xi_{n}^{k, 0}\right) . \tag{1.93}
\end{equation*}
\]
2. Perform the correction on \(u_{i, n}^{k, L}\) :
\[
\begin{equation*}
\check{u}_{n}^{k, L}=\mathscr{C}\left(u_{1, n}^{k, L}\left(., T_{n+1}\right), u_{2, n}^{k, L}\left(., T_{n+1}\right)\right) . \tag{1.94}
\end{equation*}
\]
3. Set \(U_{0}^{k+1}=u_{0}\) and do Parareal corrections:
\[
\begin{equation*}
U_{n+1}^{k+1}=\check{u}_{n}^{k, L}+\mathscr{G}\left(\mathscr{I}_{n}, U_{n}^{k+1}\right)-\mathscr{G}\left(\mathscr{I}_{n}, U_{n}^{k}\right) . \tag{1.95}
\end{equation*}
\]
Update the interface term: \(\quad \xi_{n}^{k+1,0}=\xi_{n}^{k, L}\).
end for
```


### 1.8.6 Convergence factor of the Parareal-OSWR method

The theoretical results below are based on Theorem 1.19, and thus we suppose that the number of iterations $L$ of the OSWR method is even, with $L \geq 2$. However, these results can be extended to the more general case of any integer $L \geq 1$, by using Remark 1.20.

As in Section 1.5, we need the following notation.

## Notation for error estimation

Let $u$ be the solution of problem (1.1), and $\left(u_{1, n}^{k, \ell}, u_{2, n}^{k, \ell}, \xi_{n}^{k, \ell}\right)_{1 \leq \ell \leq L}$ be the sequence of iterates through the OSWR step (1.93). We define, for $k=0,1, \ldots$, and $n=0, \ldots, N-1$ :

- $E_{n}^{k}:=U_{n}^{k}-u_{n}, n=0, \ldots, N$, where $u_{n}=u\left(., T_{n}\right)$,
- $e_{i, n}^{k, \ell}:=u_{i, n}^{k, \ell}-\left.u\right|_{\Omega_{i}}$, the error in $H^{2,1}\left(\Omega_{i} \times(0, T)\right)$ at each iteration $\ell$ inside step (1.93), $i=1,2$, for $\ell=1, \ldots, L$,
- $\zeta_{n}^{k, \ell}:=\xi_{n}^{k, \ell}-\xi_{n}$, for $\ell=1, \ldots, L$, where $\xi_{n}=\left(\left(\mathscr{B}_{1} u\right)\left(\delta_{1}, T_{n}\right),\left(\mathscr{B}_{2} u\right)\left(\delta_{2}, T_{n}\right)\right)$.

Then, by linearity, the algorithm on the error reads

```
Algorithm 7 (Coupled Parareal-OSWR algorithm on the error, with overlap)
```

    1. Define initial data \(\left(E_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(E_{0}^{0}=0, E_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, U_{n-1}^{0}\right)-u_{n}, n=1,2, \ldots, N\).
    2. Define initial Robin data \(\left(\zeta_{n}^{0,0}\right)_{n \in \llbracket 0, N \rrbracket}\), with \(\zeta_{n}^{0,0}:=\left(\zeta_{1, n}^{0,0} \zeta_{2, n}^{0,0}\right)\) on \(\mathscr{I}_{n}\), where \(\zeta_{i, n}^{0,0}=\)
    \(\left(\mathscr{B}_{i} E_{n}^{0}\right)\left(\delta_{i}, \cdot\right), i=1,2\).
    for \(k=0,1, \ldots\) (Parareal iterations)
    1. On each time interval $\mathscr{I}_{n}, n=0,1, \ldots, N-1$ :

$$
\begin{equation*}
\text { Calculate } \quad\left(e_{1, n}^{k, L}, e_{2, n}^{k, L}, \zeta_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(\mathscr{I}_{n}, E_{n}^{k}, \zeta_{n}^{k, 0}\right) \tag{1.97}
\end{equation*}
$$

2. Perform the correction on $e_{n}^{k, L}$ :

$$
\begin{equation*}
\check{e}_{n}^{k, L}=\mathscr{C}\left(e_{1, n}^{k, L}\left(., T_{n+1}\right), e_{2, n}^{k, L}\left(., T_{n+1}\right)\right) . \tag{1.98}
\end{equation*}
$$

3. Set $E_{0}^{k+1}=0$ and do Parareal correction:

$$
\begin{equation*}
E_{n+1}^{k+1}=\check{e}_{n}^{k, L}+\widetilde{\mathscr{G}}\left(\mathscr{I}_{n}, E_{n}^{k+1}-E_{n}^{k}\right) . \tag{1.99}
\end{equation*}
$$

Update the interface term: $\quad \zeta_{n}^{k+1,0}=\zeta_{n}^{k, L}$.
end for

We recall the definition

$$
\begin{equation*}
\check{\rho}=\sqrt{\rho}, \tag{1.101}
\end{equation*}
$$

where $\rho$ is defined by (1.82).

## Convergence factor

As in Section 1.2, we set $\mathbf{E}^{k}:=\left(\left\|E_{1}^{k}\right\|_{H^{1}(\Omega)},\left\|E_{2}^{k}\right\|_{H^{1}(\Omega)}, \ldots,\left\|E_{N}^{k}\right\|_{H^{1}(\Omega)}\right)^{t}$, and also denote $\mathscr{Y}_{n}=H^{\frac{1}{4}}\left(\mathscr{I}_{n}\right), n \in \llbracket 0, N-1 \rrbracket$, and $\zeta^{k}:=\left(\left\|\zeta_{0}^{k, 0}\right\|_{\mathscr{Y}_{0}^{2}},\left\|\zeta_{1}^{k, 0}\right\|_{\mathscr{Y}_{1}^{2}}, \ldots,\left\|\zeta_{N-1}^{k, 0}\right\|_{\mathscr{Y}_{N-1}^{2}}\right)^{t}$. We will use the following element-wise notation, for $\mathbf{U}, \mathbf{V} \in \mathscr{R}^{N}$ :

$$
\begin{aligned}
\mathbf{U} \leq \mathbf{V} & \Longleftrightarrow U_{n} \leq V_{n}, \forall n \in \llbracket 1, N \rrbracket \\
\mathbf{W}:=\max (\mathbf{U}, \mathbf{V}) & \Longleftrightarrow \mathbf{W} \in \mathscr{R}^{N} \text { and } W_{n}=\max \left(U_{n}, V_{n}\right), \forall n \in \llbracket 1, N \rrbracket .
\end{aligned}
$$

We suppose that $\tilde{\mathscr{G}}$ is an operator on $H^{1}(\Omega)$ that verifies (1.45), and consider $\mathbf{M}$ defined by (see [56])

$$
\mathbf{M}_{i j}=\left\{\begin{array}{ll}
\gamma_{1}^{i-1-j} & \text { if } j<i \\
0 & \text { if } j \geq i
\end{array}, \quad 1 \leq i, j \leq N\right.
$$

Then we can prove Lemma 1.21, from which we get Theorem 1.22 and the upper estimate for the error of the Parareal-OSWR method in Corollary 1.23.

Lemma 1.21. Let $\tilde{\mathscr{G}}$ verify (1.45), and $\check{\rho}$ be defined by (1.101). There exist constants $C_{1}$ and $C_{2}$ such that

$$
\begin{equation*}
\mathbf{E}^{k+1} \leq\left(\gamma_{1}+C_{2}\right) \mathbf{M} \mathbf{E}^{k}+C_{1} C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \mathbf{M} \sum_{i=1}^{k} \check{\rho}^{i L} \mathbf{E}^{k-i}+C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \check{\rho}(k+1) L \zeta^{0} . \tag{1.102}
\end{equation*}
$$

Theorem 1.22. Let $\check{\rho}$ be defined by (1.101). We set

$$
\begin{equation*}
\gamma:=\max \left(C_{1} C_{2} \check{\rho}^{-1}, \frac{\gamma_{1}+C_{2}+\sqrt{\left(\gamma_{1}+C_{2}\right)^{2}+4 \gamma_{1} C_{1} C_{2} \check{\rho}^{-1} \tilde{\rho}}}{2}\right), \tag{1.103}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{C}_{0}:=\max \left(\mathrm{E}^{0}, \frac{\gamma}{C_{1}} \zeta^{0}\right) \tag{1.104}
\end{equation*}
$$

with $C_{1}, C_{2}$ from (1.102), and $\tilde{\rho}:=\check{\rho}^{L}$. Let $\mathbf{I}$ be the identity matrix in $\mathscr{R}^{N}$. Then

$$
\begin{equation*}
\mathbf{E}^{k} \leq(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0} \tag{1.105}
\end{equation*}
$$

with $\tilde{\rho}<1$.
Corollary 1.23. Denote by $C=\left\|\mathbf{C}_{0}\right\|_{\infty}$ and $m:=\max _{1 \leq i \leq N-1}\left\|\mathbf{M}^{i}\right\|_{\infty}$, we have

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)} \leq C m \max \left(1, \gamma^{N-1}\right) \sum_{i=0}^{\min (k, N-1)}\binom{k}{i} \tilde{\rho}^{k-i} \tag{1.106}
\end{equation*}
$$

and consequently $\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)}$ tends to 0 when $k$ tends to infinity.
Proof of Lemma 1.21. From (1.99) the error verifies

$$
\begin{equation*}
\left\|E_{n+1}^{k+1}\right\|_{H^{1}(\Omega)} \leq\left\|\widetilde{\mathscr{G}}\left(\mathscr{I}_{n}, E_{n}^{k+1}-E_{n}^{k}\right)\right\|_{H^{1}(\Omega)}+\left\|\tilde{e}_{n}^{k, L}\right\|_{H^{1}(\Omega)} . \tag{1.107}
\end{equation*}
$$

Here $e_{n}^{k, L}$ is the error, with correction, at Parareal iteration $k$ and iteration $L$ of the OSWR algorithm on $\mathscr{I}:=\mathscr{I}_{n}$, with initial condition $E_{n}^{k} \in H^{1}(\Omega)$, initial Robin conditions $\zeta_{n}^{k, 0}$. Let $L \geq 1$, then we apply (1.70) and (1.71) with $2 \ell=L, u_{i}^{2 \ell}:=e_{i, n}^{k, L}, \xi^{2 \ell}:=\zeta_{n}^{k, L}$. After that, we use the inequality on the norm of the correction (1.92) with $u_{i}=e_{i, n}^{k, L}\left(, T_{n+1}\right)$ and $\check{u}=\check{e}{ }_{n}^{k, L}$.

We obtain

$$
\begin{align*}
\left\|\zeta_{n}^{k, L}\right\|_{\mathscr{Y}_{n}^{2}} & \leq \check{\rho}^{L}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{Y}_{n}}+C_{1}\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)},  \tag{1.108}\\
\left\|e_{n}^{k, L}\right\|_{H^{1}(\Omega)} & \leq C_{2}\left(\rho^{L-1}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{Y}_{n}^{2}}+\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)}\right) . \tag{1.109}
\end{align*}
$$

Using now condition (1.45) on $\widetilde{\mathscr{G}}$ and (1.109) in (1.107), we get

$$
\left\|E_{n+1}^{k+1}\right\|_{H^{1}(\Omega)} \leq \gamma_{1}\left\|E_{n}^{k+1}-E_{n}^{k}\right\|_{H^{1}(\Omega)}+C_{2}\left(\check{\rho}^{L-1}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{Y}_{n}^{2}}+\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)}\right),
$$

which implies, using the triangle inequality,

$$
\begin{equation*}
\left\|E_{n+1}^{k+1}\right\|_{H^{1}(\Omega)} \leq \gamma_{1}\left\|E_{n}^{k+1}\right\|_{H^{1}(\Omega)}+\left(\gamma_{1}+C_{2}\right)\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)}+C_{2} \check{\rho}^{L-1}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{Y}_{n}^{2}} . \tag{1.110}
\end{equation*}
$$

From this we obtain, for $p=0,1, \ldots, n$, by induction on $p$,

$$
\left\|E_{n+1}^{k+1}\right\|_{H^{1}(\Omega)} \leq \gamma_{1}^{p+1}\left\|E_{n-p}^{k+1}\right\|_{H^{1}(\Omega)}+\left(\gamma_{1}+C_{2}\right) \sum_{i=0}^{p} \gamma_{1}^{i}\left\|E_{n-i}^{k}\right\|_{H^{1}(\Omega)}+C_{2} \check{\rho}^{L-1} \sum_{i=0}^{p} \gamma_{1}^{i}\left\|\zeta_{n-i}^{k, 0}\right\|_{\mathscr{Y}_{n-i}^{2}} .
$$

Using the above inequality with $p=n$, together with $\left\|E_{0}^{k+1}\right\|_{H^{1}(\Omega)}=0$, we get, for $n=0,1, \ldots, N-1$ :

$$
\left\|E_{n+1}^{k+1}\right\|_{H^{1}(\Omega)} \leq\left(\gamma_{1}+C_{2}\right) \sum_{i=0}^{n} \gamma_{1}^{i}\left\|E_{n-i}^{k}\right\|_{H^{1}(\Omega)}+C_{2} \check{\rho}^{L-1} \sum_{i=0}^{n} \gamma_{1}^{i}\left\|\zeta_{n-i}^{k, 0}\right\|_{\mathscr{Y}_{n-i}^{2}},
$$

or equivalently, in matrix form (using again the fact that $\left\|E_{0}^{k}\right\|_{H^{1}(\Omega)}=0$ ),

$$
\begin{equation*}
\mathbf{E}^{k+1} \leq\left(\gamma_{1}+C_{2}\right) \mathbf{M} \mathbf{E}^{k}+C_{2} \check{\rho}^{L-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \zeta^{k} \tag{1.111}
\end{equation*}
$$

Moreover, from (1.100) we have $\zeta_{n}^{k, L}=\zeta_{n}^{k+1,0}$, and thus (1.108) also reads

$$
\begin{equation*}
\left\|\zeta_{n}^{k+1,0}\right\|_{\mathscr{Y}_{n}^{2}} \leq \check{\rho}^{L}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{Y}_{n}^{2}}+C_{1}\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)} \tag{1.112}
\end{equation*}
$$

which implies

$$
\left\|\zeta_{n}^{k+1,0}\right\|_{\mathscr{Y}_{n}^{2}} \leq \check{\rho}^{L}\left\|\zeta_{n}^{k, 0}\right\|_{\mathscr{Y}_{n}^{2}}+C_{1}\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)}+C_{1} \gamma_{1}\left\|E_{n-1}^{k}\right\|_{H^{1}(\Omega)}+\cdots+C_{1} \gamma_{1}^{n-1}\left\|E_{1}^{k}\right\|_{H^{1}(\Omega)}
$$

or equivalently, in matrix form,

$$
\begin{equation*}
\zeta^{k+1} \leq \check{\rho}^{L} \zeta^{k}+C_{1} \mathbf{M E}^{k} \tag{1.113}
\end{equation*}
$$

Inserting (1.113) in (1.111) we obtain, for $p=0, \ldots, k$, by induction on $p$,
$\mathbf{E}^{k+1} \leq\left(\gamma_{1}+C_{2}\right) \mathbf{M} \mathbf{E}^{k}+C_{1} C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \mathbf{M} \sum_{i=1}^{p} \check{\rho} \check{i L}^{L} \mathbf{E}^{k-i}+C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \check{\rho}{ }^{(p+1) L} \boldsymbol{\zeta}^{k-p}$.
In particular, for $p=k$ we get (1.102).
Proof of Theorem 1.22. The proof is done by induction on $k$ :

- For $k=0$, by definition of $\mathbf{C}_{0}$, we have $\mathbf{E}^{0} \leq \mathbf{C}_{0}$, thus (1.105) holds for $k=0$.
- For $k \geq 0$, we suppose that (1.105) holds up to $k$, and we show that it holds for $k+1$ : from (1.102) we have

$$
\mathbf{E}^{k+1} \leq\left(\gamma_{1}+C_{2}\right) \mathbf{M} \mathbf{E}^{k}+C_{1} C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \mathbf{M} \sum_{i=1}^{k} \check{\rho} \check{\rho}^{i L} \mathbf{E}^{k-i}+C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \check{\rho}(k+1) L \zeta^{0}
$$

Using the induction hypothesis in the above inequality and $\tilde{\rho}=\check{\rho}^{L}$, we obtain

$$
\begin{align*}
\mathbf{E}^{k+1} & \leq\left(\gamma_{1}+C_{2}\right) \mathbf{M}\left((\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0}\right) \\
& +C_{1} C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \mathbf{M} \sum_{i=1}^{k} \tilde{\rho}^{i}\left((\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k-i} \mathbf{C}_{0}\right)+C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \tilde{\rho}^{k+1} \zeta^{0} \tag{1.114}
\end{align*}
$$

Moreover, we have

$$
\begin{align*}
\gamma \mathbf{M} \sum_{i=1}^{k} \tilde{\rho}^{i-1}(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k-i} & =((\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})-\tilde{\rho} \mathbf{I}) \sum_{i=1}^{k} \tilde{\rho}^{i-1}(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k-i} \\
& =(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k}-\tilde{\rho}^{k} \mathbf{I} . \tag{1.115}
\end{align*}
$$

Inserting (1.115) in (1.114) we get

$$
\begin{aligned}
\mathbf{E}^{k+1} & \leq\left(\gamma_{1}+C_{2}\right) \mathbf{M}\left((\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0}\right) \\
& +\frac{C_{1} C_{2} \tilde{\rho}^{-1}}{\gamma}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \tilde{\rho}\left((\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k}-\tilde{\rho}^{k} \mathbf{I}\right) \mathbf{C}_{0}+C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \tilde{\rho}^{k+1} \zeta^{0}
\end{aligned}
$$

or, equivalently,

$$
\begin{aligned}
\mathbf{E}^{k+1} & \leq\left(\left(\gamma_{1}+C_{2}\right) \mathbf{M}+\frac{C_{1} C_{2} \check{\rho}^{-1}}{\gamma}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \tilde{\rho}\right)(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0} \\
& +C_{2} \check{\rho}^{-1}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \tilde{\rho}^{k+1}\left(\zeta^{0}-\frac{C_{1}}{\gamma} \mathbf{C}_{0}\right) .
\end{aligned}
$$

By definition of $\mathbf{C}_{0}$ in (1.104) we have $\zeta^{0}-\frac{C_{1}}{\gamma} \mathrm{C}_{0} \leq 0$. Thus we obtain

$$
\mathbf{E}^{k+1} \leq\left(\left(\gamma_{1}+C_{2}\right) \mathbf{M}+\frac{C_{1} C_{2} \check{\rho}^{-1}}{\gamma}\left(\mathbf{I}+\gamma_{1} \mathbf{M}\right) \tilde{\rho}\right)(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0}
$$

or equivalently,

$$
\mathbf{E}^{k+1} \leq\left(\left(\gamma_{1}+C_{2}+\gamma_{1} \frac{C_{1} C_{2} \check{\rho}^{-1}}{\gamma} \tilde{\rho}\right) \mathbf{M}+\frac{C_{1} C_{2} \check{\rho}^{-1}}{\gamma} \tilde{\rho} \mathbf{I}\right)(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0} .
$$

The definition of $\gamma$ in (1.103) implies $\frac{C_{1} C_{2} \check{\rho}^{-1}}{\gamma} \leq 1$ and $\gamma_{1}+C_{2}+\gamma_{1} \frac{C_{1} C_{2} \check{\rho}^{-1}}{\gamma} \tilde{\rho} \leq \gamma$, thus

$$
\mathbf{E}^{k+1} \leq(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})(\gamma \mathbf{M}+\tilde{\rho} \mathbf{I})^{k} \mathbf{C}_{0}
$$

which gives (1.105) at step $k+1$, and ends the proof of Theorem 1.22.
Proof of corollary 1.23. From (1.105) we have

$$
\mathbf{E}^{k} \leq \sum_{i=0}^{k}\binom{k}{i} \tilde{\rho}^{k-i} \gamma^{i} \mathbf{M}^{i} \mathbf{C}_{0}
$$

Using that $\mathbf{M}^{i}=\mathbf{0}$ for $i \geq N$, the above inequality also reads

$$
\mathbf{E}^{k} \leq \sum_{i=0}^{\min (k, N-1)}\binom{k}{i} \tilde{\rho}^{k-i} \gamma^{i} \mathbf{M}^{i} \mathbf{C}_{0}
$$

Setting $C=\left\|\mathrm{C}_{0}\right\|_{\infty}$, we obtain

$$
\begin{equation*}
\max _{1 \leq n \leq N}\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)} \leq C \sum_{i=0}^{\min (k, N-1)}\binom{k}{i} \tilde{\rho}^{k-i} \gamma^{i}\left\|\mathbf{M}^{i}\right\|_{\infty} \tag{1.116}
\end{equation*}
$$

Then with $m=\max _{1 \leq i \leq N-1}\left\|\mathbf{M}^{i}\right\|_{\infty}$ (note that $m$ doesn't depend on $k$ ) we get

$$
\max _{1 \leq n \leq N}\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)} \leq C m \sum_{i=0}^{\min (k, N-1)}\binom{k}{i} \tilde{\rho}^{k-i} \gamma^{i}
$$

from which we obtain (1.106). Using that $0 \leq i \leq N-1$, the term $\binom{k}{i}$ is a polynomial in $k$ of degree less than or equal to $N-1$. Hence $\left\|E_{n}^{k}\right\|_{H^{1}(\Omega)}$ tends to 0 when $k$ tends to infinity since $\tilde{\rho}<1$.

### 1.8.7 From the operator view point

In this part we will try to write the algorithm using the operators between functional spaces. We then try to establish the same results as in [54].
For the error analysis, as the source term $f$ is 0 , and from the linearity, the spaces $\mathscr{Y}_{n}=H^{\frac{1}{4}}\left(T_{n}, T_{n+1}\right)$ can be considered as $\mathscr{Y}_{0}=H^{\frac{1}{4}}(0, \Delta T)$.
We define the following operators

$$
\begin{aligned}
\mathscr{G}: \mathscr{X} & \rightarrow \mathscr{X} \\
U & \mapsto \mathscr{G}(U)=u,
\end{aligned}
$$

where $u$ is the solution of the following problem

$$
\frac{u-U}{\Delta T}-v \partial_{x x} u+a \partial_{x} u+b u=0 \text { in } \Omega
$$

with homogeneous Dirichlet boundary conditions.
Let $\xi=\left(\xi_{1}, \xi_{2}\right) \in\left(\mathscr{Y}_{0}\right)^{2}$. We recall the OSWR method with vanishing source terms using $L$ iterations: let $\left(\xi_{1}^{0}, \xi_{2}^{0}\right)=\left(\xi_{1}, \xi_{2}\right)$, we solve, for $\ell=1, \ldots, L$ : for $i=1,2$,

$$
\begin{array}{rlrl}
\mathscr{L}\left(u_{i}^{\ell}\right) & =0 & & \text { in } \quad \Omega_{i} \times(0, \Delta T), \\
u_{i}^{\ell}(\cdot, 0) & =\left.u_{0}\right|_{\Omega_{i}} & \text { in } \quad \Omega_{i}, \\
\mathscr{B}_{i} u_{i}^{\ell}\left(\delta_{i}, \cdot\right) & =\xi_{i}^{\ell-1} & & \text { on } \quad(0, \Delta T)
\end{array}
$$

with the update of the Robin data on $(0, \Delta T)$

$$
\xi_{i}^{\ell}=\mathscr{B}_{i} u_{3-i}^{\ell}\left(\delta_{i}, \cdot\right)
$$

From this we can define the incomplete fine solver operator

$$
O S W R_{L}: \mathscr{X} \times\left(\mathscr{Y}_{0}\right)^{2} \rightarrow \mathscr{X} \times\left(\mathscr{Y}_{0}\right)^{2}
$$

that maps $\left(u_{0}, \boldsymbol{\xi}\right)$ to $\left(\check{u}^{L}, \boldsymbol{\xi}^{L}\right)$, where $\check{u}^{L}=\mathscr{C}\left(u_{1}^{L}(., \Delta T), u_{2}^{L}(., \Delta T)\right)$ ( $\mathscr{C}$ is the correction defined in subsection 1.8.5), $\xi^{L}=\left(\xi_{1}^{L}, \xi_{2}^{L}\right)$. We observe that $\operatorname{OSWR}_{L}\left(u_{0}, \xi\right)=$ $\operatorname{OSWR}_{L}(0, \xi)+\operatorname{OSWR}_{L}\left(u_{0}, 0\right)$. Here, on the right-hand side, we have four parts, the most important part here is the second component of $\operatorname{OSWR}_{L}(0, \xi)$, which can be expressed as $\mathscr{Q}^{L} \boldsymbol{\xi}$

$$
\mathscr{Q}:\left(\mathscr{Y}_{0}\right)^{2} \rightarrow\left(\mathscr{Y}_{0}\right)^{2}, \mathscr{Q}\left(\zeta_{1}, \zeta_{2}\right)=\left(\mathscr{B}_{1}\left(u_{2}\right)\left(\delta_{1}\right), \mathscr{B}_{2}\left(u_{1}\right)\left(\delta_{2}\right)\right)
$$

and $\left(u_{i}\right)$ is the solution of

$$
\begin{array}{rlll}
\mathscr{L}\left(u_{i}\right) & =0 & \text { in } \quad & \Omega_{i} \times(0, \Delta T) \\
u_{i}(\cdot, 0) & =0 & \text { in } \quad & \Omega_{i} \\
\mathscr{B}_{i} u_{i}\left(\delta_{i}, \cdot\right) & =\zeta_{i} & \text { on } \quad(0, \Delta T)
\end{array}
$$

In other words, $\mathscr{Q}$ is the output of one OSWR iteration, with zero initial condition and source term. It was shown before from Theorem 1.19 that $\left(\mathscr{Q}^{k}\right)$ tends to zero with convergence factor $\check{\rho}$.

We define also the output at final time

$$
\mathscr{S}(\zeta)=\mathscr{C}\left(u_{1}(\cdot, \Delta T), u_{2}(\cdot, \Delta T)\right)
$$

Then, the first component of $\operatorname{OSWR}_{L}(0, \boldsymbol{\xi})$ is $\mathscr{S}\left(\xi^{L-1}\right)$, with $\xi^{L-1}=\mathscr{Q}^{L-1}(\xi)$.

Remark 1.24. The arguments that follow remain valid also for the non-overlapping case, in which we do not have a convergence factor $\check{\rho}<1$. In that case, the space $\mathscr{X}$ should be replaced by $L^{2}(\Omega)$, there is no correction then, and $\mathscr{S}$ is only to glue two subdomain solutions. The space of Robin terms $\mathscr{Y}$ is then replaced by $L^{2}(0, T)$ ( not $H^{\frac{1}{4}}(0, T)$ ), and the sequence $\mathscr{S} \mathscr{Q}^{k}$ still converges to zero via an energy estimate (see Section 1.3).

We then define the operator

$$
\mathscr{P}_{s}: \mathscr{X} \rightarrow \mathscr{X}, \quad \mathscr{P}: \mathscr{X} \rightarrow\left(\mathscr{Y}_{0}\right)^{2}
$$

which are the first and second components of $\operatorname{OSWR}_{L}\left(u_{0}, 0\right)$ respectively. We now recall briefly the incomplete fine solver on the error: provided $E_{n}^{k}$ and $\zeta_{n}^{k, 0}$, one solves, for $\ell=1,2, \ldots, L$

$$
\begin{array}{rlrl}
\mathscr{L}\left(e_{i, n}^{k, \ell}\right) & =0 & & \text { in } \quad \Omega_{i} \times(0, \Delta T), \\
e_{i, n}^{k, \ell}(\cdot, 0) & =\left.E_{n}^{k}\right|_{\Omega_{i}} & \text { in } \quad \Omega_{i}, \\
\mathscr{B}_{i} e_{i, n}^{k, \ell}\left(\delta_{i}, \cdot\right) & =\zeta_{i, n}^{k, \ell-1} & & \text { on } \quad(0, \Delta T),
\end{array}
$$

with

$$
\zeta_{i, n}^{k, \ell}=\mathscr{B}_{i} e_{3-i, n}^{k, \ell}\left(\delta_{i}, \cdot\right), \quad \text { on }(0, \Delta T)
$$

and then we define $\stackrel{e}{n}_{n}^{k, L}=\mathscr{C}\left(e_{i, n}^{k, L}(., \Delta T), e_{i, n}^{k, L}(., \Delta T)\right)$.
Equivalently, we have

$$
\left(\check{e}_{n}^{k, L}, \zeta_{n}^{k, L}\right)=\operatorname{OSWR}_{L}\left(E_{n}^{k}, \zeta_{n}^{k, 0}\right)
$$

We can write each component as

$$
\begin{aligned}
\check{e}_{n}^{k, L} & =\mathscr{P}_{s}\left(E_{n}^{k}\right)+\mathscr{S} \mathscr{Q}^{L-1}\left(\zeta_{n}^{k, 0}\right), \\
\left(\zeta_{n}^{k, L}\right) & =\mathscr{P}\left(E_{n}^{k}\right)+\mathscr{Q}^{L}\left(\zeta_{n}^{k, 0}\right) .
\end{aligned}
$$

Therefore we can rewrite the error formulation of the coupled Parareal-OSWR method with all the above operators, as follows :

$$
E_{n+1}^{k+1}=\mathscr{G}\left(\mathscr{I}_{n}, E_{n}^{k+1}\right)-\mathscr{G}\left(\mathscr{I}_{n}, E_{n}^{k}\right)+\mathscr{P}_{s}\left(E_{n}^{k}\right)+\mathscr{S} \mathscr{Q}^{L-1}\left(\zeta_{n}^{k, 0}\right)
$$

We can simplify the above equality by using the notations $\mathscr{G}\left(\mathscr{I}_{n}, E_{n}^{k+1}\right)=\mathscr{G}\left(E_{n}^{k+1}\right)$ and $\mathscr{R}\left(E_{n}^{k}\right)=\mathscr{P}_{s}\left(E_{n}^{k}\right)-\mathscr{G}\left(\mathscr{I}_{n}, E_{n}^{k}\right)$. Then, the error expression becomes

$$
\begin{equation*}
E_{n+1}^{k+1}=\mathscr{G}\left(E_{n}^{k+1}\right)+\mathscr{R}\left(E_{n}^{k}\right)+\mathscr{S} \mathscr{Q}^{L-1}\left(\zeta_{n}^{k, 0}\right) \tag{1.117}
\end{equation*}
$$

Moreover, from the update formulation of the Robin terms, we have

$$
\begin{equation*}
\zeta_{n}^{k+1,0}=\mathscr{P}\left(E_{n}^{k}\right)+\mathscr{Q}^{L}\left(\zeta_{n}^{k, 0}\right) \tag{1.118}
\end{equation*}
$$

from which one gets

$$
\mathscr{Q}^{L}\left(\zeta_{n}^{k, 0}\right)=\mathscr{Q}^{L} \mathscr{P}\left(E_{n}^{k-1}\right)+\mathscr{Q}^{2 L}\left(\zeta_{n}^{k-1,0}\right)
$$

$$
\vdots
$$

## Chapter 1. Coupling parareal with Optimized Schwarz waveform relaxation for

$$
\mathscr{Q}^{k L}\left(\zeta_{n}^{1,0}\right)=\mathscr{Q}^{k L} \mathscr{P}\left(E_{n}^{0}\right)+\mathscr{Q}^{(k+1) L}\left(\zeta_{n}^{0,0}\right) .
$$

Then, summing the above expressions, we get a telescopic sum, and therefore

$$
\mathscr{Q}^{L}\left(\zeta_{n}^{k, 0}\right)=\sum_{i=1}^{k} \mathscr{Q}^{i L} \mathscr{P}\left(E_{n}^{k-i}\right)+\mathscr{Q}^{(k+1) L}\left(\zeta_{n}^{0,0}\right),
$$

from which we obtain, using (1.118),

$$
\zeta_{n}^{k+1,0}=\sum_{i=0}^{k} \mathscr{Q}^{(k-i) L} \mathscr{P}\left(E_{n}^{i}\right)+\mathscr{Q}^{(k+1) L}\left(\zeta_{n}^{0,0}\right) .
$$

Replacing this term in the error expression (1.117), we obtain

$$
E_{n+1}^{k+1}=\mathscr{G}\left(E_{n}^{k+1}\right)+\mathscr{R}\left(E_{n}^{k}\right)+\sum_{i=0}^{k-1} \mathscr{S} \mathscr{Q}^{(k-i) L-1} \mathscr{P}\left(E_{n}^{i}\right)+\mathscr{S} \mathscr{Q}^{(k+1) L-1}\left(\zeta_{n}^{0,0}\right) .
$$

From this, we use the same trick as in the analysis of the Parareal method :

$$
\begin{aligned}
\mathscr{G}\left(E_{n}^{k+1}\right) & =\mathscr{G}^{2}\left(E_{n-1}^{k+1}\right)+\mathscr{G} \mathscr{R}\left(E_{n-1}^{k}\right)+\mathscr{G} \sum_{i=0}^{k-1} \mathscr{S} \mathscr{Q}^{(k-i) L-1} \mathscr{P}\left(E_{n-1}^{i}\right)+\mathscr{G} \mathscr{S} \mathscr{Q}^{(k+1) L-1}\left(\zeta_{n-1}^{0,0}\right) \\
& \vdots \\
\mathscr{G}^{n}\left(E_{1}^{k+1}\right) & =\mathscr{G}^{n+1}\left(E_{0}^{k+1}\right)+\mathscr{G}^{n} \mathscr{R}\left(E_{0}^{k}\right)+\mathscr{G}^{n} \sum_{i=0}^{k-1} \mathscr{S} \mathscr{Q}^{(k-i) L-1} \mathscr{P}\left(E_{0}^{i}\right)+\mathscr{G}^{n} \mathscr{S} \mathscr{Q}^{(k+1) L-1}\left(\zeta_{0}^{0,0}\right) \\
& =\mathscr{G}^{n} \mathscr{S} \mathscr{Q}^{(k+1) L-1}\left(\zeta_{0}^{0,0}\right)
\end{aligned}
$$

We obtains then by taking the telescopic sum

$$
\begin{equation*}
E_{n+1}^{k+1}=\sum_{q=1}^{n} \mathscr{G}^{n-q} \mathscr{R}\left(E_{q}^{k}\right)+\sum_{i=0}^{k-1} \sum_{q=1}^{n} \mathscr{G}^{n-q} \mathscr{S} \mathscr{Q}^{(k-i) L-1} \mathscr{P}\left(E_{q}^{i}\right)+\sum_{q=0}^{n} \mathscr{G}^{n-q} \mathscr{S} \mathscr{Q}^{(k+1) L-1}\left(\zeta_{q}^{0,0}\right) \tag{1.119}
\end{equation*}
$$

We recall the error vector $\mathbf{E}^{k}=\left(E_{1}^{k}, E_{2}^{k}, \ldots, E_{N}^{k}\right)^{t}$ and the operator matrix of Parareal $\mathbf{M}: \mathscr{X}^{N} \rightarrow \mathscr{X}^{N}$

$$
\mathbf{M}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\mathrm{Id}_{\mathscr{X}} & 0 & 0 & 0 & \cdots & 0 & 0 \\
\mathscr{G} & \mathrm{Id}_{\mathscr{X}} & 0 & 0 & \cdots & 0 & 0 \\
\mathscr{G}^{2} & \mathscr{G} & \mathrm{Id}_{\mathscr{X}} & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \\
\mathscr{G}^{N-3} & \mathscr{G}^{N-4} & \mathscr{G}^{N-5} & \mathscr{G}^{N-6} & \cdots & 0 & 0 \\
\mathscr{G}^{N-2} & \mathscr{G}^{N-3} & \mathscr{G}^{N-4} & \mathscr{G}^{N-5} & \cdots & \mathrm{Id}_{\mathscr{X}} & 0
\end{array}\right)
$$

We define also

$$
\overline{\mathbf{M}}=\left(\begin{array}{ccccccc}
\operatorname{Id}_{\mathscr{X}} & 0 & 0 & 0 & \cdots & 0 & 0 \\
\mathscr{G} & \operatorname{Id}_{\mathscr{X}} & 0 & 0 & \cdots & 0 & 0 \\
\mathscr{G}^{2} & \mathscr{G} & \mathrm{Id}_{\mathscr{C}} & 0 & \cdots & 0 & 0 \\
\mathscr{G}^{3} & \mathscr{G}^{2} & \mathscr{G} & \mathrm{Id}_{\mathscr{X}} & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \\
\mathscr{\mathscr { C }}^{N-2} & \mathscr{G}^{N-3} & \mathscr{G}^{N-4} & \mathscr{G}^{N-5} & \cdots & \mathrm{Id}_{\mathscr{X}} & 0 \\
\mathscr{G}^{N-1} & \mathscr{G}^{N-2} & \mathscr{G}^{N-3} & \mathscr{G}^{N-4} & \cdots & \mathscr{G} & \mathrm{Id}_{\mathscr{C}}
\end{array}\right)
$$

Similarly, we define R: $\mathscr{X}^{N} \rightarrow \mathscr{X}^{N}, \mathbf{S}\left(\left(\mathscr{Y}_{0}\right)^{2}\right)^{N} \rightarrow \mathscr{X}^{N}$

$$
\mathbf{R}=\left(\begin{array}{ccccc}
\mathscr{R} & 0 & 0 & \ldots & 0 \\
0 & \mathscr{R} & 0 & \ldots & 0 \\
0 & 0 & \mathscr{R} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathscr{R}
\end{array}\right) ; \quad \mathbf{S}=\left(\begin{array}{ccccc}
\mathscr{S} & 0 & 0 & \ldots & 0 \\
0 & \mathscr{S} & 0 & \ldots & 0 \\
0 & 0 & \mathscr{S} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathscr{S}
\end{array}\right) ;
$$

and $\mathbf{P}: \mathscr{X}^{N} \rightarrow\left(\mathscr{Y}_{0}^{2}\right)^{N}, \mathbf{Q}:\left(\mathscr{Y}_{0}^{2}\right)^{N} \rightarrow\left(\mathscr{Y}_{0}^{2}\right)^{N}$

$$
\mathbf{P}=\left(\begin{array}{ccccc}
\mathscr{P} & 0 & 0 & \ldots & 0 \\
0 & \mathscr{P} & 0 & \ldots & 0 \\
0 & 0 & \mathscr{P} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathscr{P}
\end{array}\right) ; \quad \mathbf{Q}=\left(\begin{array}{ccccc}
\mathscr{Q} & 0 & 0 & \ldots & 0 \\
0 & \mathscr{Q} & 0 & \ldots & 0 \\
0 & 0 & \mathscr{Q} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathscr{Q}
\end{array}\right) ;
$$

Then, from (1.119) the error in vector and operator form can be rewritten as

$$
\begin{equation*}
\mathbf{E}^{k+1}=\mathbf{M R E}^{k}+\mathbf{M S}\left[\sum_{i=0}^{k-1} \mathbf{Q}^{(k-i) L-1} \mathbf{P} \mathbf{E}^{i}\right]+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{(k+1) L-1} \mathbf{B}^{0} \tag{1.120}
\end{equation*}
$$

with $\mathbf{B}^{0}=\left(\zeta_{0}^{0,0}, \zeta_{1}^{0,0}, \ldots, \zeta_{N-1}^{0,0}\right)$.
We have the following lemma
Lemma 1.25. The error at iteration $k+1$ for $k \geq 0$ can be expressed as

$$
\begin{equation*}
\mathbf{E}^{k+1}=\mathbf{M} \mathbf{C}_{k+1} \mathbf{E}^{0}+\mathbf{M D}_{k+1} \mathbf{B}^{0}+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{(k+1) L-1} \mathbf{B}^{0} \tag{1.121}
\end{equation*}
$$

with $\mathbf{C}_{k+1}:(\mathscr{X})^{N} \rightarrow(\mathscr{X})^{N}, \mathbf{D}_{k+1}:\left(\mathscr{Y}_{0}^{2}\right)^{N} \rightarrow(\mathscr{X})^{N}$ lower triangular matrices.
Proof. We prove equality (1.121) by induction on $k$.
For $k=0$, we have

$$
\mathbf{E}^{1}=\mathbf{M R E}^{0}+\overline{\mathbf{M}} \mathbf{S Q}^{L-1} \mathbf{B}^{0}
$$

Then $\mathbf{C}_{1}=\mathbf{R}$ and $\mathbf{D}_{1}=0$. The property is true for $k=0$.
We suppose that the property is true for $1,2, \ldots, k$. We prove that it is true for $k+1$. Indeed, we have

$$
\mathbf{E}^{k+2}=\mathbf{M R E}^{k+1}+\mathbf{M S}\left[\sum_{i=0}^{k} \mathbf{Q}^{(k+1-i) L-1} \mathbf{P E}^{i}\right]+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{(k+2) L-1} \mathbf{B}^{0}
$$

For $i \geq 1$, replacing $\mathbf{E}^{i}$ by the induction formulation, we get

$$
\begin{aligned}
\mathbf{E}^{k+2}= & \mathbf{M R}\left[\mathbf{M C}_{k+1} \mathbf{E}^{0}+\mathbf{M D}_{k+1} \mathbf{B}^{0}+\overline{\mathbf{M}} \mathbf{S Q}^{(k+1) L-1} \mathbf{B}^{0}\right] \\
& +\mathbf{M S}\left[\sum_{i=1}^{k} \mathbf{Q}^{(k+1-i) L-1} \mathbf{P}\left[\mathbf{M C}_{i} \mathbf{E}^{0}+\mathbf{M D}_{i} \mathbf{B}^{0}+\overline{\mathbf{M}} \mathbf{S Q}^{i L-1} \mathbf{B}^{0}\right]\right] \\
& +\mathbf{M S Q}^{(k+1) L-1} \mathbf{P E}^{0}+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{(k+2) L-1} \mathbf{B}^{0} .
\end{aligned}
$$

Therefore, we obtain

$$
\mathbf{C}_{k+2}=\mathbf{R M C}_{k+1}+\mathbf{S}\left[\sum_{i=1}^{k} \mathbf{Q}^{(k+1-i) L-1} \mathbf{P M C}_{i}\right]+\mathbf{S Q}^{(k+1) L-1} \mathbf{P}
$$

$$
\mathbf{D}_{k+2}=\mathbf{R M D}_{k+1}+\mathbf{R} \overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{(k+1) L-1}+\mathbf{S} \sum_{i=1}^{k} \mathbf{Q}^{(k+1-i) L-1} \mathbf{P}\left[\mathbf{M D}_{i}+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{i L-1}\right]
$$

The matrices $\mathbf{C}_{k+2}$ and $\mathbf{D}_{k+2}$ are made from product and sum of lower triangular matrices, thus they are themselves lower triangular too.

To simplify the lemma, we assume that $\mathbf{B}^{0}$ is constructed from $\mathbf{E}^{0}$, that is there exists an operator $\mathscr{K}: \mathscr{X} \rightarrow\left(\mathscr{Y}_{0}\right)^{2}$ such that $\zeta_{n}^{0,0}=\mathscr{K}\left(E_{n+1}^{0}\right)$. Denoting

$$
\mathbf{K}=\left(\begin{array}{ccccc}
\mathscr{K} & 0 & 0 & \ldots & 0 \\
0 & \mathscr{K} & 0 & \ldots & 0 \\
0 & 0 & \mathscr{K} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \mathscr{K}
\end{array}\right)
$$

we get $\mathbf{B}^{0}=\mathbf{K} \mathbf{E}^{0}$. Then the expression in the lemma becomes

$$
\mathbf{E}^{k+1}=\mathbf{M C}_{k+1} \mathbf{E}^{0}+\mathbf{M D}_{k+1} \mathbf{K E}^{0}+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{(k+1) L-1} \mathbf{K E}^{0}
$$

Finally, setting $\mathbb{M}_{k}=\mathbf{M C}_{k}+\mathbf{M D}_{k} \mathbf{K}+\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{k L-1} \mathbf{K}$, we have $\mathbf{E}^{k}=\mathbb{M}_{k} \mathbf{E}^{0}$.
We obtain the following corollary
Corollary 1.26. $\mathbb{M}_{k}$ is a lower triangular matrix, with the diagonal $\mathscr{S} \mathscr{Q}^{k L-1} \mathscr{K}$. Consequently, its spectral radius tends to zero at the same rate of $\check{\rho}^{L}$ - the convergence rate of the OSWR method.

Proof. As $\mathbf{M}$ is strictly lower triangular, and $C^{k}$ and $D^{k}$ are lower triangular, then the matrix $\left(\mathbf{M C}_{k}+\mathbf{M D}_{k} \mathbf{K}\right)$ is strictly lower triangular. Therefore, $\mathbb{M}_{k}$ is lower triangular, and its diagonal is the diagonal of $\overline{\mathbf{M}} \mathbf{S} \mathbf{Q}^{k L-1} \mathbf{K}$, whose terms are all equal to $\mathscr{S} \mathscr{Q}^{k L-1} \mathscr{K}$. We then get that the spectral radius of $\mathbb{M}_{k}$ is also $\mathscr{S} \mathscr{Q}^{k L-1} \mathscr{K}$, which tends to zeros at the rate of $\mathscr{Q}^{L}$, i.e., $\check{\rho}^{L}$.

The rate of convergence of the spectral radius is quite nice and coincides with the rate of the OSWR method. However, as this spectral radius is not the norm of $\mathbb{M}_{k}$, the rate of convergence of this spectral radius is not the rate of convergence of the coupled algorithm. In the convergence analysis in the previous section, we showed that the error of the coupled method is bounded by $\check{\rho}^{k L}$ times a polynomial in $k$. In the numerical tests, one observes that this polynomial in $k$ could affect a lot the practical convergence. In particular, for advection dominated test cases in subsection 1.6.2, it is shown that the convergence of the coupled method is singular, dominated by Parareal, and very different from the linear convergence of OSWR.

## Chapter 2

## Space-time domain decomposition for the incompressible Stokes problem

Several studies on spatial domain decomposition approaches have been carried out for the steady Navier-Stokes equations. These works concern various aspects of domain decomposition (DD) methods: DD as algebraic methods for the discrete matrix system (e.g. [19], [21], [20], [70], [103], [115], [75], [67], see also [101]) optimization-based DD (e.g. [60], [76], [42]); DD on vorticity equations with fourth order discretization ([106], [99], [100]); non-overlapping DD via a penalization on the interface, [28], [29]; DD for reduced order model ([112], [6]) and the Schwarz method.

Among those DD approaches, the Schwarz method interests us most. It can be done on both discrete ([58], [113], [87], see also [88] for Oseen) or continuous ([33], [16]) formulations and use Robin transmission conditions. On the other hand, when one considers applying this method on evolutionary problems, the equations have to be discretized in time first to get space problems at each time step before doing any domain decomposition. Hence, similar time-discretizations for all sub-domains are compulsory, which causes a limit on the adaptation of the method. To overcome this limit, we pay attention to the Waveform Relaxation technique for domain decomposition, which allows flexibility in time discretization on each sub-domain by exchanging data through a space-time interface. The corresponding method, called Schwarz Waveform Relaxation (SWR) Method, are wildly used and analyzed for advection reaction diffusion equation equation, as introduced in the previous chapter.

For the application of SWR on the Navier-Stokes equations, we are aware of the proceeding [34] and the PhD thesis [35] which treat the compressible Euler and NavierStokes equations and proposed an algorithm and various numerical experiments. However, until now, there exists no convergence analysis for the incompressible NavierStokes equations. We contribute to the understanding of the behavior of the method by attacking representative, though simpler, model problems. To begin with, we analyze the method on the evolutionary Stokes equations, a simplified variation of the evolu-
tionary Navier-Stokes ones in which the convection is simply discarded. We shall see later that while the convergence analysis of the SWR for the Stokes equations can be performed in a similar manner as that of parabolic equations, it has however its own obstacle related to the pressure. Next, we extend the analysis to the evolutionary Oseen equations, a linearization of the Navier-Stokes equations in which the convective velocity field is considered as a given datum.

The chapter is organized as follows. In the first section, we present the model problem, the existence and uniqueness of its solutions, and its multi-domain form. Since the multi-domain formulation leads to the study of the Stokes equations with Robin boundary conditions, we study this setting in Section 2.2. Next, section 2.3 is dedicated to the algorithm. An important observation that seems to have been overlooked in previous works will be given in section 2.4. Indeed, we show that, in general, the pressure calculated by the OSWR algorithm will not converge to the monodomain solution. In section 2.5 , we obtain a convergence result on the velocity through an energy estimate, and in section 2.6 , we propose a simple technique to recover the pressure from a converged velocity. In section 2.7, a Fourier analysis is done to get a formulation for the convergence factor of the OSWR algorithm. Then, numerical illustrations for the unsteady Stokes system follow in section 2.8. In the next step, in Section 2.9 we apply similar techniques to the Oseen equations. The final two sections are discussions about the Parareal and coupled Parareal-OSWR for the Stokes equations.

### 2.1 Presentation of the model. The multidomain formulation

For a domain $\Omega \subseteq \mathbb{R}^{2}$, and for a given viscosity coefficient $v>0$ that we suppose constant and uniform, and for a given initial condition $\mathbf{u}_{0}$, we denote respectively by $\mathbf{u}, p$ and $\mathbf{f}$ the velocity, the pressure and the source term in the incompressible nonstationary Stokes system:

$$
\begin{array}{rllll}
\partial_{t} \mathbf{u}-v \Delta \mathbf{u}+\nabla p & =\mathbf{f} & \text { in } & \Omega \times(0, T) \\
\nabla \cdot \mathbf{u} & =0 & & \text { in } & \Omega \times(0, T) \\
\mathbf{u}(., t=0) & =\mathbf{u}_{0} & \text { in } & \Omega  \tag{2.1}\\
\mathbf{u} & =0 & & \text { on } & \\
\partial \Omega \times(0, T)
\end{array}
$$

This system does not have a unique solution: if $(\mathbf{u}, p)$ is a solution, then $(\mathbf{u}, p+c)$ is also a solution, for any constant $c$. Then, for uniqueness, one needs, for example, the zero-mean condition on the pressure

$$
\begin{equation*}
\int_{\Omega} p=0 \tag{2.2}
\end{equation*}
$$

We then denote by $L_{0}^{2}(\Omega)=\left\{p \in L^{2}(\Omega), \int_{\Omega} p=0\right\}$.
Next, we shall introduce the following spaces, which are the completions, in $H^{1}(\Omega)$ and in $L^{2}(\Omega)$, respectively, of the set of compactly supported $\mathscr{C}^{\infty}$ functions with vanishing divergence:

$$
\begin{align*}
V & =\left\{\mathbf{u} \in\left[H_{0}^{1}(\Omega)\right]^{2}, \nabla \cdot \mathbf{u}=0\right\} \\
H & =\left\{\mathbf{u} \in\left[L^{2}(\Omega)\right]^{2}, \nabla \cdot \mathbf{u}=0, \mathbf{u} \cdot \boldsymbol{n}_{\partial \Omega}=0 \text { on } \partial \Omega\right\} \tag{2.3}
\end{align*}
$$

We denote by $V^{\prime}$ the dual space of $V$. We recall here Proposition IV.5.13 in the book [18]
Theorem 2.1. Let $\Omega$ be a connected, bounded, Lipschitz domain of $\mathbb{R}^{2}$. For any $\mathbf{u}_{0} \in H$ and $\mathbf{f} \in L_{\mathrm{loc}}^{2}\left(\left[0,+\infty\left[,\left(H^{-1}(\Omega)\right)^{2}\right)\right.\right.$, problem (2.1)-(2.2) has a unique solution such that, for any $T>0$

$$
(\mathbf{u}, p) \in\left(L^{2}((0, T), V) \cap \mathscr{C}^{0}([0, T], H)\right) \times W^{-1, \infty}\left((0, T), L_{0}^{2}(\Omega)\right)
$$

and it holds that

$$
\partial_{t} \mathbf{u} \in L^{2}\left((0, T), V^{\prime}\right)
$$

Theorem 2.1 shows us the well-posedness of (2.1) only in the distributional sense. We recall next the existence and regularity properties of the strong solution, which is given in [78, Theorem 1, Page 86].

Theorem 2.2. Let $\Omega$ be a bounded domain domain of $\mathbb{R}^{2}$ with twice continuously differentiable boundary. For any $\mathbf{u}_{0} \in V$ and $\left.\mathbf{f} \in L^{2}\left((0, T), L^{2}(\Omega)\right)^{2}\right)$, problem (2.1)-(2.2) has a unique solution $(\mathbf{u}, p)$ such that

$$
\begin{gathered}
\mathbf{u} \in \mathscr{C}^{0}([0, T], V) \cap L^{2}\left((0, T),\left(H^{2}(\Omega)\right)^{2}\right), \partial_{t} \mathbf{u} \in L^{2}\left((0, T), L^{2}(\Omega)\right)^{2} \\
p \in L^{2}\left((0, T), H^{1}(\Omega)\right) .
\end{gathered}
$$

Remark 2.3. There are other results with different hypothesis and regularities. For example, [18, Theorem V.2.1] states a regularity result for the Navier-Stokes equations that only requires a continuously differentiable boundary.

In order to apply a domain-decomposition strategy for this problem, we decompose $\Omega$ into $M$ non-overlapping subdomains $\Omega_{i}$, i.e. $\Omega_{i} \cap \Omega_{j}=\emptyset$ and $\bar{\Omega}=\bigcup_{i=1}^{M} \overline{\Omega_{i}}$. For $i=1,2, \ldots, M$, we denote by $\mathscr{I}_{i}$ the set of indices of the neighbouring subdomain(s) of $\Omega_{i}$ : it holds that $j \in \mathscr{I}_{i}$ if and only if $\left|\partial \Omega_{i} \cap \partial \Omega_{j}\right|>0$, where $|\cdot|$ denotes the one dimensional measure. We denote by $\Gamma_{i j}$ the interface (if it exists) between $\Omega_{i}$ and $\Omega_{j}$, $\mathbf{n}_{i j}$ the unit normal vector on $\Gamma_{i j}$, directed from $\Omega_{i}$ to $\Omega_{j}$. Note that this implies that $\mathbf{n}_{i j}=-\mathbf{n}_{j i}$.

Denoting by $\mathbf{u}_{i},\left(\mathbf{u}_{0}\right)_{i}, p_{i}$ and $\mathbf{f}_{i}$ the respective restrictions of $\mathbf{u}, \mathbf{u}_{0}, p$ and $\mathbf{f}$ to $\Omega_{i}$, the monodomain problem is equivalent to the following multidomain one

$$
\begin{array}{rlrl}
\partial_{t} \mathbf{u}_{i}-v \Delta \mathbf{u}_{i}+\nabla p_{i} & =\mathbf{f}_{i} & & \text { in } \\
\nabla \cdot \mathbf{u}_{i} \times(0, T) & =0 & & \text { in } \\
\Omega_{i} \times(0, T)  \tag{2.4}\\
\mathbf{u}_{i}(., t=0) & =\left(\mathbf{u}_{0}\right)_{i} & & \text { in } \\
\mathbf{u}_{i} & =0 & & \text { on }
\end{array}\left(\partial \Omega \cap \partial \Omega_{i}\right) \times(0, T)
$$

with $i=1,2, \ldots, M$, together with the physical transmission conditions on $\Gamma_{i j} \times(0, T)$, $j \in \mathscr{I}_{i}$

$$
\begin{align*}
\mathbf{u}_{i} & =\mathbf{u}_{j} \\
v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}_{i j} & =v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}  \tag{2.5}\\
v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}-p_{i} & =v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}-p_{j}
\end{align*}
$$

The condition $\mathbf{u}_{i}=\mathbf{u}_{j}$ can be rewritten as

$$
\begin{aligned}
\mathbf{u}_{i} \cdot \boldsymbol{n}_{i j} & =-\mathbf{u}_{j} \cdot \boldsymbol{n}_{j i} \\
\mathbf{u}_{i} \times \boldsymbol{n}_{i j} & =-\mathbf{u}_{j} \times \boldsymbol{n}_{j i}
\end{aligned}
$$

Hence we can write the transmission conditions on $\Gamma_{i j} \times(0, T)$ as

$$
\begin{align*}
\mathbf{u}_{i j} \cdot \boldsymbol{n}_{i j} & =-\mathbf{u}_{j i} \cdot \boldsymbol{n}_{j i} \\
\mathbf{u}_{j} \times \boldsymbol{n}_{i j} & =-\mathbf{u}_{j} \times \boldsymbol{n}_{j i} \\
v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}-p_{i} & =v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}-p_{j}  \tag{2.6}\\
v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}_{i j} & =v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}
\end{align*}
$$

For any choice of $\left(\alpha_{i j}, \alpha_{j i}, \beta_{i j}, \beta_{j i}\right) \in\left(\mathbb{R}^{+*}\right)^{4}$, those conditions are equivalent to the following Robin transmission conditions on $\Gamma_{i j} \times(0, T)=\Gamma_{j i} \times(0, T)$ :

$$
\begin{align*}
\alpha_{i j}\left(v \partial_{n_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}-p_{i}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{i j} & =\alpha_{i j}\left(v \partial_{n_{i j}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{i j}-p_{j}\right)+\mathbf{u}_{j} \cdot \boldsymbol{n}_{i j} \\
\alpha_{j i}\left(v \partial_{n_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}-p_{j}\right)+\mathbf{u}_{j} \cdot \boldsymbol{n}_{j i} & =\alpha_{j i}\left(v \partial_{n_{j i}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{j i}-p_{i}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{j i}  \tag{2.7}\\
\beta_{i j} v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}_{i j}+\mathbf{u}_{i} \times \boldsymbol{n}_{i j} & =\beta_{i j} v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j} \times \boldsymbol{n}_{i j}+\mathbf{u}_{j} \times \boldsymbol{n}_{i j} \\
\beta_{j i} v \partial_{n_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}+\mathbf{u}_{j} \times \boldsymbol{n}_{j i} & =\beta_{j i} v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{i} \times \boldsymbol{n}_{j i}+\mathbf{u}_{i} \times \boldsymbol{n}_{j i}
\end{align*}
$$

Finally, the zero-mean condition for the pressure is equivalent to

$$
\begin{equation*}
\sum_{i=1}^{M} \int_{\Omega_{i}} p_{i}=0 \tag{2.8}
\end{equation*}
$$

This setting requires that we should study the Stokes system in a domain where Robin boundary conditions are applied on a part of the boundary. This is what is done in the next section.

### 2.2 The Stokes problem with Robin boundary conditions

We now consider a domain, still denoted by $\Omega$, for which the boundary is decomposed into two parts: $\partial \Omega=\Gamma_{D} \cup \Gamma_{R}$, with $\left|\Gamma_{R}\right|>0$. Let $\boldsymbol{n}$ be the outgoing normal vector on $\Gamma_{R}$; we consider the following system, with $\alpha>0$ and $\beta>0$

$$
\begin{array}{rlrl}
\partial_{t} \mathbf{u}-v \Delta \mathbf{u}+\nabla p & =\mathbf{f} & \text { in } & \Omega \times(0, T) \\
\nabla \cdot \mathbf{u} & =0 & \text { in } & \Omega \times(0, T) \\
\mathbf{u}(., t=0) & =\mathbf{u}_{0} & \text { in } & \Omega \\
\mathbf{u} & =0 & & \text { on }  \tag{2.9}\\
\Gamma_{D} \times(0, T) \\
\alpha\left(v \partial_{\boldsymbol{n}} \mathbf{u} \cdot \boldsymbol{n}-p\right)+\mathbf{u} \cdot \boldsymbol{n} & =g & & \text { on } \\
\Gamma_{R} \times(0, T) \\
\beta v \partial_{n} \mathbf{u} \times \boldsymbol{n}+\mathbf{u} \times \boldsymbol{n} & =\xi & & \text { on } \\
\Gamma_{R} \times(0, T)
\end{array}
$$

where $\mathbf{f}$ is at least in $\left[L^{2}(\Omega \times(0, T))\right]^{2}, g$ and $\xi$ are at least in $\left[L^{2}\left(\Gamma_{R} \times(0, T)\right)\right]$. In order to set this problem under an appropriate (parabolic) variational form, we perform the following calculations: Let $\mathbf{v}$ be a (smooth enough) test function that vanishes on $\Gamma_{D}$, and whose divergence vanishes on $\Omega$; we have, on the one hand

$$
-v \int_{\Omega} \Delta \mathbf{u} \cdot \mathbf{v}=v \int_{\Omega} \nabla \mathbf{u}: \nabla \mathbf{v}-v \int_{\partial \Omega} \partial_{n} \mathbf{u} \cdot \mathbf{v}
$$

$$
\begin{aligned}
& =v \int_{\Omega} \nabla \mathbf{u}: \nabla \mathbf{v}-v \int_{\Gamma_{R}} \partial_{\boldsymbol{n}} \mathbf{u} \cdot \mathbf{v} \\
& =v \int_{\Omega} \nabla \mathbf{u}: \nabla \mathbf{v}-v \int_{\Gamma_{R}}\left(\partial_{\boldsymbol{n}} \mathbf{u} \times \boldsymbol{n}\right) \cdot(\mathbf{v} \times \boldsymbol{n})-v \int_{\Gamma_{R}}\left(\partial_{\boldsymbol{n}} \mathbf{u} \cdot \boldsymbol{n}\right)(\mathbf{v} \cdot \boldsymbol{n})
\end{aligned}
$$

where $\nabla \mathbf{u}: \nabla \mathbf{v}=\operatorname{trace}\left(\nabla^{t} \mathbf{v} \nabla \mathbf{u}\right)$ and

$$
\int_{\Omega} \nabla p \cdot \mathbf{v}=-\int_{\Omega} p \nabla \cdot \mathbf{v}+\int_{\partial \Omega} p \mathbf{v} \cdot \boldsymbol{n}=\int_{\Gamma_{R}} p \mathbf{v} \cdot \mathbf{n}
$$

on the other hand. Hence, grouping integrals on $\Gamma_{R}$ and using Robin boundary conditions, we obtain

$$
\begin{align*}
-v \int_{\Omega} \Delta \mathbf{u} \cdot \mathbf{v}+\int_{\Omega} \nabla p \cdot \mathbf{v}= & v \int_{\Omega} \nabla \mathbf{u}: \nabla \mathbf{v} \\
- & \int_{\Gamma_{R}}\left(v \partial_{\boldsymbol{n}} \mathbf{u} \times \boldsymbol{n}\right) \cdot(\mathbf{v} \times \boldsymbol{n})-\int_{\Gamma_{R}}\left(v \partial_{\boldsymbol{n}} \mathbf{u} \cdot \boldsymbol{n}-p\right)(\mathbf{v} \cdot \boldsymbol{n}) \\
= & v \int_{\Omega} \nabla \mathbf{u}: \nabla \mathbf{v}  \tag{2.10}\\
& +\frac{1}{\alpha} \int_{\Gamma_{R}}(\mathbf{u} \cdot \boldsymbol{n})(\mathbf{v} \cdot \boldsymbol{n})+\frac{1}{\beta} \int_{\Gamma_{R}}(\mathbf{u} \times \boldsymbol{n}) \cdot(\mathbf{v} \times \boldsymbol{n}) \\
& -\frac{1}{\alpha} \int_{\Gamma_{R}} g(\mathbf{v} \cdot \boldsymbol{n})-\frac{1}{\beta} \int_{\Gamma_{R}} \xi \cdot(\mathbf{v} \times \mathbf{n}) .
\end{align*}
$$

We then define the following spaces: $V_{D}$ is the subset of velocities in $\left[H^{1}(\Omega)\right]^{2}$ that vanish on the Dirichlet boundary and whose divergence vanish in $\Omega$, and $H_{D}$ is its completion in $\left[L^{2}(\Omega)\right]^{2}$

$$
\begin{align*}
V_{D} & =\left\{\mathbf{u} \in\left[H^{1}(\Omega)\right]^{2}, \mathbf{u}=0 \text { on } \Gamma_{D}, \nabla \cdot \mathbf{u}=0\right\}  \tag{2.11}\\
H_{D} & =\left\{\mathbf{u} \in\left[L^{2}(\Omega)\right]^{2}, \mathbf{u} \cdot \mathbf{n}=0 \text { on } \Gamma_{D}, \nabla \cdot \mathbf{u}=0\right\}
\end{align*}
$$

equipped with the $H^{1}$ and $L^{2}$ norms, respectively.
We can define the following bilinear form $a(\cdot, \cdot)$ on $V_{D} \times V_{D}$ and, for a.e. $t \in(0, T)$ the following linear form $c(\cdot)$ on $V_{D}$

$$
\begin{align*}
& a(\mathbf{u}, \mathbf{v})=v(\nabla \mathbf{u}, \nabla \mathbf{v})_{\Omega}+\frac{1}{\alpha}(\mathbf{u} \cdot \mathbf{n}, \mathbf{v} \cdot \boldsymbol{n})_{\Gamma_{R}}+\frac{1}{\beta}(\mathbf{u} \times \mathbf{n}, \mathbf{v} \times \boldsymbol{n})_{\Gamma_{R}},  \tag{2.12}\\
& c(t, \mathbf{v})=(\mathbf{f}(t), \mathbf{v})_{\Omega}+\frac{1}{\alpha}(g(t), \mathbf{v} \cdot \boldsymbol{n})_{\Gamma_{R}}+\frac{1}{\beta}(\xi(t), \mathbf{v} \times \boldsymbol{n})_{\Gamma_{R}}, \tag{2.13}
\end{align*}
$$

where $(\cdot, \cdot)_{D}$ denotes, for any set $D$ (whatever the space-dimension of $D$ ) the standard $L^{2}$ product on $D$. In the same way, we shall use the notation $\|\cdot\|_{D}$ for the associated $L^{2}(D)$ norm. All terms in the definition of the forms $a$ and $c$ are well-defined for $(\mathbf{u}, \mathbf{v}) \in$ $V_{D} \times V_{D}$. The fact that $c$ depends on $t$ is due to the fact that $\mathbf{f}, g$ and $\xi$ may depend on time.
$V_{D}$ is dense in $H_{D}$ and the embedding $V_{D} \subset H_{D}$ is continuous. We can identify $H_{D}$ with its dual space, and we are in the situation where $V_{D} \subset H_{D} \equiv H_{D}^{\prime} \subset V_{D}^{\prime}$, which is the classical setting for parabolic equations (see e.g. [41, Section 6.1], [22, Page 218]). In this context, these references state the following result:

Theorem 2.4. Let a be a mapping $a:(0, T) \times V_{D} \times V_{D} \mapsto \mathbb{R}$ be such that $a(t, \cdot, \cdot)$ is bilinear for almost every $t \in(0, T)$ and such that the following properties are verified:

- The function $t \mapsto a(t, \mathbf{u}, \mathbf{v})$ is measurable for all $(\mathbf{u}, \mathbf{v}) \in V_{D}^{2}$
- $\exists M \in \mathbb{R}$ such that $|a(t, \mathbf{u}, \mathbf{v})| \leq M\|\mathbf{u}\|_{V_{D}}\|\mathbf{v}\|_{V_{D}}$ for almost every $t$ and for all $(\mathbf{u}, \mathbf{v}) \in$ $V_{D}^{2}$
- $\exists m>0$ such that $a(t, \mathbf{u}, \mathbf{u}) \geq m\|\mathbf{u}\|_{V_{D}}^{2}$ for almost every $t$ and for all $\mathbf{u} \in V_{D}$.

Let $t \mapsto c(t, \cdot)$ be an element of $L^{2}\left((0, T), V_{D}^{\prime}\right)$. Then, if $\mathbf{u}_{0} \in H_{D}$ there exists a unique solution $\mathbf{u} \in\left(L^{2}\left((0, T), V_{D}\right) \cap \mathscr{C}^{0}\left([0, T], H_{D}\right)\right)$, with $\partial_{t} \mathbf{u} \in L^{2}\left((0, T), V_{D}^{\prime}\right)$, to the following problem

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{u}, \mathbf{v}\right\rangle_{V_{D}^{\prime}, V_{D}}+a(t, \mathbf{u}, \mathbf{v})=c(t, \mathbf{v}), \quad \text { a.e. } t \in(0, T), \forall \mathbf{v} \in V_{D}  \tag{2.14}\\
& \mathbf{u}(0)=\mathbf{u}_{0} \tag{2.15}
\end{align*}
$$

We shall apply this result to our setting, with the simplification that the bilinear form defined by (2.12) does not depend on time. We obtain the following result:

Theorem 2.5. Let $\mathbf{f} \in L^{2}\left((0, T),\left[L^{2}(\Omega)\right]^{2}\right), g, \xi \in L^{2}\left((0, T), L^{2}\left(\Gamma_{R}\right)\right)$, and $\mathbf{u}_{0} \in H_{D}$. Let a and $c$ be defined by (2.12) and (2.13), respectively. Then, problem (2.14)-(2.15) admits a unique solution $\mathbf{u} \in\left(L^{2}\left((0, T), V_{D}\right) \cap \mathscr{C}^{0}\left([0, T], H_{D}\right)\right)$, with $\partial_{t} \mathbf{u} \in L^{2}\left((0, T), V_{D}^{\prime}\right)$.

Proof. We shall show that $a$ and $c$ verify the hypothesis of Theorem 2.4. First, it is well-known that, as soon as $\left|\Gamma_{R}\right|>0$, then

$$
\|\mathbf{u}\|_{V_{D}}:=\left(\|\nabla \mathbf{u}\|_{\Omega}^{2}+\|\mathbf{u}\|_{\Gamma_{R}}^{2}\right)^{\frac{1}{2}}=\left(\|\nabla \mathbf{u}\|_{\Omega}^{2}+\|\mathbf{u} \cdot \boldsymbol{n}\|_{\Gamma_{R}}^{2}+\|\mathbf{u} \times \boldsymbol{n}\|_{\Gamma_{R}}^{2}\right)^{\frac{1}{2}}
$$

is a norm equivalent to the $H^{1}$ norm on $V_{D}$, and we shall therefore work with this norm.
Next, the following properties hold for the bilinear form $a$ :

- let $M=\max \left(v, \frac{1}{\alpha}, \frac{1}{\beta}\right)$, then

$$
\begin{equation*}
|a(\mathbf{u}, \mathbf{v})| \leq M\|\mathbf{u}\|_{V_{D}}\|\mathbf{v}\|_{V_{D}}, \forall \mathbf{u}, \mathbf{v} \in V_{D} \tag{2.16}
\end{equation*}
$$

- let $m=\min \left(v, \frac{1}{\alpha}, \frac{1}{\beta}\right)>0$, then

$$
\begin{equation*}
a(\mathbf{u}, \mathbf{u}) \geq m\|\mathbf{u}\|_{V_{D}}^{2}, \forall \mathbf{u} \in V_{D} \tag{2.17}
\end{equation*}
$$

Indeed, as far as the first inequality is concerned, we have

$$
\begin{aligned}
|a(\mathbf{u}, \mathbf{v})| & \leq v\|\nabla \mathbf{u}\|_{\Omega}\|\nabla \mathbf{v}\|_{\Omega}+\frac{1}{\alpha}\|\mathbf{u} \cdot \boldsymbol{n}\|_{\Gamma_{R}}\|\mathbf{v} \cdot \boldsymbol{n}\|_{\Gamma_{R}}+\frac{1}{\beta}\|\mathbf{u} \times \boldsymbol{n}\|_{\Gamma_{R}}\|\mathbf{v} \times \boldsymbol{n}\|_{\Gamma_{R}} \\
& \leq M\left(\|\nabla \mathbf{u}\|_{\Omega}\|\nabla \mathbf{v}\|_{\Omega}+\|\mathbf{u} \cdot \boldsymbol{n}\|_{\Gamma_{R}}\|\mathbf{v} \cdot \boldsymbol{n}\|_{\Gamma_{R}}+\|\mathbf{u} \times \boldsymbol{n}\|_{\Gamma_{R}}\|\mathbf{v} \times \boldsymbol{n}\|_{\Gamma_{R}}\right) \\
& \leq M\left(\|\nabla \mathbf{u}\|_{\Omega}^{2}+\|\mathbf{u} \cdot \boldsymbol{n}\|_{\Gamma_{R}}^{2}+\|\mathbf{u} \times \boldsymbol{n}\|_{\Gamma_{R}}^{2}\right)^{\frac{1}{2}}\left(\|\nabla \mathbf{v}\|_{\Omega}^{2}+\|\mathbf{v} \cdot \boldsymbol{n}\|_{\Gamma_{R}}^{2}+\|\mathbf{v} \times \boldsymbol{n}\|_{\Gamma_{R}}^{2}\right)^{\frac{1}{2}} \\
& \leq M\|\mathbf{u}\|_{V_{D}}\|\mathbf{v}\|_{V_{D}} .
\end{aligned}
$$

Then, as far as the second inequality is concerned, we have

$$
\begin{aligned}
a(\mathbf{u}, \mathbf{u}) & =v\|\nabla \mathbf{u}\|_{\Omega}^{2}+\frac{1}{\alpha}\|\mathbf{u} \cdot \boldsymbol{n}\|_{\Gamma_{R}}^{2}+\frac{1}{\beta}\|\mathbf{u} \times \boldsymbol{n}\|_{\Gamma_{R}}^{2} \\
& \geq m\left(\|\nabla \mathbf{u}\|_{\Omega}^{2}+\|\mathbf{u} \cdot \boldsymbol{n}\|_{\Gamma_{R}}^{2}+\|\mathbf{u} \times \boldsymbol{n}\|_{\Gamma_{R}}^{2}\right) \\
& \geq m\|\mathbf{u}\|_{V_{D}}^{2} .
\end{aligned}
$$

We then show that, for a.e. $t \in(0, T)$, the linear form $c(t, \cdot)$ is continuous on $V_{D}$. Indeed, $\forall \mathbf{v} \in V_{D}$

$$
|c(t, \mathbf{v})| \leq\|\mathbf{f}(t)\|_{\Omega}\|\mathbf{v}\|_{\Omega}+\frac{1}{\alpha}\|g(t)\|_{\Gamma_{R}}\|\mathbf{v} \cdot \boldsymbol{n}\|_{\Gamma_{R}}+\frac{1}{\beta}\|\xi(t)\|_{\Gamma_{R}}\|\mathbf{v} \times \boldsymbol{n}\|_{\Gamma_{R}}
$$

Then, by equivalence of the $H^{1}(\Omega)$ norm with $\|\cdot\|_{V_{D}}$, there exists a constant $C_{1}$ s.t. $\forall \mathbf{v} \in V_{D}$

$$
\|\mathbf{v}\|_{\Omega} \leq\|\mathbf{v}\|_{\left[H^{1}(\Omega)\right]^{2}} \leq C_{1}\|\mathbf{v}\|_{V_{D}}
$$

Hence, $\forall \mathbf{v} \in V_{D}$

$$
\begin{align*}
|c(t, \mathbf{v})| & \leq C_{1}\|\mathbf{f}(t)\|_{\Omega}\|\mathbf{v}\|_{V_{D}}+\left(\frac{1}{\alpha}\|g(t)\|_{\Gamma_{R}}\right)\|\mathbf{v}\|_{V_{D}}+\left(\frac{1}{\beta}\|\xi(t)\|_{\Gamma_{R}}\right)\|\mathbf{v}\|_{V_{D}}  \tag{2.18}\\
& \leq\left[C_{1}\|\mathbf{f}(t)\|_{\Omega}+\frac{1}{\alpha}\|g(t)\|_{\Gamma_{R}}+\frac{1}{\beta}\|\xi(t)\|_{\Gamma_{R}}\right]\|\mathbf{v}\|_{V_{D}}
\end{align*}
$$

Moreover, thanks to the hypothesis on the time dependence of $\mathbf{f}, g$ and $\xi$, the quantity

$$
C_{1}\|\mathbf{f}(t)\|_{\Omega}+\frac{1}{\alpha}\|g(t)\|_{\Gamma_{R}}+\frac{1}{\beta}\|\xi(t)\|_{\Gamma_{R}}
$$

is square integrable on $(0, T)$, and we can now apply Theorem 2.4 , which finishes the proof.

Remark 2.6. Since $V_{D}$ is continuously and densely embedded in $H_{D}$, the fact that $\mathbf{u} \in$ $\mathscr{C}^{0}\left([0, T], H_{D}\right)$ is a consequence of the fact that the space

$$
\mathscr{W}\left(V_{D}, V_{D}^{\prime}\right):=\left\{\mathbf{v}:(0, T) \mapsto V_{D} ; \mathbf{v} \in L^{2}\left((0, T), V_{D}\right) ; \partial_{t} \mathbf{v} \in L^{2}\left((0, T), V_{D}^{\prime}\right)\right\}
$$

is included in $\mathscr{C}^{0}\left([0, T], H_{D}\right)$, as stated, for example, by [41, Lemma 6.2] and [Theorem II.5.13][18].

This has the important implication that it is legitimate to consider $\mathbf{u}(t) \in H_{D}$ for all $t \in[0, T]$. Moreover, the following integral equality holds for all $t \in[0, T]$ and for all $(\mathbf{u}, \mathbf{v}) \in\left[\mathscr{W}\left(V_{D}, V_{D}^{\prime}\right)\right]^{2}$ (see [41, Lemma 6.3] and [18, Theorem II.5.12]):

$$
\begin{equation*}
\int_{0}^{t}\left(\left\langle\partial_{t} \mathbf{u}(s), \mathbf{v}(s)\right\rangle_{V_{D}^{\prime}, V_{D}}+\left\langle\partial_{t} \mathbf{v}(s), \mathbf{u}(s)\right\rangle_{V_{D}^{\prime}, V_{D}}\right) d s=(\mathbf{u}(t), \mathbf{v}(t))_{\Omega}-(\mathbf{u}(0), \mathbf{v}(0))_{\Omega} \tag{2.19}
\end{equation*}
$$

Now, since we have obtained the velocity $\mathbf{u}$ from the constrained variational problem (2.14)-(2.15), we shall construct the pressure by relaxing the divergence free condition on the velocity test functions, and we shall therefore consider the space

$$
X_{D}=\left\{\mathbf{v} \in\left[H^{1}(\Omega)\right]^{2}, \mathbf{v}=0 \text { on } \Gamma_{D}\right\}
$$

equipped with the above-defined norm $\|\cdot\|_{V_{D}}$. Like often with the Stokes problem, we shall rely on the surjectivity of the divergence operator, and on general properties of surjective mappings in Hilbert spaces. More precisely, we shall use the following results

Lemma 2.7. The mapping $B$ from $X_{D}$ into $L^{2}(\Omega)$ defined by $B(\mathbf{v})=-\nabla \cdot \mathbf{v}$ is continuous and surjective.

Proof. This is a special case of [41, Lemma 4.9] (with, using the notations of [41], $\partial \Omega_{1}=\Gamma_{D}, \partial \Omega_{2}=\emptyset, \partial \Omega_{3}=\emptyset$ and $\left.\partial \Omega_{4}=\Gamma_{R}\right)$.

Lemma 2.8. Let $L$ be in $\mathscr{L}(E ; F)$ and $L^{T}$ be its adjoint in $\mathscr{L}\left(F^{\prime} ; E^{\prime}\right)$, then if $L$ is surjective in $F$, then $\operatorname{Im} L^{T}$ is closed in $E^{\prime}$.

Before stating the next Lemma, we recall the following definition (see, e.g. [18, Definition IV.2.1]) and properties (see, e.g. [18, Remark IV.2.1])

Definition 2.9. Let $E$ be a Banach space with dual space $E^{\prime}$; then for any subset $A \subset E$, we define $A^{\perp} \subset E^{\prime}$ as follows:

$$
A^{\perp}:=\left\{\phi \in E^{\prime}, \forall x \in A,\langle\phi, x\rangle_{E^{\prime}, E}=0\right\}
$$

Proposition 2.10. If $A \subset C \subset E$, then $C^{\perp} \subset A^{\perp}$.
Proposition 2.11. If $A$ is a linear subspace of $E$, then $\left(A^{\perp}\right)^{\perp}=A$ if and only if $A$ is closed in $E$.

Moreover, we also recall the following general result
Lemma 2.12. Let $L$ be in $\mathscr{L}(E ; F)$, then $\left(\operatorname{Im} L^{T}\right)^{\perp} \subset \operatorname{Ker} L$
Proof. If $f \in\left(\operatorname{Im} L^{T}\right)^{\perp}$, then $\left\langle L^{T} q, f\right\rangle_{E^{\prime}, E}=0$ for all $q \in F^{\prime}$. Thus $\langle q, L f\rangle_{F^{\prime}, F}=0$ for all $q \in F^{\prime}$, which means that $L f=0$, and thus $f \in \operatorname{Ker} L$.

From these results, we obtain the following Lemma, which will be useful in the construction of the pressure field:

Lemma 2.13. Let $B^{T}$ be the adjoint operator of $B$, from $L^{2}(\Omega)$ into $X_{D}^{\prime}$. Then for any $\ell$ in $X_{D}^{\prime}$ that vanishes on $V_{D}$, there exists $P \in L^{2}(\Omega)$ such that $\ell=B^{T} P$.

Proof. Since $B$ is in $\mathscr{L}\left(X_{D} ; L^{2}(\Omega)\right)$ and since $B$ is surjective (see Lemma 2.7), then it holds that $\left(\operatorname{Im} B^{T}\right)$ is closed in $X_{D}^{\prime}$ (see Lemma 2.8), and that $\left(\left(\operatorname{Im} B^{T}\right)^{\perp}\right)^{\perp}=\operatorname{Im} B^{T}$ (see Lemma 2.11). Now, using Lemma 2.12 and Proposition 2.10, we obtain that $(\operatorname{Ker} B)^{\perp} \subset$ $\left(\left(\operatorname{Im} B^{T}\right)^{\perp}\right)^{\perp}=\operatorname{Im} B^{T}$. So if $\ell$ in $X_{D}^{\prime}$ vanishes on $V_{D}=\operatorname{Ker} B$, then $\ell$ is in $(\operatorname{Ker} B)^{\perp}$ and so in $\operatorname{Im} B^{T}$, which exactly means that there exists $P \in L^{2}(\Omega)$ such that $\ell=B^{T} P$.

Using this result, we can now state
Theorem 2.14. With $\mathbf{f} \in L^{2}\left((0, T),\left[L^{2}(\Omega)\right]^{2}\right), \xi, g \in L^{2}\left((0, T), L^{2}\left(\Gamma_{R}\right)\right)$ and $\mathbf{u}_{0} \in H_{D}$, there exists unique $p \in W^{-1, \infty}\left((0, T), L^{2}(\Omega)\right), \mathbf{u} \in\left(L^{2}\left((0, T), V_{D}\right) \cap \mathscr{C}^{0}\left([0, T], H_{D}\right)\right)$, with $\partial_{t} \mathbf{u} \in L^{2}\left((0, T), V_{D}^{\prime}\right)$ such that $(\mathbf{u}, p)$ verifies problem (2.9) in the sense that

- $\mathbf{u}$ verifies (2.14)-(2.15)
- $p=\partial_{t} P$ with $P \in L^{\infty}\left((0, T), L^{2}(\Omega)\right)$ satisfying

$$
\begin{equation*}
\int_{0}^{t} c(s, \mathbf{v}) d s-(\mathbf{u}(t), \mathbf{v})_{\Omega}+\left(\mathbf{u}_{0}, \mathbf{v}\right)_{\Omega}-\int_{0}^{t} a(\mathbf{u}(s), \mathbf{v}) d s=-\int_{\Omega} P(t) \nabla \cdot \mathbf{v}, \forall \mathbf{v} \in X_{D} \tag{2.20}
\end{equation*}
$$

Proof. Let $\mathbf{u}$ be the solution of (2.14)-(2.15), and consider, for this $\mathbf{u}$, the function $t \mapsto$ $a(\mathbf{u}(t), \mathbf{v})$ and the function $t \mapsto c(t, \mathbf{v})$ where $a$ and $c$ are defined by (2.12) and (2.13). Then their definitions can be straightforwardly extended to consider $\mathbf{v} \in X_{D}$ and, for any $t \in(0, T)$, the following element of $X_{D}^{\prime}$ is well-defined:

$$
b(t, \mathbf{v}):=\int_{0}^{t} c(s, \mathbf{v})-(\mathbf{u}(t), \mathbf{v})_{\Omega}+\left(\mathbf{u}_{0}, \mathbf{v}\right)_{\Omega}-\int_{0}^{t} a(\mathbf{u}(s), \mathbf{v}) d s, \forall \mathbf{v} \in X_{D} .
$$

Indeed, one has that

$$
\begin{aligned}
\left|\int_{0}^{t} a(\mathbf{u}(s), \mathbf{v}) d s\right| & \leq \int_{0}^{t} M\|\mathbf{u}(s)\|_{X_{D}}\|\mathbf{v}\|_{X_{D}} d s \\
& \leq M \sqrt{t}\left[\int_{0}^{t}\|\mathbf{u}(s)\|_{X_{D}}^{2} d s\right]^{\frac{1}{2}}\|\mathbf{v}\|_{X_{D}} \\
& \leq M \sqrt{T}\|\mathbf{u}\|_{L^{2}\left((0, T), V_{D}\right.}\|\mathbf{v}\|_{X_{D}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\int_{0}^{t} c(s, \mathbf{v}) d s\right| & \leq \int_{0}^{t}\left(C_{1}\|\mathbf{f}(s)\|_{\Omega}+\frac{1}{\alpha}\|g(s)\|_{\Gamma_{R}}+\frac{1}{\beta}\|\xi(s)\|_{\Gamma_{R}}\right)\|\mathbf{v}\|_{X_{D}} \\
& \leq \gamma_{1}\|\mathbf{v}\|_{X_{D}}
\end{aligned}
$$

with

$$
\gamma_{1}=C_{1} \sqrt{T}\|f\|_{L^{2}\left((0, T),\left[L^{2}(\Omega)\right]^{2}\right)}+\frac{\sqrt{T}}{\alpha}\|g\|_{L^{2}\left((0, T), L^{2}\left(\Gamma_{R}\right)\right)}+\frac{\sqrt{T}}{\beta}\|\xi\|_{L^{2}\left((0, T), L^{2}\left(\Gamma_{R}\right)\right)} .
$$

In addition, since $\mathbf{u}$ belongs to $\mathscr{C}^{0}\left([0, T], H_{D}\right)$, then

$$
\left|-(\mathbf{u}(t), \mathbf{v})_{\Omega}+\left(\mathbf{u}_{0}, \mathbf{v}\right)_{\Omega}\right| \leq 2\|\mathbf{u}\|_{L^{\infty}\left([0, T],\left[L^{2}(\Omega)\right]^{2}\right)}\|\mathbf{v}\|_{\Omega} \leq 2 C_{1}\|\mathbf{u}\|_{L^{\infty}\left([0, T],\left[L^{2}(\Omega)\right]^{2}\right)}\|\mathbf{v}\|_{X_{D}} .
$$

This leads to the fact that

$$
\begin{equation*}
|b(t, \mathbf{v})| \leq \beta\|\mathbf{v}\|_{X_{D}} \tag{2.21}
\end{equation*}
$$

with

$$
\beta=2 C_{1}\|\mathbf{u}\|_{L^{\infty}\left([0, T],\left[L^{2}(\Omega)\right]^{2}\right)}+\gamma_{1}+M \sqrt{T}\|\mathbf{u}\|_{L^{2}\left(0, T, V_{D}\right)} .
$$

Moreover, from (2.14) and (2.19) (with $\mathbf{v}$ not depending on time), we obtain that $b(t, \mathbf{v})=0$ for all $\mathbf{v} \in V_{D}$.

Thus, using Lemma 2.13, we conclude that, for all $t \in(0, T)$, there exists $P(t) \in$ $L^{2}(\Omega)$ satisfying

$$
\begin{equation*}
b(t, \mathbf{v})=\left\langle B^{T} P(t), \mathbf{v}\right\rangle_{X_{D}^{\prime}, X_{D}}=-(P(t), \nabla \cdot \mathbf{v})_{\Omega}=-\int_{\Omega} P(t) \nabla \cdot \mathbf{v}, \forall \mathbf{v} \in X_{D} \tag{2.22}
\end{equation*}
$$

Moreover, the surjectivity of the divergence mapping leads to the following inf-sup condition: there exists $\gamma_{2}>0$, s.t.

$$
\begin{equation*}
\inf _{q \in L^{2}(\Omega)} \sup _{\mathbf{v} \in X_{D}} \frac{(B \mathbf{v}, q)_{\Omega}}{\|\mathbf{v}\|_{X_{D}}\|q\|_{L^{2}(\Omega)}}=\gamma_{2}>0, \tag{2.23}
\end{equation*}
$$

which implies, for all $q \in L^{2}(\Omega)$

$$
\gamma_{2}\|q\|_{L^{2}(\Omega)} \leq \sup _{\mathbf{v} \in X_{D}} \frac{(B \mathbf{v}, q)_{\Omega}}{\|\mathbf{v}\|_{X_{D}}}
$$

We take $q=P(t)$. From (2.22), $(B \mathbf{v}, P(t))_{\Omega}=\left\langle B^{T} P(t), \mathbf{v}\right\rangle_{X_{D}^{\prime}, X_{D}}=b(t, \mathbf{v})$, together with (2.21), we get

$$
\|P(t)\|_{L^{2}(\Omega)} \leq \frac{1}{\gamma_{2}} \sup _{\mathbf{v} \in X_{D}} \frac{b(t, \mathbf{v})}{\|\mathbf{v}\|_{X_{D}}} \leq \frac{\beta}{\gamma_{2}}
$$

We conclude that $P(t) \in L^{\infty}\left((0, T), L^{2}(\Omega)\right)$. Then, we define the pressure $p=\partial_{t} P \in H^{-1, \infty}\left((0, T), L^{2}(\Omega)\right)$.

It remains to show that $p$ is unique. Consider the case $\mathbf{u}_{0}=0$ and $c=0$. Then, we have $\mathbf{u}=0$, and (2.20) leads to $\int_{\Omega} P(t) \nabla \cdot \mathbf{v}=0 \forall \mathbf{v} \in X_{D}$. From the surjectivity of the divergence mapping, one gets that, for all $t, P(t)=0$, and then $p=0$.

### 2.3 Optimized Schwarz Waveform Relaxation Algorithm

We consider now the OSWR algorithm based on Robin transmission conditions. Denote by $\mathbf{f}_{i}=\left.\mathbf{f}\right|_{\Omega_{i}}$ and $\mathbf{u}_{0, i}=\left.\mathbf{u}_{0}\right|_{\Omega_{i}}$. Provided starting Robin terms $g_{i j}^{0}, \xi_{i j}^{0}$, then at each step $\ell \geq 1$ of the algorithm, we solve $M$ subdomain problems

$$
\begin{aligned}
& \begin{aligned}
\partial_{t} \mathbf{u}_{i}^{\ell}-v \Delta \mathbf{u}_{i}^{\ell}+\nabla p_{i}^{\ell} & =\mathbf{f}_{i} & & \text { in } \quad \Omega_{i} \times(0, T) \\
\nabla \cdot \mathbf{u}_{i}^{\ell} & =0 & & \text { in } \quad \Omega_{i} \times(0, T)
\end{aligned} \\
& \mathbf{u}_{i}^{\ell}(., t=0)=\mathbf{u}_{0, i} \quad \text { in } \quad \Omega_{i} \\
& \alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}-p_{i}^{\ell}\right)+\mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}=g_{i j}^{\ell-1} \quad \text { on } \quad \Gamma_{i j} \times(0, T) \\
& \beta_{i j} v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i}^{\ell} \times \boldsymbol{n}_{i j}+\mathbf{u}_{i}^{\ell} \times \boldsymbol{n}_{i j}=\xi_{i j}^{\ell-1} \quad \text { on } \quad \Gamma_{i j} \times(0, T) \\
& \mathbf{u}_{i}^{\ell}=0 \quad \text { on } \quad\left(\partial \Omega_{i} \cap \partial \Omega\right) \times(0, T)
\end{aligned}
$$

with $i=1,2, \ldots, M$, and then we update the new Robin terms on the interface $\Gamma_{i j} \times$ ( $0, T$ )

$$
\begin{align*}
& g_{i j}^{\ell}=\alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{i j}-p_{j}^{\ell}\right)+\mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{i j}  \tag{2.24}\\
& \xi_{i j}^{\ell}=\beta_{i j} v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{i j}+\mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{i j} \tag{2.25}
\end{align*}
$$

with $j \in \mathscr{I}_{i}$.

Remark 2.15. As seen in the previous section, the space regularity of the velocity field is $H^{1}\left(\Omega_{i}\right)$ and that of the pressure field is $L^{2}\left(\Omega_{i}\right)$. Thus, if $g_{i j}^{\ell-1}$ and $\xi_{i j}^{\ell-1}$ have $L^{2}\left(\Gamma_{i j}\right)$ regularity, then update formulas given by (2.24)-(2.25) would return new boundary data $g_{i j}^{\ell}$ and $\xi_{i j}^{\ell}$ with a lower regularity, which is not satisfying for an iterative algorithm. Thus, we rewrite the update formulas as follows

$$
g_{i j}^{\ell}=\frac{\alpha_{i j}}{\alpha_{j i}}\left(\alpha_{j i}\left(v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{j i}-p_{j}^{\ell}\right)+\mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{j i}\right)-\frac{\alpha_{i j}}{\alpha_{j i}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{j i}+\mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{i j}
$$

$$
\begin{align*}
& =\frac{\alpha_{i j}}{\alpha_{j i}} g_{j i}^{\ell-1}-\frac{\alpha_{i j}+\alpha_{j i}}{\alpha_{j i}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{j i}  \tag{2.26}\\
\xi_{i j}^{\ell} & =\frac{\beta_{i j}}{\beta_{j i}}\left(\beta_{j i} \nu \partial_{n_{j i}} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{j i}+\mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{j i}\right)-\frac{\beta_{i j}}{\beta_{j i}} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{j i}+\mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{i j} \\
& =\frac{\beta_{i j}}{\beta_{j i}} \xi_{j i}^{\ell-1}-\frac{\beta_{i j}+\beta_{j i}}{\beta_{j i}} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{j i} \tag{2.27}
\end{align*}
$$

In this update formulation, the regularities of $g_{i j}^{\ell}$ and $\xi_{i j}^{\ell}$ depend only on the regularities of $g_{j i}^{\ell-1}, \xi_{j i}^{\ell-1}$ and $\mathbf{u}_{j}^{\ell}$, whose trace is $L^{2}\left((0, T), H^{\frac{1}{2}}\left(\Gamma_{i j}\right)\right)$.

Now, we may express the iterative algorithm in the following way. We first define

$$
\begin{aligned}
V_{i}=\left\{\mathbf{u} \in\left[H^{1}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u}=0 \text { on } \partial \Omega_{i} \cap \partial \Omega, \nabla \cdot \mathbf{u}=0 \text { in } \Omega_{i}\right\}, \\
H_{i}=\left\{\mathbf{u} \in\left[L^{2}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u} \cdot \boldsymbol{n}_{\partial \Omega_{i}}=0 \text { on } \partial \Omega_{i} \cap \partial \Omega, \nabla \cdot \mathbf{u}=0 \text { in } \Omega_{i}\right\} . \\
X_{i}=\left\{\mathbf{u} \in\left[H^{1}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u}=0 \text { on } \partial \Omega_{i} \cap \partial \Omega\right\},
\end{aligned}
$$

Then, we set

$$
\begin{array}{r}
a_{i}(\mathbf{u}, \mathbf{v})=v(\nabla \mathbf{u}, \nabla \mathbf{v})_{\Omega_{i}}+\sum_{j \in \mathscr{Y}_{i}} \frac{1}{\alpha_{i j}}\left(\mathbf{u} \cdot \boldsymbol{n}_{i j}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\frac{1}{\beta_{i j}}\left(\mathbf{u} \times \boldsymbol{n}_{i j}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}, \\
c_{i}^{\ell}(t, \mathbf{v})=(\mathbf{f}, \mathbf{v})_{\Omega_{i}}+\sum_{j \in \mathscr{Y}_{i}} \frac{1}{\alpha_{i j}}\left(g_{i j}^{\ell-1}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\frac{1}{\beta_{i j}}\left(\xi_{i j}^{\ell-1}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}, \tag{2.28}
\end{array}
$$

and the algorithm reads: for all $\ell \geq 1$, given $g_{i j}^{\ell-1}, \xi_{i j}^{\ell-1}$ on each space-time interface $\Gamma_{i j} \times(0, T)$, solve, for each $i=1 \ldots M$ :

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{u}_{i}^{\ell}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{u}_{i}^{\ell}, \mathbf{v}\right)=c_{i}^{\ell}(t, \mathbf{v}), \quad \text { a.e. } t \in(0, T), \forall \mathbf{v} \in V_{i}  \tag{2.29}\\
& \mathbf{u}_{i}^{\ell}(0)=\mathbf{u}_{0 . i}
\end{align*}
$$

and then construct $p_{i}^{\ell}=\partial_{t} p_{i}^{\ell}$ which is such that

$$
\begin{array}{r}
\left(\mathbf{u}_{i}^{\ell}(t), \mathbf{v}\right)_{\Omega_{i}}-\left(\mathbf{u}_{0, i}, \mathbf{v}\right)_{\Omega_{i}}+\int_{0}^{t} a_{i}\left(\mathbf{u}_{i}^{\ell}(s), \mathbf{v}\right) d s-\left(P_{i}^{\ell}, \nabla \cdot \mathbf{v}\right)_{\Omega_{i}}-\int_{0}^{t} c_{i}^{\ell}(s, \mathbf{v}) d s=0,  \tag{2.30}\\
\forall \mathbf{v} \in X_{i} .
\end{array}
$$

Finally, update the data by using (2.26)-(2.27) on the space-time interfaces.
With this formulation, we can state the following result
Theorem 2.16. Suppose that $g_{i j}^{0}, \xi_{i j}^{0} \in L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$ and $\left.\mathbf{u}_{0}\right|_{\Omega_{i}} \in H_{i}$. Then, the OSWR algorithm is well-defined and for all $\ell, \mathbf{u}_{i}^{\ell} \in L^{2}\left((0, T), V_{i}\right) \cap \mathscr{C}^{0}\left([0, T], H_{i}\right)$ with $\partial_{t} \mathbf{u}_{i}^{\ell} \in L^{2}\left((0, T), V_{i}^{\prime}\right), p_{i}^{\ell} \in W^{-1, \infty}\left((0, T), L^{2}\left(\Omega_{i}\right)\right)$ and $g_{i j}^{\ell}, \xi_{i j}^{\ell} \in L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$
Proof. By theorem 2.14, if $g_{i j}^{\ell-1}, \xi_{i j}^{\ell-1} \in L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$, then one gets $\mathbf{u}_{i}^{\ell} \in L^{2}\left((0, T), V_{i}\right) \cap \mathscr{C}^{0}\left([0, T], H_{i}\right)$ with $\partial_{t} \mathbf{u}_{i}^{\ell} \in L^{2}\left((0, T), V_{i}^{\prime}\right)$ and $p_{i}^{\ell} \in$ $W^{-1, \infty}\left((0, T), L^{2}\left(\Omega_{i}\right)\right)$.

Using the trace theorem, the normal and tangent traces of $\mathbf{u}_{i}^{\ell}$ on $\Gamma_{i j} \times(0, T)$ are in $L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$. Hence, $g_{i j}^{\ell}, \xi_{i j}^{\ell} \in L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$.
The proof is then carried out by a simple induction.

Remark 2.17. The OSWR algorithm is constructed without considering the last condition (2.8), hence it may not converge to the exact solution. We shall show in the next section that, indeed, the pressure in each subdomain may not converge to the restriction of the monodomain pressure.

### 2.4 First observations on the two subdomains case

We now take a look at the simplest case $M=2$, in which we can use the indices ${ }_{1}$ and 2 instead of ${ }_{12}$ and 21 and $\Gamma=\Gamma_{12}=\Gamma_{21}$.
The divergence-free condition of the velocity in each subdomain leads to

$$
\begin{equation*}
\int_{\partial \Omega_{i}} \mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{\partial \Omega_{i}}=0=\int_{\Gamma} \mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{i}, \quad i=1,2 \tag{2.31}
\end{equation*}
$$

The update of Robin terms for the normal components can also be written as

$$
g_{i}^{\ell}=\frac{\alpha_{i}}{\alpha_{j}} g_{j}^{\ell-1}-\frac{\alpha_{i}+\alpha_{j}}{\alpha_{j}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{j}
$$

Integrating over $\Gamma$, and taking (2.31) into account, we get

$$
\begin{equation*}
\int_{\Gamma} g_{i}^{\ell}=\frac{\alpha_{i}}{\alpha_{j}} \int_{\Gamma} g_{j}^{\ell-1}=\int_{\Gamma} g_{i}^{\ell-2} \tag{2.32}
\end{equation*}
$$

Therefore, a necessary condition for the convergence of the algorithm to the monodomain solution is

$$
\int_{\Gamma} g_{i}^{0}=\int_{\Gamma} g_{i}
$$

with $g_{i}=\alpha_{i}\left(v \partial_{\boldsymbol{n}_{i}} \mathbf{u} \cdot \boldsymbol{n}_{i}-p\right)+\mathbf{u} \cdot \boldsymbol{n}_{i}$, in which $(\mathbf{u}, p)$ is the monodomain solution of problem (2.1). This condition cannot be achieved in practice because the quantity $g_{i}$ is not known.
To understand more about the behaviour of the algorithm, we now study the onedimensional case.

## The one dimensional case

Let $\Omega=(-1,1)$ and $\Gamma=\{x=0\}$, the OSWR algorithm applied to the one-dimensional Stokes problem can be written for the error (difference between the monodomain solution and the iterative solution at step $\ell$ of the algorithm) as: provided $g_{1}^{0}, g_{2}^{0}$, at each step $\ell$, we solve, for $i=1,2$

$$
\begin{array}{rlrl}
\partial_{t} \mathbf{u}_{i}^{\ell}-v \partial_{x x} \mathbf{u}_{i}^{\ell}+\partial_{x} p_{i}^{\ell} & =0 & & \text { in } \quad \Omega_{i} \times(0, T) \\
\partial_{x} \mathbf{u}_{i}^{\ell} & =0 & & \text { in } \quad \Omega_{i} \times(0, T) \\
\mathbf{u}_{i}^{\ell}(., 0) & =0 & & \text { in } \\
\mathbf{u}_{i} \\
\mathbf{u}_{i}^{\ell}\left((-1)^{i}, .\right) & =0 & & \text { on } \\
\alpha_{i}\left(v \partial_{x} \mathbf{u}_{i}^{\ell}(0, T)\right. \\
& \left.=0, p_{i}^{\ell}(0, .)\right)+(-1)^{i+1} \mathbf{u}_{i}^{\ell}(0, .) & =g_{i}^{\ell-1} & \\
\text { on } & (0, T)
\end{array}
$$

then update on $(0, T)$, with $j=3-i$

$$
\begin{equation*}
g_{i}^{\ell}(t)=\alpha_{i}\left(v \partial_{x} \mathbf{u}_{j}^{\ell}(0, t)-p_{j}^{\ell}(0, t)\right)+(-1)^{i+1} \mathbf{u}_{j}^{\ell}(0, t) \tag{2.33}
\end{equation*}
$$

We check if $\left(\mathbf{u}_{i}^{\ell}, p_{i}^{\ell}\right)$ tends to zeros or not. The second and third conditions on the velocity simply lead to $\mathbf{u}_{i}^{\ell}=0$ for all $\ell$. The first equation implies then $\partial_{x} p_{i}^{\ell}=0$, so $p_{i}^{\ell}(x, t):=p_{i}^{\ell}(t)$.
From (2.33) and the transmission conditions, we get

$$
g_{j}^{\ell}=-\alpha_{j} p_{i}^{\ell}=\frac{\alpha_{j}}{\alpha_{i}} g_{i}^{\ell-1}
$$

and then $g_{i}^{2 \ell}=g_{i}^{0}, g_{i}^{2 \ell+1}=\frac{\alpha_{i}}{\alpha_{j}} g_{j}^{0}$. Therefore, the algorithm converges if and only if $g_{1}^{0}=g_{2}^{0}=0$.

This will not be the case in general since the above algorithm is written on the error and thus $g_{i}^{0}$ contains the Robin term of the unknown monodomain solution. Thus, we have shown that the algorithm may not converge even in the most simple case. However, these arguments point out that $\mathbf{u}_{i}^{\ell}, p_{i}^{2 \ell}+\frac{1}{\alpha_{j}} g_{j}^{0}$ and $p_{i}^{2 \ell+1}+\frac{1}{\alpha_{i}} g_{i}^{0}$ are zeros. We will try to obtain similar results for higher dimension cases.

### 2.5 Convergence of the velocity via energy estimate

In this section, we prove that, under sufficient regularity conditions for the solution $(\mathbf{u}, p)$ of problem (2.1)-(2.2), then the velocity fields $\mathbf{u}_{i}^{\ell}$ converge to $\left.\mathbf{u}\right|_{\Omega_{i}}$.

Theorem 2.18. Let $(\mathbf{u}, p)$ be the solution of problem (2.1)-(2.2); let $\mathbf{u}_{i}:=\left.\mathbf{u}\right|_{\Omega_{i}}$. Suppose that all conditions in Theorem 2.2 are satisfied.
Let $g_{i j}^{0}$ and $\xi_{i j}^{0}$ be in $L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$ and let $\mathbf{u}_{i}^{\ell}$ be the velocity component of the solution of the OSWR algorithm defined in Section 2.3. Then, if $\alpha_{i j}=\alpha_{j i}$ and $\beta_{i j}=\beta_{j i}$, the sequence $\mathbf{u}_{i}^{\ell}$ converges to $\mathbf{u}_{i}$ in $\mathscr{C}^{0}\left([0, T], H_{i}\right) \cap L^{2}\left(0, T, V_{i}\right)$.

Proof. Suppose that all conditions in Theorem 2.2 are satisfied. We denote by $p_{i}=\left.p\right|_{\Omega_{i}}$. Then, as $\left(\mathbf{u}_{i}, p_{i}\right)$ is regular enough, we can define on any space-time interface $\Gamma_{i j} \times(0, T)$

$$
\begin{align*}
& g_{i j}:=\alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}-p_{i}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}  \tag{2.34}\\
& \xi_{i j}:=v \beta_{i j} \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}_{i j}+\mathbf{u}_{i} \times \boldsymbol{n}_{i j} \tag{2.35}
\end{align*}
$$

and they both belong to $L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$.
We recall here that the strong regularity of $(u, p)$ leads to the multidomain transmission conditions (2.7), which implies

$$
\begin{align*}
g_{i j} & =\frac{\alpha_{i j}}{\alpha_{j i}}\left(\alpha_{j i}\left(v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}-p_{j}\right)+\mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}\right)-\frac{\alpha_{i j}}{\alpha_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}+\mathbf{u}_{j} \cdot \boldsymbol{n}_{i j} \\
& =\frac{\alpha_{i j}}{\alpha_{j i}} g_{j i}-\frac{\alpha_{i j}+\alpha_{j i}}{\alpha_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}  \tag{2.36}\\
\xi_{i j} & =\frac{\beta_{i j}}{\beta_{j i}}\left(\beta_{j i} v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}+\mathbf{u}_{j} \times \boldsymbol{n}_{j i}\right)-\frac{\beta_{i j}}{\beta_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}+\mathbf{u}_{j} \times \boldsymbol{n}_{i j} \\
& =\frac{\beta_{i j}}{\beta_{j i}} \xi_{j i}-\frac{\beta_{i j}+\beta_{j i}}{\beta_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i} \tag{2.37}
\end{align*}
$$

Moreover, $\left(\mathbf{u}_{i}, p_{i}\right)$ is the strong solution of each local Robin boundary problem

$$
\begin{array}{rlrl}
\partial_{t} \mathbf{u}_{i}-v \Delta \mathbf{u}_{i}+\nabla p_{i} & =\mathbf{f}_{i} & & \text { in } \\
\nabla \cdot \Omega_{i} \times(0, T) \\
& =0 & & \text { in } \\
\mathbf{u}_{i}(., t=0) & =\mathbf{u}_{i, i} \times(0, T) \\
\mathbf{u}_{i} & =0 & & \text { in } \\
\Omega_{i} \\
\alpha_{i j}\left(v \partial_{n_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}-p_{i}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{i j} & =g_{i j} & & \text { on } \\
\beta_{i j} \times(0, T) \\
\left.\beta_{i j} v \partial_{n_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}+\mathbf{u}_{i} \times \boldsymbol{n}_{i j}\right) \times(0, T) & =\xi_{i j} & & \text { on } \\
\Gamma_{i j} \times(0, T)
\end{array}
$$

which can be set under the following variational formulation, which is very similar to (2.28)-(2.29):

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{u}_{i}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{u}_{i}, \mathbf{v}\right)=c_{i}(t, \mathbf{v}), \quad \text { a.e. } t \in(0, T), \forall \mathbf{v} \in V_{i}  \tag{2.38}\\
& \mathbf{u}_{i}(0)=\mathbf{u}_{0, i}
\end{align*}
$$

with

$$
\begin{equation*}
c_{i}(t, \mathbf{v})=(\mathbf{f}, \mathbf{v})_{\Omega_{i}}+\sum_{j \in \mathscr{I}_{i}} \frac{1}{\alpha_{i j}}\left(g_{i j}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\frac{1}{\beta_{i j}}\left(\xi_{i j}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} \tag{2.39}
\end{equation*}
$$

Denote by

$$
\begin{equation*}
\mathbf{e}_{i}^{\ell}:=\mathbf{u}_{i}^{\ell}-\mathbf{u}_{i}, h_{i j}^{\ell}=g_{i j}^{\ell}-g_{i j}, \zeta_{i j}^{\ell}=\xi_{i j}^{\ell}-\xi_{i j} \tag{2.40}
\end{equation*}
$$

From (2.28), (2.29), (2.38), (2.39), then $\mathbf{e}_{i}^{\ell}$ verifies

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{e}_{i}^{\ell}, \mathbf{v}\right)=\sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(h_{i j}^{\ell-1}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\zeta_{i j}^{\ell-1}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}  \tag{2.41}\\
& \text { a.e. } t \in(0, T), \forall \mathbf{v} \in V_{i} \text {, }
\end{align*}
$$

$$
\mathbf{e}_{i}^{\ell}(0)=0
$$

All integrals on $\Gamma_{i j}$ are well defined since $g_{i j}$ and $\xi_{i j}$ are both in $L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$, and since we have proved that this is also the case for $g_{i j}^{\ell}$ and $\xi_{i j}^{\ell}$ as soon as it is true for $\ell=0$.

With $\alpha_{i j}=\alpha_{j i}$ and $\beta_{i j}=\beta_{j i}$, the update formulas (2.26), (2.27) and (2.36), (2.37) for the Robin terms on $\Gamma_{i j} \times(0, T)$ lead to

$$
\begin{equation*}
\mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}=\frac{1}{2}\left(h_{i j}^{\ell-1}-h_{j i}^{\ell}\right), \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}=\frac{1}{2}\left(\zeta_{i j}^{\ell-1}-\zeta_{j i}^{\ell}\right) . \tag{2.42}
\end{equation*}
$$

Choosing $\mathbf{e}_{i}^{\ell}$ as test function in (2.41), one gets

$$
\begin{array}{r}
\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{e}_{i}^{\ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+v\left(\nabla \mathbf{e}_{i}^{\ell}, \nabla \mathbf{e}_{i}^{\ell}\right)_{\Omega_{i}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(\mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}, \mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}, \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} \\
=\sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(h_{i j}^{\ell-1}, \mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\zeta_{i j}^{\ell-1}, \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} . \tag{2.43}
\end{array}
$$

On the boundary $\Gamma_{i j}$, replacing (2.42) into (2.43), one gets

$$
\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{e}_{i}^{\ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+v\left(\nabla \mathbf{e}_{i}^{\ell}, \nabla \mathbf{e}_{i}^{\ell}\right)_{\Omega_{i}}+\frac{1}{4} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(h_{i j}^{\ell-1}-h_{j i}^{\ell}, h_{i j}^{\ell-1}-h_{j i}^{\ell}\right)_{\Gamma_{i j}}
$$

$$
\begin{aligned}
& +\frac{1}{4} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\zeta_{i j}^{\ell-1}-\zeta_{j i}^{\ell}, \zeta_{i j}^{\ell-1}-\zeta_{j i}^{\ell}\right)_{\Gamma_{i j}} \\
& =\frac{1}{2} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(h_{i j}^{\ell-1}, h_{i j}^{\ell-1}-h_{j i}^{\ell}\right)_{\Gamma_{i j}}+\frac{1}{2} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\zeta_{i j}^{\ell-1}, \zeta_{i j}^{\ell-1}-\zeta_{j i}^{\ell}\right)_{\Gamma_{i j}}
\end{aligned}
$$

Equivalently

$$
\begin{array}{r}
\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{e}_{i}^{\ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+v\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}+\frac{1}{4} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left\|h_{j i}^{\ell}\right\|_{\Gamma_{i j}}^{2}+\frac{1}{4} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left\|\zeta_{j i}^{\ell}\right\|_{\Gamma_{i j}}^{2} \\
=\frac{1}{4} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left\|h_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}+\frac{1}{4} \sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left\|\zeta_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2} \tag{2.44}
\end{array}
$$

with the norms here denoting the $L^{2}$ norms.
Next, adapting (2.19) to $\Omega_{i}$, we get

$$
2 \int_{0}^{T}\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{e}_{i}^{\ell}\right\rangle_{V_{i}^{\prime}, V_{i}}=\left\|\mathbf{e}_{i}^{\ell}(T)\right\|_{\Omega_{i}}^{2}-\left\|\mathbf{e}_{i}^{\ell}(0)\right\|_{\Omega_{i}}^{2}
$$

Multiplying (2.44) by 2 and integrating on ( $0, T$ ), we obtain

$$
\begin{array}{r}
\left\|\mathbf{e}_{i}^{\ell}(T)\right\|_{\Omega_{i}}^{2}-\left\|\mathbf{e}_{i}^{\ell}(0)\right\|_{\Omega_{i}}^{2}+2 v \int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{2 \alpha_{i j}} \int_{0}^{T}\left\|h_{j i}^{\ell}\right\|_{\Gamma_{i j}}^{2}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{2 \beta_{i j}} \int_{0}^{T}\left\|\zeta_{j i}^{\ell}\right\|_{\Gamma_{i j}}^{2} \\
=\sum_{j \in \mathscr{I}_{I}} \frac{1}{2 \alpha_{i j}} \int_{0}^{T}\left\|h_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}+\sum_{j \in \mathscr{I}_{I}} \int_{0}^{T} \frac{1}{2 \beta_{i j}}\left\|\zeta_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2} \tag{2.45}
\end{array}
$$

Taking into account that $\mathbf{e}_{i}^{\ell}(0)=0$ and summing over all subdomains $\Omega_{i}$, we get

$$
\begin{array}{r}
\sum_{i=1}^{M}\left\|\mathbf{e}_{i}^{\ell}(., T)\right\|_{\Omega_{i}}^{2}+2 v \sum_{i=1}^{M} \int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}+\sum_{i=1}^{M} \sum_{j \in \mathscr{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{0}^{T}\left\|\zeta_{j i}^{\ell}\right\|_{\Gamma_{i j}}^{2} \\
+\sum_{i=1}^{M} \sum_{j \in \mathscr{Y}_{i}} \frac{1}{2 \alpha_{i j}} \int_{0}^{T}\left\|h_{j i}^{\ell}\right\|_{\Gamma_{i j}}^{2}=\sum_{i=1}^{M} \sum_{j \in \mathscr{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{0}^{T}\left\|\zeta_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}+\sum_{i=1}^{M} \sum_{j \in \mathscr{I}_{i}} \frac{1}{2 \alpha_{i j}} \int_{0}^{T}\left\|h_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2} .
\end{array}
$$

The terms

$$
\sum_{i=1}^{M} \sum_{j \in \mathscr{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{0}^{T}\left\|\zeta_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}+\sum_{i=1}^{M} \sum_{j \in \mathscr{Y}_{i}} \frac{1}{2 \alpha_{i j}} \int_{0}^{T}\left\|h_{i j}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}
$$

and

$$
\sum_{i=1}^{M} \sum_{j \in \mathscr{I}_{i}} \frac{1}{2 \beta_{j i}} \int_{0}^{T}\left\|\zeta_{j i}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}+\sum_{i=1}^{M} \sum_{j \in \mathscr{I}_{i}} \frac{1}{2 \alpha_{j i}} \int_{0}^{T}\left\|h_{j i}^{\ell-1}\right\|_{\Gamma_{i j}}^{2}
$$

express the same quantity: the total energies on all interfaces of all Robin terms at step $(\ell-1)$, which we denote by $E_{R}^{\ell-1}$. Hence, the above energy estimate becomes

$$
\sum_{i=1}^{M}\left\|\mathbf{e}_{i}^{\ell}(., T)\right\|_{\Omega_{i}}^{2}+2 v \sum_{i=1}^{M} \int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}+E_{R}^{\ell}=E_{R}^{\ell-1}
$$

Summing from $\ell=1$ to $\ell=L$, we get

$$
\sum_{\ell=1}^{L} \sum_{i=1}^{M}\left\|\mathbf{e}_{i}^{\ell}(., T)\right\|_{\Omega_{i}}^{2}+2 v \sum_{\ell=1}^{L} \sum_{i=1}^{M} \int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}(t) d t+E_{R}^{L}=E_{R}^{0}
$$

As $E_{R}^{L} \geq 0$ for all $L$, the sums $\sum_{\ell=1}^{L} \sum_{i=1}^{M}\left\|\mathbf{e}_{i}^{\ell}(., T)\right\|_{\Omega_{i}}^{2}$ and $\sum_{\ell=1}^{L} \sum_{i=1}^{M} \int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}$ are bounded; hence $\left\|\mathbf{e}_{i}^{\ell}(T)\right\|_{\Omega_{i}}^{2}$ and $\int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}(t) d t$ tend to 0 when $\ell \rightarrow \infty$.
In addition, in (2.45), we can integrate on ( $0, t$ ) instead of $(0, T)$, and we get for all $t \in(0, T)$

$$
\sum_{\ell=1}^{L} \sum_{i=1}^{M}\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}^{2} \leq E_{R}^{0}
$$

This first leads to the convergence of $\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}$ to 0 for all $t$ and thus to the convergence of $\mathbf{e}_{i}^{\ell}$ to 0 in $\mathscr{C}^{0}\left([0, T], H_{i}\right)$, but also to the fact that, integrating on $(0, T)$, it holds that

$$
\sum_{\ell=1}^{L} \sum_{i=1}^{M} \int_{0}^{T}\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}^{2} d t \leq T E_{R}^{0}
$$

This implies that $\int_{0}^{T}\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}^{2} d t$ tends to 0 when $\ell \rightarrow+\infty$. Then, summing with $\int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}\right\|_{\Omega_{i}}^{2}(t) d t$ that also tends to 0, we have that $\int_{0}^{T}\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\left[H^{1}\left(\Omega_{i}\right)\right]^{2}}^{2} d t$ tends to 0 , or, in other words, that $\mathbf{e}_{i}^{\ell}$ tends to 0 in $L^{2}\left((0, T), V_{i}\right)$.

Remark 2.19. Unfortunately, in general, we do not have the convergence of $\partial_{t} \mathbf{u}_{i}^{\ell}$ in $V_{i}^{\prime}$. Indeed, from the first equality in (2.41), and since $a_{i}\left(\mathbf{e}_{i}^{\ell}, \mathbf{v}\right)$ tends to 0 , the convergence of $\partial_{t} \mathbf{u}_{i}^{\ell}$ is equivalent to the weak convergence of $h_{i j}^{\ell}$ and $\zeta_{i j}^{\ell}$. However, we have given in Section 2.4 an example from which we infer that this is not the case, in general (see (2.32)).

On the other hand, we notice that for all $\mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}$, the right-hand side in the first equality in (2.41) vanishes. Then we get

Corollary 2.20. Let all hypotheses of Theorem 2.18 be satisfied. Denote by $W_{i}=\{\mathbf{u} \in$ $\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}, \nabla \cdot \mathbf{u}=0$ in $\left.\Omega_{i}\right\}$. Then, $\partial_{t} \mathbf{u}_{i}^{\ell}$ tends to $\partial_{t} \mathbf{u}_{i}$ in $L^{2}\left((0, T), W_{i}^{\prime}\right)$.

Proof. In the constrained formulation of the error, Eq. (2.41), taking the test functions in $W_{i} \subset V_{i}$, we get

$$
\left\langle\partial_{t} \hat{e}_{i}^{\ell}(t), \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{e}_{i}^{\ell}(t), \mathbf{v}\right)=0,
$$

which exactly means that

$$
\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}(t), \mathbf{v}\right\rangle_{W_{i}^{\prime}, W_{i}}+\left(\nabla \mathbf{e}_{i}^{\ell}(t), \nabla \mathbf{v}\right)_{\Omega_{i}}=0
$$

Then

$$
\left\|\partial_{t} \mathbf{e}_{i}^{\ell}(t)\right\|_{W_{i}^{\prime}} \leq\left\|\nabla \mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}
$$

and thus

$$
\int_{0}^{T}\left\|\partial_{t} \mathbf{e}_{i}^{\ell}(t)\right\|_{W_{i}^{\prime}}^{2} d t \leq \int_{0}^{T}\left\|\nabla \mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}^{2} d t
$$

As the right-hand side tends to 0 , this proves the corollary.
Now, we prove a convergence result for the pressure. We set $P(t)=\int_{0}^{t} p(s) d s$ and $P_{i}=\left.P\right|_{\Omega_{i}}$ and denote the error by $D_{i}^{\ell}(t)=\left(P_{i}^{\ell}-P_{i}\right)(t)$. Then we can state

Corollary 2.21. Let all hypotheses of Theorem 2.18 be satisfied. Then for all $t \in[0, T]$ it holds that $\left\|D_{i}^{\ell}(t)-\frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i}} D_{i}^{\ell}(t)\right\|_{L_{0}^{2}\left(\Omega_{i}\right)} \rightarrow 0$ when $\ell \rightarrow \infty$, with $L_{0}^{2}\left(\Omega_{i}\right)=\{p \in$ $\left.L^{2}\left(\Omega_{i}\right), \int_{\Omega_{i}} p=0\right\}$.

Proof. As $\left(\mathbf{u}_{i}, p_{i}\right)$ is the strong solution of the Robin problem with B.C. $g_{i j}$, $\xi_{i j}$, then $P_{i}$ verifies a variational formulation similar to (2.30)

$$
\begin{array}{r}
\left(\mathbf{u}_{i}(t), \mathbf{v}\right)_{\Omega_{i}}-\left(\mathbf{u}_{0, i}, \mathbf{v}\right)_{\Omega_{i}}+\int_{0}^{t} a_{i}\left(\mathbf{u}_{i}(s), \mathbf{v}\right) d s-\left(P_{i}(t), \nabla \cdot \mathbf{v}\right)_{\Omega_{i}}-\int_{0}^{t} c_{i}(s, \mathbf{v}) d s=0  \tag{2.46}\\
\forall \mathbf{v} \in X_{i}
\end{array}
$$

Then, from (2.30) and (2.46), taking the test function $\mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2} \subset X_{i}$, the boundary terms in $c_{i}^{\ell}(s, \mathbf{v})$ and $c_{i}(s, \mathbf{v})$ vanish and then $c_{i}^{\ell}(s, \mathbf{v})-c_{i}(s, \mathbf{v})$ also vanishes. Then we get

$$
\begin{equation*}
\left(D_{i}^{\ell}(t), \nabla \cdot \mathbf{v}\right)_{\Omega_{i}}=\left(\mathbf{e}_{i}^{\ell}(t), \mathbf{v}\right)_{\Omega_{i}}+\int_{0}^{t} a_{i}\left(\mathbf{e}_{i}^{\ell}(s), \mathbf{v}\right) d s, \forall \mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2} \tag{2.47}
\end{equation*}
$$

As $(c, \nabla \cdot \mathbf{v})_{\Omega_{i}}=0$ for all constants $c$ and $\mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}$, the above formulation implies

$$
\begin{equation*}
\left(D_{i}^{\ell}(t)-\frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i}} D_{i}^{\ell}(t), \nabla \cdot \mathbf{v}\right)_{\Omega_{i}}=\left(\mathbf{e}_{i}^{\ell}(t), \mathbf{v}\right)_{\Omega_{i}}+\int_{0}^{t} a_{i}\left(\mathbf{e}_{i}^{\ell}(s), \mathbf{v}\right) d s, \forall \mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2} \tag{2.48}
\end{equation*}
$$

Since $\left(D_{i}^{\ell}-\frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i}} D_{i}^{\ell}\right) \in L_{0}^{2}\left(\Omega_{i}\right)$, we recall that the divergence mapping from $\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}$ to $L_{0}^{2}\left(\Omega_{i}\right)$ satisfies inf-sup condition: there exists $\gamma_{3}$ s.t.

$$
\begin{equation*}
\inf _{q \in L_{0}^{2}\left(\Omega_{i}\right)} \sup _{\mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}} \frac{\int_{\Omega} q \nabla \cdot \mathbf{v}}{\|\mathbf{v}\|_{\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}\|q\|_{L_{0}^{2}\left(\Omega_{i}\right)}}=\gamma_{3}>0 . . .2 . . .} \tag{2.49}
\end{equation*}
$$

Hence

$$
\left\|D_{i}^{\ell}-\frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i}} D_{i}^{\ell}\right\|_{L_{0}^{2}\left(\Omega_{i}\right)} \leq \frac{1}{\gamma_{3}} \sup _{\mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}} \frac{\left|\left(\mathbf{e}_{i}^{\ell}(t), \mathbf{v}\right)_{\Omega_{i}}+\int_{0}^{t} a_{i}\left(\mathbf{e}_{i}^{\ell}(s), \mathbf{v}\right) d s\right|}{\|\mathbf{v}\|_{\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}}}
$$

We apply again the continuity of $a_{i}(.,$.

$$
\left|\int_{0}^{t} a_{i}\left(\mathbf{e}_{i}^{\ell}(s), \mathbf{v}\right)\right| d s \leq M_{i} \int_{0}^{t}\left\|\mathbf{e}_{i}^{\ell}(s)\right\|_{X_{i}}\|\mathbf{v}\|_{X_{i}} d s \leq M_{i}\|\mathbf{v}\|_{\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}} \sqrt{T}\left\|\mathbf{e}_{i}^{\ell}\right\|_{L^{2}\left((0, T), X_{i}\right)}
$$

as well as the fact that, for all $\mathbf{v} \in\left[H_{0}^{1}\left(\Omega_{i}\right)\right]^{2}$

$$
\left.\left|\left(\mathbf{e}_{i}^{\ell}(t), \mathbf{v}\right)_{\Omega_{i}}\right| \leq\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}\|\mathbf{v}\|_{\Omega_{i}} \leq C_{P_{i}}\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}\|\mathbf{v}\|_{\left[H_{0}^{1}\left(\Omega_{i}\right)\right.}\right]^{2}
$$

Therefore

$$
\left\|D_{i}^{\ell}-\frac{1}{\left|\Omega_{i}\right|} \int_{\Omega_{i}} D_{i}^{\ell}\right\|_{L_{0}^{2}\left(\Omega_{i}\right)} \leq \frac{1}{\gamma_{3}}\left[C_{P_{i}}\left\|\mathbf{e}_{i}^{\ell}(t)\right\|_{\Omega_{i}}+M_{i} \sqrt{T}\left\|\mathbf{e}_{i}^{\ell}\right\|_{L^{2}\left((0, T), X_{i}\right)}\right]
$$

From the convergence of the velocity, we get the corollary.

### 2.6 Recovering the pressure

We introduce the notation $\langle p\rangle_{\mathscr{O}}=\frac{1}{|\mathscr{O}|} \int_{O} p d x$ for the mean value of a function on a domain $\mathscr{O}$ (whatever the space dimension of $\mathscr{O}$ ).

We denote by $d_{i}^{\ell}:=p_{i}-p^{\ell}$. In the previous section. In this section, we suppose that, for a.e $t \in(0, T)$

- $\left\|d_{i}^{\ell}-\left\langle d_{i}^{\ell}\right\rangle_{\Omega_{i}}\right\|_{\Omega_{i}} \longrightarrow 0$ for all $i$ when $\ell \longrightarrow+\infty$
- $\left(\left\langle d_{i}^{\ell}\right\rangle_{\Gamma_{i j}}-\left\langle d_{i}^{\ell}\right\rangle_{\Omega_{i}}\right)$ tends to 0 for all $i$, all $\Gamma_{i j}$, when $\ell \longrightarrow+\infty$
- $\left(\left\langle h_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\alpha_{i j}\left\langle d_{i}^{\ell}\right\rangle_{\Gamma_{i j}}\right) \longrightarrow 0$ for all $i$, all $\Gamma_{i j}$, when $\ell \longrightarrow+\infty$
where $h_{i j}^{\ell}$ is defined in (2.40).
Remark 2.22. Those above hypothesis can be implied from the stronger regularity and convergence of the velocity. Indeed, suppose that $\left(\mathrm{e}_{i}^{\ell}, d_{i}^{\ell}\right)$ is the strong solution of the following Robin problem

$$
\begin{aligned}
& \partial_{t} \mathbf{e}_{i}^{\ell}-v \Delta \mathbf{e}_{i}^{\ell}+\nabla d_{i}^{\ell}=0 \quad \text { in } \quad \Omega_{i} \times(0, T) \\
& \nabla \cdot \mathbf{e}_{i}^{\ell}=0 \quad \text { in } \quad \Omega_{i} \times(0, T) \\
& \mathbf{e}_{i}^{\ell}(., t=0)=0 \quad \text { in } \quad \Omega_{i} \\
& \mathbf{e}_{i}^{\ell}=0 \quad \text { on } \quad\left(\partial \Omega \cap \partial \Omega_{i}\right) \times(0, T) \\
& \alpha_{i j}\left(\nu \partial_{n_{i j}}{ }_{i}^{\ell} \cdot \boldsymbol{n}_{i j}-d_{i}^{\ell}\right)+\mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}=h_{i j}^{\ell} \quad \text { on } \quad \Gamma_{i j} \times(0, T) \\
& \beta_{i j} v \partial_{\boldsymbol{n}_{i j}} \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}+\mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}=\zeta_{i j}^{\ell} \quad \text { on } \quad \Gamma_{i j} \times(0, T)
\end{aligned}
$$

with the following convergence

$$
\left\|\mathbf{e}_{i}^{\ell}\right\|_{L^{\infty}\left((0, T),\left[H^{2}\left(\Omega_{i}\right)\right]^{2}\right)} \longrightarrow 0, \quad\left\|\partial_{t} \mathbf{e}_{i}^{\ell}\right\|_{L^{\infty}\left((0, T),\left[L^{2}\left(\Omega_{i}\right)\right]^{2}\right)} \longrightarrow 0
$$

From this, we get, for a.e. $t \in(0, T),\left\|\nabla d_{i}^{\ell}(t)\right\|_{\Omega_{i}} \longrightarrow 0$, which implies the first and second hypothesis.
This also implies the convergence of trace of the velocity: for a.e. $t \in(0, T)$, we have $\left\|\alpha_{i j} v \partial_{n_{i j}} \mathbf{e}_{i}^{\ell}(t) \cdot \boldsymbol{n}_{i j}+\mathbf{e}_{i}^{\ell}(t) \cdot \boldsymbol{n}_{i j}\right\|_{\Gamma_{i j}} \longrightarrow 0$ that leads to the third hypothesis.

One can rewrite these three hypothesis on the error as

$$
\begin{align*}
\left\|\left(p_{i}^{\ell}-p_{i}\right)-\left(\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}-\left\langle p_{i}\right\rangle_{\Omega_{i}}\right)\right\|_{\Omega_{i}} & \longrightarrow 0,  \tag{2.50}\\
\left(\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Gamma_{i j}}\right)-\left(\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Omega_{i}}\right) & \longrightarrow 0,  \tag{2.51}\\
{\left[\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}-\left\langle g_{i j}\right\rangle_{\Gamma_{i j}}\right]+\alpha_{i j}\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Gamma_{i j}} } & \longrightarrow 0 . \tag{2.52}
\end{align*}
$$

Expression (2.50) shows that $p_{i}^{\ell}(t)$ will tend to $p_{i}(t)$ if and only if the mean-value of $p_{i}^{\ell}(t)$ on $\Omega_{i}$ tends to the mean value of $p_{i}(t)$. However, no constraint was imposed on the mean-value of $p_{i}^{\ell}(t)$ in the algorithm, since, thanks to the Robin boundary conditions, such constraint is not necessary to obtain local well-posed problems at each iteration. In Section 2.4, we observed cases in which $p_{i}^{\ell}$ does not converge to the monodomain solution $p_{i}$. In this section, we build a modified pressure $\tilde{p}_{i}^{\ell}$ such that $\tilde{p}_{i}^{\ell}(t)$ tends to $p_{i}(t)$ in $L^{2}\left(\Omega_{i}\right), i=1, \ldots, M$.
Then, we are interested first in the mean-value of $p_{i}(t)$, which we denote by $X_{i}(t):=$ $\left\langle p_{i}(t)\right\rangle_{\Omega_{i}}$. Then, we rewrite (2.50) using these notations as

$$
\begin{equation*}
\left\|\left(p_{i}^{\ell}(t)-\left\langle p_{i}^{\ell}(t)\right\rangle_{\Omega_{i}}+X_{i}(t)\right)-p_{i}(t)\right\|_{L^{2}\left(\Omega_{i}\right)} \longrightarrow 0 \tag{2.53}
\end{equation*}
$$

when $\ell \rightarrow \infty$.
From (2.53), we see that the right approximation to calculate at each iteration (that tends to $\left.p_{i}(t)\right)$ is $\left(p_{i}^{\ell}(t)-\left\langle p_{i}^{\ell}(t)\right\rangle_{\Omega_{i}}+X_{i}(t)\right)$. However, we do not know how to calculate $X_{i}$, and thus to calculate $p_{i}^{\ell}(t)-\left\langle p_{i}^{\ell}(t)\right\rangle_{\Omega_{i}}+X_{i}(t)$ in (2.53). A similar question was raised in the thesis of Lissoni [87, Theorem IV.3.9] at the discrete level, within a Schwarz algorithm applied at each time step of a time marching scheme for the numerical approximation of the incompressible Navier-Stokes equations.
We introduce below a new quantity $Y_{i}^{\ell}(t)$, fully computable at any given iteration $\ell$, that tends to $X_{i}(t)$ when $\ell$ tends to infinity, from which we will define $\tilde{p}_{i}^{\ell}$ which tends to $p_{i}$ in $L^{2}\left(\Omega_{i}\right)$.

To ease the presentation, we shall set $\left|\Gamma_{i j}\right|=0, \alpha_{i j}=0$ and $g_{i j}^{\ell}=0$ if $j \notin \mathscr{I}_{i}$. Moreover, we introduce the constant matrix

$$
A=\left(a_{i j}\right)_{1 \leq i, j \leq M}, \quad \text { with } \quad a_{i i}=\sum_{j=1, j \neq i}^{M}\left|\Gamma_{i j}\right| \alpha_{i j}, \text { and } a_{i j}=-\left|\Gamma_{j i}\right| \alpha_{j i} \text { if } j \neq i
$$

together with the constant vector $C=\left(\left|\Omega_{1}\right|,\left|\Omega_{2}\right|, \ldots,\left|\Omega_{M}\right|\right)$ and the sequence of vectors $\left(B^{\ell}\right)_{\ell}$, with $B^{\ell}=\left(B_{1}^{\ell}, B_{2}^{\ell}, \ldots, B_{M}^{\ell}\right)^{t}$ defined as

$$
B_{i}^{\ell}=\sum_{j=1}^{M}\left|\Gamma_{i j}\right|\left[\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\alpha_{i j}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}\right]-\sum_{j=1}^{M}\left|\Gamma_{j i}\right|\left[\left\langle g_{j i}^{\ell}\right\rangle_{\Gamma_{j i}}+\alpha_{j i}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}}\right]
$$

Theorem 2.23. We recall that we are in the case $\alpha_{i j}=\alpha_{j i}$, hence $A$ is symmetric. We have the following
(i) For all $\ell$, the following system

$$
\begin{align*}
& A Y^{\ell}=B^{\ell}, \\
& C Y^{\ell}=0 \tag{2.54}
\end{align*}
$$

has a unique solution $Y^{\ell} \in \mathbb{R}^{M}$.
(ii) Moreover, we have $Y^{\ell} \rightarrow X:=\left(X_{1}, X_{2}, \cdots, X_{M}\right)$ in $\mathbb{R}^{M}$, and for all $t$

$$
\begin{equation*}
\left\|\tilde{p}_{i}^{\ell}-p_{i}\right\|_{L^{2}\left(\Omega_{i}\right)} \longrightarrow 0, \text { when } \ell \rightarrow \infty, \quad \text { with } \tilde{p}_{i}^{\ell}(t):=p_{i}^{\ell}(t)-\left\langle p_{i}^{\ell}(t)\right\rangle_{\Omega_{i}}+Y_{i}^{\ell}(t) \tag{2.55}
\end{equation*}
$$

Proof of (i). The proof of Theorem 2.23-(i) relies on two main steps:
(a) Existence of solutions to the system $A Y^{\ell}=B^{\ell}$,
(b) Existence and uniqueness of a solution to system (2.54) thanks to the additional constraint $C Y^{\ell}=0$.

Let us start with (a). Since $A$ is symmetric, existence of at least one solution to the system $A Y^{\ell}=B^{\ell}$ is equivalent to proving that $B^{\ell} \in \operatorname{Im}(A)=(\operatorname{Ker}(A))^{\perp}$. Therefore, we first start with the determination of $\operatorname{Ker}(A)$.

Let $Y=\left(Y_{1}, Y_{2}, \ldots, Y_{M}\right)^{t} \in \operatorname{Ker}(A)$. We have $\sum_{j=1}^{M} a_{i j} Y_{j}=0$, for all $i=1,2, \ldots, M$. As $\alpha_{i j}=\alpha_{j i}$, we have $a_{i i}=-\sum_{j=1, j \neq i}^{M} a_{i j}$, which implies

$$
0=\sum_{j=1}^{M} a_{i j} Y_{j} Y_{i}=\sum_{j=1, j \neq i}^{M} a_{i j} Y_{j} Y_{i}+a_{i i} Y_{i}^{2}=\sum_{j=1, j \neq i}^{M} a_{i j}\left(Y_{j} Y_{i}-Y_{i}^{2}\right)
$$

Summing the above expression in $i$, and with $a_{i j}=a_{j i}$, we obtain

$$
\sum_{i=1}^{M} \sum_{j=1, j \neq i}^{M} a_{i j}\left(Y_{j} Y_{i}-Y_{i}^{2}\right)=\sum_{i<j} a_{i j}\left(Y_{i}-Y_{j}\right)^{2}=0
$$

As $a_{i j} \leq 0$ for all $(i, j)$ with $i \neq j$, and $a_{i j}<0$ as soon as subdomains $i$ and $j$ are neighbours, this implies that $Y_{i}=Y_{j}$ for any pair of neighbouring subdomains $i$ and $j$. Since $\Omega$ is connected, this finally implies that all $Y_{i}$ are equal i.e. $\operatorname{Ker}(A)=\operatorname{vect}(\mathbf{e})$ with $\mathbf{e}=(1,1, \ldots, 1,1)$. Then, $B^{\ell} \in(\operatorname{Ker}(A))^{\perp}$ is simply equivalent to $B^{\ell} \cdot \mathbf{e}=\sum_{i=1}^{M} B_{i}^{\ell}=0$.

This is proved in the following way:

$$
\begin{aligned}
\sum_{i=1}^{M} B_{i}^{\ell}= & \sum_{i=1}^{M}\left[\sum_{j=1}^{M}\left|\Gamma_{i j}\right|\left(\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\alpha_{i j}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}\right)-\sum_{j=1}^{M}\left|\Gamma_{j i}\right|\left(\left\langle g_{j i}^{\ell}\right\rangle_{\Gamma_{j i}}+\alpha_{j i}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}}\right)\right] \\
= & \sum_{i=1}^{M} \sum_{j=1}^{M}\left|\Gamma_{i j}\right|\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\sum_{i=1}^{M} \sum_{j=1}^{M}\left|\Gamma_{i j}\right| \alpha_{i j}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}} \\
& \quad-\sum_{i=1}^{M} \sum_{j=1}^{M}\left|\Gamma_{j i}\right|\left\langle g_{j i}^{\ell}\right\rangle_{\Gamma_{j i}}-\sum_{i=1}^{M} \sum_{j=1}^{M}\left|\Gamma_{j i}\right| \alpha_{j i}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}} \\
= & \sum_{1 \leq i, j \leq M}\left|\Gamma_{i j}\right|\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}-\sum_{1 \leq i, j \leq M}\left|\Gamma_{j i}\right|\left\langle g_{j i}^{\ell}\right\rangle_{\Gamma_{j i}} \\
& +\sum_{i=1}^{M}\left(\sum_{j=1}^{M}\left|\Gamma_{i j}\right| \alpha_{i j}\right)\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}-\sum_{j=1}^{M}\left(\sum_{i=1}^{M}\left|\Gamma_{j i}\right| \alpha_{j i}\right)\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}}
\end{aligned}
$$

By denoting $Q_{i}=\sum_{j=1}^{M}\left|\Gamma_{i j}\right| \alpha_{i j}$, we get

$$
\sum_{i=1}^{M} B_{i}^{\ell}=\sum_{i=1}^{M} Q_{i}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}-\sum_{j=1}^{M} Q_{j}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}}=0
$$

Let us now turn to (b). From (a), we know that there exists at least a solution to $A Y^{\ell}=B^{\ell}$. Moreover, let $Y^{*}$ be a given solution to this system; all other solutions may be written as $Y=Y^{*}+\mu \mathbf{e}$, with $\mu \in \mathbb{R}$. Existence and uniqueness of the solution to (2.54) follows from the fact that $C \mathbf{e}=|\Omega| \neq 0$ : we have $C Y=C Y^{*}+\mu C \mathbf{e}$ and then, as $C Y^{\ell}=0$, it follows that $Y^{\ell}=Y^{*}-\frac{C Y^{*}}{|\Omega|} \mathbf{e}$. This ends the proof of Theorem 2.23-(i).
Proof of Theorem 2.23-(ii). It relies on the two main results:
(c) $B^{\ell} \rightarrow A X$ in $\mathbb{R}^{M}$,
(d) $C X=0$.

Let us prove (c): from the divergence-free property of $\mathbf{u}_{i}$, we have

$$
\begin{equation*}
0=\int_{\Omega_{i}} \nabla \cdot \mathbf{u}_{i}=\int_{\partial \Omega_{i}} \mathbf{u}_{i} \cdot \mathbf{n}_{\partial \Omega_{i}}=\sum_{j \in \mathscr{I}_{i}} \int_{\Gamma_{i j}} \mathbf{u}_{i} \cdot \mathbf{n}_{i j} \tag{2.56}
\end{equation*}
$$

Moreover, from the definition of $g_{i j}$ in (2.34) and the physical transmission conditions (2.6), we have

$$
\begin{equation*}
\left|\Gamma_{i j}\right|\left\langle g_{i j}\right\rangle_{\Gamma_{i j}}-\left|\Gamma_{j i}\right|\left\langle g_{j i}\right\rangle_{\Gamma_{j i}}=\int_{\Gamma_{i j}}\left(g_{i j}-g_{j i}\right)=2 \int_{\Gamma_{i j}} \mathbf{u}_{i} \cdot \mathbf{n}_{i j} \tag{2.57}
\end{equation*}
$$

Hence, from (2.56) and (2.57) we get

$$
\begin{equation*}
\sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{i j}\right|\left\langle g_{i j}\right\rangle_{\Gamma_{i j}}=\sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{j i}\right|\left\langle g_{j i}\right\rangle_{\Gamma_{j i}} . \tag{2.58}
\end{equation*}
$$

(2.52) is equivalent to

$$
\begin{equation*}
\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\alpha_{i j}\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Gamma_{i j}} \longrightarrow\left\langle g_{i j}\right\rangle_{\Gamma_{i j}} . \tag{2.59}
\end{equation*}
$$

From (2.51), we may replace $\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Gamma_{i j}}$ by $\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Omega_{i}}$ in (2.59), then multiply by $\left|\Gamma_{i j}\right|$ and sum over $j \in \mathscr{I}_{i}$ for a given $i$ to obtain

$$
\begin{equation*}
\sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{i j}\right|\left[\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\alpha_{i j}\left\langle p_{i}^{\ell}-p_{i}\right\rangle_{\Omega_{i}}\right] \longrightarrow \sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{i j}\right|\left\langle g_{i j}\right\rangle_{\Gamma_{i j}} \tag{2.60}
\end{equation*}
$$

In exactly the same way, we also obtain

$$
\begin{equation*}
\sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{j i}\right|\left[\left\langle g_{j i}^{\ell}\right\rangle_{\Gamma_{j i}}+\alpha_{j i}\left\langle p_{j}^{\ell}-p_{j}\right\rangle_{\Omega_{j}}\right] \longrightarrow \sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{j i}\right|\left\langle g_{j i}\right\rangle_{\Gamma_{j i}} \tag{2.61}
\end{equation*}
$$

Using (2.60), (2.61) and (2.58), we obtain

$$
\sum_{j \in \mathscr{I}_{i}}\left|\Gamma_{i j}\right|\left[\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\alpha_{i j}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}-\alpha_{i j}\left\langle p_{i}\right\rangle_{\Omega_{i}}\right]
$$

$$
-\sum_{j \in \mathscr{Y}_{i}}\left|\Gamma_{j i}\right|\left[\left\langle g_{j i}^{\ell}\right\rangle_{\Gamma_{j i}}+\alpha_{j i}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}}-\alpha_{j i}\left\langle p_{j}\right\rangle_{\Omega_{j}}\right] \longrightarrow 0,
$$

or equivalently

$$
\begin{aligned}
\sum_{j \in \mathscr{Y}_{i}}\left|\Gamma_{i j}\right|\left[\left\langle g_{i j}^{\ell}\right\rangle_{\Gamma_{i j}}+\right. & \left.\alpha_{i j}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}\right]-\sum_{j \in \mathscr{Y}_{i}}\left|\Gamma_{j i}\right|\left[\left\langle g_{j i}^{\ell}\right\rangle_{\mathrm{ri}_{j}}+\alpha_{j i}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}}\right] \\
& \longrightarrow \sum_{j \in \mathscr{\mathscr { F }}_{i}}\left|\Gamma_{i j}\right| \alpha_{i j}\left\langle p_{i}\right\rangle_{\Omega_{i}}-\sum_{j \in \mathscr{\mathscr { q }}_{i}}\left|\Gamma_{j i}\right| \alpha_{j i}\left\langle p_{j}\right\rangle_{\Omega_{j}} .
\end{aligned}
$$

This is exactly $B^{\ell} \longrightarrow A X$.
Let us now prove (d): We have

$$
\int_{\Omega} p_{i}=\sum_{i=1}^{M} \int_{\Omega_{i}} p_{i}=\sum_{i=1}^{M}\left|\Omega_{i}\right|\left\langle p_{i}\right\rangle_{\Omega_{i}}=0
$$

i.e. $C X=0$.

We now prove Theorem 2.23-(ii): From Theorem 2.23-(i), and (c) and (d), we have $A\left(Y^{\ell}-X\right) \longrightarrow 0$ and $C\left(Y^{\ell}-X\right)=0$, which implies that $\left(Y^{\ell}-X\right) \longrightarrow 0$ when $\ell \rightarrow \infty$. Then, from (2.53), with a triangle inequality, we get (2.55).

Remark 2.24. In the general case of $M$ subdomains, the calculation of $\tilde{p}_{i}^{\ell}$ is done only once, at the last OSWR iteration. It involves solving the coarse problem (2.54) when $M>2$, and is given by an explicit formula when $M=2$ (see Corollary 2.26), thus the cost of calculating the modified pressure is negligible.

Remark 2.25. Recovering the correct pressure could also be performed from the fact that $\nabla\left(p_{i}^{\ell}-p_{i}\right)$ tends to zero when $\ell \rightarrow \infty$. Indeed, for a given $\Omega_{i}$, choosing first an arbitrary point $\mathbf{x}_{i} \in \Omega_{i}$, then one may write

$$
p_{i}(\mathbf{x})=p_{i}\left(\mathbf{x}_{i}\right)+\left(\mathbf{x}-\mathbf{x}_{i}\right) \cdot \int_{0}^{1} \nabla p_{i}\left(\mathbf{x}_{i}+t\left(\mathbf{x}-\mathbf{x}_{i}\right)\right) d t, \quad \forall \mathbf{x} \in \Omega_{i} .
$$

Then, one could replace $\nabla p_{i}$ by $\nabla p_{i}^{\ell}$ to obtain approximate values of the pressure at each point $\mathbf{x}$. However, this formula holds on a given subdomain $\Omega_{i}$. In order to relate values of the pressures in $\Omega_{i}$ to those in a neighboring subdomain $\Omega_{j}$ through this kind of formula, one needs to choose a point on the boundary $\Gamma_{i j}$ that will serve as the point $\mathbf{x}_{j}$ in the subdomain $\Omega_{j}$, and so on. At the discrete level, there are several drawbacks to that: this requires further communications between subdomains, the pressure gradient at the boundaries may not be easy to define (e.g. when the pressure is defined as a piecewise constant field like in the Crouzeix-Raviart finite element), and finally there are many ways to go from one cell to another in the mesh, and, due to round-off errors, this may lead to different evaluations of the pressure at a given cell in particular in very large scale computations.

In the two-subdomain case, the calculation of $\tilde{p}_{i}^{\ell}$ can be done by the following explicit formula.

Corollary 2.26. Let $M=2$, in which case we denote by ${ }_{1}$ and ${ }_{2}$ instead of ${ }_{12}$ and ${ }_{21}$ and $\Gamma=\Gamma_{12}=\Gamma_{21}$. We recall also that we are in the case $\alpha=\alpha_{12}=\alpha_{21}$. We define, for $i=1,2$ and $j=3-i$,

$$
\tilde{p}_{i}^{\ell}=p_{i}^{\ell}+\frac{\left|\Omega_{j}\right|}{|\Omega|}\left[\frac{1}{\alpha}\left(\left\langle g_{i}^{\ell}\right\rangle_{\Gamma}-\left\langle g_{j}^{\ell}\right\rangle_{\Gamma}\right)\right]-\frac{\left|\Omega_{i}\right|}{|\Omega|}\left\langle p_{i}^{\ell}\right\rangle_{\Omega_{i}}-\frac{\left|\Omega_{j}\right|}{|\Omega|}\left\langle p_{j}^{\ell}\right\rangle_{\Omega_{j}} .
$$

Then $\tilde{p}_{i}^{\ell}$ tends to $p_{i}$ when $\ell$ tends to infinity.

Proof. For $M=2$ we have

$$
\begin{aligned}
& B_{1}^{\ell}=-B_{2}^{\ell}=|\Gamma|\left[\left\langle g_{1}^{\ell}\right\rangle_{\Gamma}+\alpha\left\langle p_{1}\right\rangle_{\Omega_{1}}\right]-|\Gamma|\left[\left\langle g_{2}^{\ell}\right\rangle_{\Gamma}+\alpha\left\langle p_{2}\right\rangle_{\Omega_{2}}\right], \\
& \mathbf{A}=\left[\begin{array}{cc}
\alpha|\Gamma| & -\alpha|\Gamma| \\
-\alpha|\Gamma| & \alpha|\Gamma|
\end{array}\right], \\
& C=\left[\left|\Omega_{1}\right|\right. \\
&\left.\left|\Omega_{2}\right|\right] .
\end{aligned}
$$

System (2.54) for $M=2$ has unique solution given by

$$
\begin{aligned}
Y_{1}^{\ell} & =\frac{\left|\Omega_{2}\right|}{|\Omega|}\left[\frac{1}{\alpha}\left(\left\langle g_{1}^{\ell}\right\rangle_{\Gamma}-\left\langle g_{2}^{\ell}\right\rangle_{\Gamma}\right)+\left(\left\langle p_{1}^{\ell}\right\rangle_{\Omega_{1}}-\left\langle p_{2}^{\ell}\right\rangle_{\Omega_{2}}\right)\right], \\
Y_{2}^{\ell} & =\frac{\left|\Omega_{1}\right|}{|\Omega|}\left[\frac{1}{\alpha}\left(\left\langle g_{2}^{\ell}\right\rangle_{\Gamma}-\left\langle g_{1}^{\ell}\right\rangle_{\Gamma}\right)+\left(\left\langle p_{2}^{\ell}\right\rangle_{\Omega_{2}}-\left\langle p_{1}^{\ell}\right\rangle_{\Omega_{1}}\right)\right] .
\end{aligned}
$$

From theorem 2.23, we have

$$
\begin{aligned}
& p_{1}^{\ell}-\left\langle p_{1}^{\ell}\right\rangle_{\Omega_{1}}+Y_{1}^{\ell}=p_{1}^{\ell}+\frac{\left|\Omega_{2}\right|}{|\Omega|}\left[\frac{1}{\alpha}\left(\left\langle g_{1}^{\ell}\right\rangle_{\Gamma}-\left\langle g_{2}^{\ell}\right\rangle_{\Gamma}\right)\right]-\frac{\left|\Omega_{1}\right|}{|\Omega|}\left\langle p_{1}^{\ell}\right\rangle_{\Omega_{1}}-\frac{\left|\Omega_{2}\right|}{|\Omega|}\left\langle p_{2}^{\ell}\right\rangle_{\Omega_{2}} \rightarrow p_{1} \\
& p_{2}^{\ell}-\left\langle p_{2}^{\ell}\right\rangle_{\Omega_{2}}+Y_{2}^{\ell}=p_{2}^{\ell}+\frac{\left|\Omega_{1}\right|}{|\Omega|}\left[\frac{1}{\alpha}\left(\left\langle g_{2}^{\ell}\right\rangle_{\Gamma}-\left\langle g_{1}^{\ell}\right\rangle_{\Gamma}\right)\right]-\frac{\left|\Omega_{1}\right|}{|\Omega|}\left\langle p_{1}^{\ell}\right\rangle_{\Omega_{1}}-\frac{\left|\Omega_{2}\right|}{|\Omega|}\left\langle p_{2}^{\ell}\right\rangle_{\Omega_{2}} \rightarrow p_{2}
\end{aligned}
$$

### 2.7 Convergence factor via Fourier transform

In this Section, differently from what was presented in Chapter one, we do not intend to study rigorously the convergence of the OSWR iterative process through Fourier transforms. We proved convergence of the velocity via energy estimates in Section 2.5 and showed how to recover the pressure in Section 2.6. The aim here is to find a way to choose conveniently the parameters $(\alpha, \beta)$ that play an important role in the actual rate of convergence in numerical experiments.

Consider $\Omega=\mathscr{R}^{2}$. We consider two subdomains, in which case we denote by ${ }_{1}$ and ${ }_{2}$ instead of ${ }_{12}$ and 21 and $\Gamma=\Gamma_{12}=\Gamma_{21}=\{x=0\} \times \mathbb{R}$. We denote $\mathbf{u}=(u, v)$ the two components of the velocity, $\mathbf{f}=\left(f_{1}, f_{2}\right)$. Recall here the Stokes problem

$$
\begin{array}{rlll}
\partial_{t} u-v \Delta u+\partial_{x} p & =f_{x} & \text { in } & \\
\partial_{t} v-v \Delta v(0, T) \\
\partial_{x} u+\partial_{y} p & =f_{y} & \text { in } & \\
u(., t=0) & \text { in } & & \Omega \times(0, T) \\
v(., t=0) & =u_{0} & \text { in } & \\
\hline u) & \text { in } & \Omega \\
u, v & \rightarrow 0 & \text { when } & \\
|(x, y)| \rightarrow \infty
\end{array}
$$

To simplify notations, we do not use $g_{i}^{\ell}, \zeta_{i}^{\ell}$, we write the OSWR algorithm as follows:
starting with $u_{i}^{0}, v_{i}^{0}, p_{i}^{0}$, at step $\ell \geq 1$, provided $u_{i}^{\ell-1}, v_{i}^{\ell-1}, p_{i}^{\ell-1}$ we solve

$$
\begin{array}{rlrl}
\partial_{t} u_{1}^{\ell}-v \Delta u_{1}^{\ell}+\partial_{x} p_{1}^{\ell} & =f_{x} & & \text { in } \\
\partial_{t} v_{1}^{\ell}-v \Delta v_{1}^{\ell}+\partial_{y} p_{1}^{\ell} & =f_{y} & & \Omega \times(0, T) \\
\partial_{x} u_{1}^{\ell}+\partial_{y} v_{1}^{\ell} & =0 & & \text { in } \\
u_{1}^{\ell}(., t=0) & =u_{0} & & \Omega \times(0, T) \\
v_{1}^{\ell}(., t=0) & =v_{0} & & \text { in } \\
\alpha_{1}\left(v \partial_{x} u_{1}^{\ell}-p_{1}^{\ell}\right)+u_{1}^{\ell} & =\alpha_{1}\left(v \partial_{x} u_{2}^{\ell-1}-p_{2}^{\ell-1}\right)+u_{2}^{\ell-1} & & \text { in } \\
v \beta_{1} \partial_{x} v_{1}^{\ell}+v_{1}^{\ell} & =v \beta_{1} \partial_{x} v_{2}^{\ell-1}+v_{2}^{\ell-1} & & \Omega \\
u_{1}^{\ell}, v_{1}^{\ell} & \rightarrow 0 & & \text { on } \\
& & \Gamma \times(0, T) \\
& & \text { when } & |(x, y)| \rightarrow \infty
\end{array}
$$

and

$$
\begin{array}{rlrl}
\partial_{t} u_{2}^{\ell}-v \Delta u_{2}^{\ell}+\partial_{x} p_{2}^{\ell} & =f_{x} & & \text { in } \\
\partial_{t} v_{2}^{\ell}-v \Delta v_{2}^{\ell}+\partial_{y} p_{2}^{\ell} & =f_{y} & & \Omega \times(0, T) \\
\partial_{x} u_{2}^{\ell}+\partial_{y} v_{2}^{\ell} & =0 & & \text { in } \\
u_{2}^{\ell}(., t=0) & =u_{0} & & \Omega \times(0, T) \\
v_{2}^{\ell}(., t=0) & =v_{0} & & \text { in } \\
& & \text { in } & \Omega \times(0, T) \\
\alpha_{2}\left(v \partial_{x} u_{2}^{\ell}-p_{2}^{\ell}\right)-u_{2}^{\ell} & =\alpha_{2}\left(v \partial_{x} u_{1}^{\ell-1}-p_{1}^{\ell-1}\right)-u_{1}^{\ell-1} & & \text { on } \\
v \beta_{2} \partial_{x} v_{2}^{\ell}-v_{2}^{\ell} & =\beta_{2} \partial_{x} v_{1}^{\ell-1}-v_{1}^{\ell-1} & & \Gamma \times(0, T) \\
u_{2}^{\ell}, v_{2}^{\ell} & \rightarrow 0 & & \text { on } \\
\Gamma \times(0, T) \\
& & \text { when } & |(x, y)| \rightarrow \infty
\end{array}
$$

By linearity, let $f_{x}=f_{y}=0$ and $u_{0}=v_{0}=0$ and $u, v, p$ below denote the errors.
Taking the Fourier transform in time and in $y$-direction with time frequency $\omega$ and space frequency $k$, and, for simplicity, we still keep notations $u, v$ instead of $\hat{u}, \hat{v}$, we get

$$
\begin{align*}
i \omega u_{1}^{\ell}-v \partial_{x x} u_{1}^{\ell}+v k^{2} u_{1}^{\ell}+\partial_{x} p & =0  \tag{2.62a}\\
i \omega v_{1}^{\ell}-v \partial_{x x} v_{1}^{\ell}+v k^{2} v_{1}^{\ell}+i k p & =0  \tag{2.62b}\\
\partial_{x} u_{1}^{\ell}+i k v_{1}^{\ell} & =0 \tag{2.62c}
\end{align*}
$$

Take $\frac{\partial}{\partial x}(2.62 a)+i k(2.62 b)$ we obtain

$$
i \omega\left(\partial_{x} u_{1}^{\ell}+i k v_{1}^{\ell}\right)-v \partial_{x x}\left(\partial_{x} u_{1}^{\ell}+i k v_{1}^{\ell}\right)+v k^{2}\left(\partial_{x} u_{1}^{\ell}+i k v_{1}^{\ell}\right)+\partial_{x x} p_{1}^{\ell}-k^{2} p_{1}^{\ell}=0
$$

By using (2.62c), the above equation becomes an equation involving only the pressure

$$
\begin{equation*}
\partial_{x x} p_{1}^{\ell}-k^{2} p_{1}^{\ell}=0 \tag{2.63}
\end{equation*}
$$

whose general solution is given by

$$
p_{1}^{\ell}=A^{\ell} \exp (|k| x)+B^{\ell} \exp (-|k| x)
$$

As $p_{1}^{\ell}$ must be bounded at $x=-\infty$, this implies that $B^{\ell}=0$. Thus, we have

$$
\begin{equation*}
p_{1}^{\ell}=A^{\ell} \exp (|k| x) \tag{2.64}
\end{equation*}
$$

Next, equation (2.62a) can be written as

$$
i \omega u_{1}^{\ell}-v\left(\partial_{x x} u_{1}^{\ell}-k^{2} u_{1}^{\ell}\right)=-A^{\ell}|k| \exp (|k| x)
$$

which is equivalent to

$$
\begin{equation*}
\partial_{x x} u_{1}^{\ell}-\left(k^{2}+\frac{i \omega}{v}\right) u_{1}^{\ell}=\frac{A^{\ell}}{v}|k| \exp (|k| x) \tag{2.65}
\end{equation*}
$$

Denote by $\lambda$ the square root of $k^{2}+\frac{i \omega}{v}$ with positive real part, then the solution of the homogeneous equation is given by

$$
u_{1}^{\ell}=C^{\ell} \exp (\lambda x)+D^{\ell} \exp (-\lambda x)
$$

As $u_{1}^{\ell}$ tends to 0 at infinity, the solution $u_{1}^{\ell}$ of the homogeneous equation is

$$
\begin{equation*}
u_{1}^{\ell}=C^{\ell} \exp (\lambda x) \tag{2.66}
\end{equation*}
$$

On the other hand, we assume that one special solution of (2.65) has the form $u_{1, \mathrm{~s}}^{\ell}=$ $C_{s}^{\ell} \exp (|k| x)$. We insert this solution into (2.65) and we get

$$
k^{2} C_{s}^{\ell} \exp (|k| x)-\lambda^{2} C_{s}^{\ell} \exp (|k| x)=\frac{A^{\ell}}{v}|k| \exp (|k| x)
$$

i.e.

$$
-\frac{i \omega}{v} C_{s}^{\ell} \exp (|k| x)=\frac{A^{\ell}}{v}|k| \exp (|k| x)
$$

then

$$
C_{s}^{\ell}=\frac{i|k| A^{\ell}}{\omega}
$$

As a result, the general solution of (2.65) is given by

$$
\begin{equation*}
u_{1}^{\ell}=\frac{i|k| A^{\ell}}{\omega} \exp (|k| x)+C^{\ell} \exp (\lambda x) \tag{2.67}
\end{equation*}
$$

We can now replace $v_{1}^{\ell}=\frac{i}{k} \partial_{x} u_{1}^{\ell}$ to get

$$
\begin{equation*}
v_{1}^{\ell}=\frac{-k A^{\ell}}{\omega} \exp (|k| x)+D^{\ell} \exp (\lambda x) \tag{2.68}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda C^{\ell}=-i k D^{\ell} \tag{2.69}
\end{equation*}
$$

For $u_{2}^{\ell}, v_{2}^{\ell}, p_{2}^{\ell}$, we replace $|k|$ by $-|k|, \lambda$ by $-\lambda$ then we get

$$
\begin{align*}
p_{2}^{\ell} & =B^{\ell} \exp (-|k| x)  \tag{2.70}\\
u_{2}^{\ell} & =\frac{-i|k| B^{\ell}}{\omega} \exp (-|k| x)+E^{\ell} \exp (-\lambda x)  \tag{2.71}\\
v_{2}^{\ell} & =\frac{-k B^{\ell}}{\omega} \exp (-|k| x)+F^{\ell} \exp (-\lambda x) \tag{2.72}
\end{align*}
$$

with the same relation

$$
\begin{equation*}
(-\lambda) E^{\ell}=-i k F^{\ell} \tag{2.73}
\end{equation*}
$$

On $\Gamma \times(0, T)$, in the Robin B.C., we replace $\left(u_{1}^{\ell}, v_{1}^{\ell}, p_{1}^{\ell}\right)$ and $\left(u_{2}^{\ell}, v_{2}^{\ell}, p_{2}^{\ell}\right)$ in terms of ( $A^{\ell}, C^{\ell}, D^{\ell}$ ) and ( $B^{\ell}, E^{\ell}, F^{\ell}$ ) respectively, we get

$$
\begin{aligned}
\alpha_{1}\left(v \frac{i k^{2} A^{\ell}}{\omega}+v \lambda C^{\ell}-A^{\ell}\right) & +\frac{i|k| A^{\ell}}{\omega}+C^{\ell} \\
& =\alpha_{1}\left(v \frac{i k^{2} B^{\ell-1}}{\omega}+v(-\lambda) E^{\ell-1}-B^{\ell-1}\right)+\frac{i(-|k|) B^{\ell-1}}{\omega}+E^{\ell-1} \\
\beta_{1} v\left(\frac{-k|k| A^{\ell}}{\omega}+\lambda D^{\ell}\right) & +\left(\frac{-k A^{\ell}}{\omega}+D^{\ell}\right) \\
& =\beta_{1} v\left(\frac{-k(-|k|) B^{\ell-1}}{\omega}+(-\lambda) F^{\ell-1}\right)+\left(\frac{-k B^{\ell-1}}{\omega}+F^{\ell-1}\right)
\end{aligned}
$$

Reordering the terms, in each side, and using (2.69) and (2.73) we get

$$
\begin{aligned}
\left(\alpha_{1}\left(v \frac{i k^{2}}{\omega}-1\right)+\frac{i|k|}{\omega}\right) A^{\ell} & +\left(-\alpha_{1} v i k-\frac{i k}{\lambda}\right) D^{\ell} \\
& =\left(\alpha_{1}\left(v \frac{i|k|^{2}}{\omega}-1\right)-\frac{i|k|}{\omega}\right) B^{\ell-1}+\left(-\alpha_{1} v i k+\frac{i k}{\lambda}\right) F^{\ell-1} \\
\left(-\beta_{1} v \frac{k|k|}{\omega}-\frac{k}{\omega}\right) A^{\ell} & +\left(\beta_{1} v \lambda+1\right) D^{\ell} \\
& =\left(\beta_{1} v \frac{k|k|}{\omega}-\frac{k}{\omega}\right) B^{\ell-1}+\left(-\beta_{1} v \lambda+1\right) F^{\ell-1}
\end{aligned}
$$

This boundary condition can be written in the matrix form

$$
\begin{equation*}
\mathscr{M}\left(\alpha_{1}, \beta_{1}\right)\binom{A^{\ell}}{D^{\ell}}=\mathscr{N}\left(\alpha_{1}, \beta_{1}\right)\binom{B^{\ell-1}}{F^{\ell-1}} \tag{2.74}
\end{equation*}
$$

where

$$
\mathscr{M}\left(\alpha_{1}, \beta_{1}\right)=\left(\begin{array}{cc}
\alpha_{1}\left(v \frac{i k^{2}}{\omega}-1\right)+\frac{i|k|}{\omega} & -\alpha_{1} v i k-\frac{i k}{\lambda}  \tag{2.75}\\
-\beta_{1} v \frac{k|k|}{\omega}-\frac{k}{\omega} & \beta_{1} v \lambda+1
\end{array}\right)
$$

and

$$
\mathscr{N}\left(\alpha_{1}, \beta_{1}\right)=\left(\begin{array}{cc}
\alpha_{1}\left(v \frac{i k^{2}}{\omega}-1\right)-\frac{i|k|}{\omega} & -\alpha_{1} v i k+\frac{i k}{\lambda}  \tag{2.76}\\
\beta_{1} v \frac{k|k|}{\omega}-\frac{k}{\omega} & -\beta_{1} v \lambda+1
\end{array}\right)
$$

Doing the same for Robin B.C of $\Omega_{2}$, we get

$$
\begin{aligned}
\alpha_{2}\left(v \frac{i k^{2} B^{\ell}}{\omega}-v \lambda E^{\ell}-B^{\ell}\right) & +\frac{i|k| B^{\ell}}{\omega}-E^{\ell} \\
& =\alpha_{2}\left(v \frac{i k^{2} A^{\ell-1}}{\omega}+v \lambda C^{\ell-1}-A^{\ell-1}\right)-\frac{i|k| A^{\ell-1}}{\omega}-C^{\ell-1} \\
\beta_{2} v\left(\frac{k|k| B^{\ell}}{\omega}-\lambda F^{\ell}\right) & -\left(\frac{-k B^{\ell}}{\omega}+F^{\ell}\right) \\
& =\beta_{2} v\left(\frac{-k|k| A^{\ell-1}}{\omega}+\lambda D^{\ell-1}\right)-\left(\frac{-k A^{\ell-1}}{\omega}+D^{\ell-1}\right)
\end{aligned}
$$

Using the relation, in the matrix form, this boundary condition can be written as

$$
\begin{equation*}
\mathscr{M}\left(\alpha_{2}, \beta_{2}\right)\binom{B^{\ell}}{F^{\ell}}=\mathscr{N}\left(\alpha_{2}, \beta_{2}\right)\binom{A^{\ell-1}}{D^{\ell-1}} \tag{2.77}
\end{equation*}
$$

where $\mathscr{M}\left(\alpha_{2}, \beta_{2}\right)$ and $\mathscr{N}\left(\alpha_{2}, \beta_{2}\right)$ are defined by replacing parameters $\left(\alpha_{1}, \beta_{1}\right)$ in (2.75) and (2.76) by $\left(\alpha_{2}, \beta_{2}\right)$.
By using (2.74) and (2.77), we obviously get

$$
\begin{equation*}
\binom{A^{\ell}}{D^{\ell}}=\mathscr{R}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}\right)\binom{A^{\ell-2}}{D^{\ell-2}} \tag{2.78}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{R}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}\right)=\mathscr{M}^{-1}\left(\alpha_{1}, \beta_{1}\right) \mathscr{N}\left(\alpha_{1}, \beta_{1}\right) \mathscr{M}^{-1}\left(\alpha_{2}, \beta_{2}\right) \mathscr{N}\left(\alpha_{2}, \beta_{2}\right) \tag{2.79}
\end{equation*}
$$

It is obvious to see that for $k=0$, the matrix has an eigenvalue equal to 1 , i.e., the algorithm does not converge. This observation synergies with those arguments in the one-dimensional case and the convergence through energy estimate.

## One-sided case

We shall now study the case $\left(\alpha_{1}, \beta_{1}\right)=\left(\alpha_{2}, \beta_{2}\right)=(\alpha, \beta)$, in order to find a suitable expression of the eigenvalues of $\mathscr{R}$, which will be the basis for an efficient choice of ( $\alpha, \beta$ ). Denote

$$
\begin{gather*}
\mathscr{P}(\alpha)=\left(\begin{array}{cc}
\alpha\left(v \frac{i k^{2}}{\omega}-1\right) & -\alpha v i k \\
-\frac{k}{\omega} & 1
\end{array}\right)=\left(\begin{array}{cc}
\frac{i \alpha v \lambda^{2}}{\omega} & -i \alpha v k \\
-\frac{k}{\omega} & 1
\end{array}\right)  \tag{2.80}\\
\mathscr{Q}(\beta)=\left(\begin{array}{cc}
\frac{i|k|}{\omega} & -\frac{i k}{\lambda} \\
\frac{-\beta v k|k|}{\omega} & \beta v \lambda
\end{array}\right) \tag{2.81}
\end{gather*}
$$

Then

$$
\mathscr{M}(\alpha, \beta)=\mathscr{P}(\alpha)+\mathscr{Q}(\beta), \quad \mathscr{N}(\alpha, \beta)=\mathscr{P}(\alpha)-\mathscr{Q}(\beta)
$$

Moreover, we have $\operatorname{det}(\mathscr{P}(\alpha))=-\alpha \neq 0$, i.e. $P(\alpha)$ is always invertible. Then

$$
\begin{aligned}
\mathscr{M}^{-1} \mathscr{N} & =(\mathscr{P}+\mathscr{Q})^{-1}(\mathscr{P}-\mathscr{Q}) \\
& =(\mathscr{P}+\mathscr{Q})^{-1}(2 \mathscr{P}-(\mathscr{P}+\mathscr{Q})) \\
& =-I+2(\mathscr{P}+\mathscr{Q})^{-1} \mathscr{P} \\
& =-I+2[\mathscr{P}-1(\mathscr{P}+\mathscr{Q})]^{-1} \\
& =-I+2\left[I+\mathscr{P}^{-1} \mathscr{Q}\right]^{-1}
\end{aligned}
$$

Hence, instead of calculating the eigenvalues of $\mathscr{M}^{-1} \mathscr{N}$, we are going to calculate those of $\mathscr{P}^{-1} \mathscr{Q}$ because if $(\mathbf{e}, \mu)$ is an eigenpair of $\mathscr{P}^{-1} \mathscr{Q}$, then it may be easily checked that
(e, $\frac{1-\mu}{1+\mu}$ ) is an eigenpair of $\mathscr{M}^{-1} \mathscr{N}$.
We have first that

$$
\mathscr{P}^{-1}=\frac{-1}{\alpha}\left(\begin{array}{cc}
1 & i \alpha v k \\
\frac{k}{\omega} & \frac{i \alpha v \lambda^{2}}{\omega}
\end{array}\right)=\left(\begin{array}{cc}
\frac{-1}{\alpha} & -i v k \\
\frac{-k}{\alpha \omega} & \frac{-i v \lambda^{2}}{\omega}
\end{array}\right)
$$

Then

$$
\begin{aligned}
\mathscr{P}^{-1} \mathscr{Q} & =\left(\begin{array}{cc}
\frac{1}{\alpha} & i v k \\
\frac{k}{\alpha \omega} & \frac{i v \lambda^{2}}{\omega}
\end{array}\right)\left(\begin{array}{cc}
\frac{-i|k|}{\omega} & \frac{i k}{\lambda} \\
\frac{\beta v k|k|}{\omega} & -\beta v \lambda
\end{array}\right) \\
& =\left(\begin{array}{cc}
-\frac{i|k|}{\alpha \omega}+\frac{i \beta v^{2} k^{2}|k|}{\omega} & \frac{i k}{\alpha \lambda}-i \beta v^{2} k \lambda \\
-\frac{i k|k|}{\alpha \omega^{2}}+\frac{i \beta v^{2} \lambda^{2} k|k|}{\omega^{2}} & \frac{i k^{2}}{\alpha \omega \lambda}-\frac{i \beta v^{2} \lambda^{3}}{\omega}
\end{array}\right) \\
\operatorname{det}(\mathscr{Q}(\beta)) & =\frac{\beta v i|k| \lambda}{\omega}-\frac{\beta v i k^{2}|k|}{\omega \lambda}=\frac{\beta v i|k|}{\lambda \omega}\left(\lambda^{2}-k^{2}\right)=-\frac{\beta|k|}{\lambda}
\end{aligned}
$$

so

$$
\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}\right)=\frac{\beta|k|}{\alpha \lambda}
$$

and

$$
\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}\right)=-\frac{i|k|}{\alpha \omega}+\frac{i \beta v^{2} k^{2}|k|}{\omega}+\frac{i k^{2}}{\alpha \omega \lambda}-\frac{i \beta v^{2} \lambda^{3}}{\omega}
$$

Hence, the eigenvalues are the solutions of the following quadratic equation

$$
\begin{equation*}
\mu^{2}-\left(-\frac{i|k|}{\alpha \omega}+\frac{i \beta v^{2} k^{2}|k|}{\omega}+\frac{i k^{2}}{\alpha \omega \lambda}-\frac{i \beta v^{2} \lambda^{3}}{\omega}\right) \mu+\frac{\beta|k|}{\alpha \lambda}=0 \tag{2.82}
\end{equation*}
$$

We see immediately that in (2.82), for fixed $(\alpha, \beta, \omega)$, then $k$ and $-k$ give the same quadratic equation, hence same spectral radius for $\mathscr{R}$.
Hence

$$
\max _{k, \omega} \varrho(\mathscr{R}(k, \omega))=\max _{k \geq 0, \omega} \varrho(\mathscr{R}(k, \omega))
$$

with $\varrho(\mathscr{A})$ denotes the spectral radius of a matrix $\mathscr{A}$. To get a similar result for $\omega$, we fix $\alpha, \beta, k$ and consider the above matrices with variable $\omega$ only.
Let $\lambda$ and $\lambda^{\prime}$ be the square roots of $k^{2}+\frac{i \omega}{v}$ and $k^{2}-\frac{i \omega}{v}$ respectively. Then, we have $\operatorname{Re}(\lambda)=\operatorname{Re}\left(\lambda^{\prime}\right)$ and $\operatorname{Im}(\lambda)=-\operatorname{Im}\left(\lambda^{\prime}\right)$. The same is true for $\frac{1}{\lambda}$ and $\frac{1}{\lambda^{\prime}}$.
In addition, one gets

$$
\begin{aligned}
\operatorname{Re}\left(\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)\right) & =\operatorname{Re}\left(\frac{i k^{2}}{\alpha \omega \lambda}\right)-\operatorname{Re}\left(\frac{i \beta v^{2} \lambda^{3}}{\omega}\right) \\
& =-\operatorname{Im}\left(\frac{k^{2}}{\alpha \omega \lambda}\right)-\operatorname{Re}\left(\frac{i \beta v^{2} \lambda\left(k^{2}+i \omega\right)}{\omega}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =-\operatorname{Im}\left(\frac{k^{2}}{\alpha \omega \lambda}\right)+\operatorname{Re}\left(\beta v^{2} \lambda\right)+\operatorname{Im}\left(\frac{\beta v^{2} \lambda k^{2}}{\omega}\right) \\
& =-\frac{k^{2}}{\alpha \omega} \operatorname{Im}\left(\frac{1}{\lambda}\right)+\beta v^{2} \operatorname{Re}(\lambda)+\frac{\beta v^{2} k^{2}}{\omega} \operatorname{Im}(\lambda)
\end{aligned}
$$

Replacing $\omega$ by $(-\omega)$ and then $\lambda$ by $\lambda^{\prime}$, one has

$$
\begin{aligned}
\operatorname{Re}\left(\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(-\omega)\right)\right) & =-\frac{k^{2}}{\alpha(-\omega)} \operatorname{Im}\left(\frac{1}{\lambda^{\prime}}\right)+\beta v^{2} \operatorname{Re}\left(\lambda^{\prime}\right)+\frac{\beta v^{2} k^{2}}{-\omega} \operatorname{Im}\left(\lambda^{\prime}\right) \\
& =-\frac{k^{2}}{\alpha \omega} \operatorname{Im}\left(\frac{1}{\lambda}\right)+\beta v^{2} \operatorname{Re}(\lambda)+\frac{\beta v^{2} k^{2}}{\omega} \operatorname{Im}(\lambda) \\
& =\operatorname{Re}\left(\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)\right) .
\end{aligned}
$$

Similarly, for the imaginary part
$\operatorname{Im}\left(\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)\right)=-\frac{|k|}{\alpha \omega}+\frac{\beta \nu^{2} k^{2}|k|}{\omega}+\frac{k^{2}}{\alpha \omega} \operatorname{Re}\left(\frac{1}{\lambda}\right)+\beta \nu^{2} \operatorname{Im}(\lambda)-\frac{\beta \nu^{2} k^{2}}{\omega} \operatorname{Re}(\lambda)$.
Then,

$$
\begin{aligned}
\operatorname{Im}\left(\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(-\omega)\right)\right)=- & \frac{|k|}{\alpha(-\omega)}+\frac{\beta v^{2} k^{2}|k|}{-\omega}+\frac{k^{2}}{\alpha(-\omega)} \operatorname{Re}\left(\frac{1}{\lambda^{\prime}}\right) \\
& +\beta v^{2} \operatorname{Im}\left(\lambda^{\prime}\right)-\frac{\beta v^{2} k^{2}}{-\omega} \operatorname{Re}\left(\lambda^{\prime}\right) \\
= & -\operatorname{Im}\left(\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)\right) .
\end{aligned}
$$

In the end, we get that trace $\left(\mathscr{P}^{-1} \mathscr{Q}(-\omega)\right)=\overline{\operatorname{trace}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)}$. Doing the same for $\operatorname{det} \mathscr{P}^{-1} \mathscr{Q}$, we have

$$
\begin{aligned}
& \operatorname{Re}\left(\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)\right)=\operatorname{Re}\left(\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}(-\omega)\right)\right) \\
& \operatorname{Im}\left(\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)\right)=-\operatorname{Im}\left(\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}(-\omega)\right)\right)
\end{aligned}
$$

and thus $\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}(-\omega)\right)=\overline{\operatorname{det}\left(\mathscr{P}^{-1} \mathscr{Q}(\omega)\right)}$.
We conclude from this that the solutions of (2.82) when we change $\omega$ to $-\omega$ are simply the conjugated of the solutions with $\omega$.

From this argument, let $\mu$ be an eigenvalue of $\mathscr{P}^{-1} \mathscr{Q}(\omega)$ then $\bar{\mu}$ is an eigenvalue of $\mathscr{P}^{-1} \mathscr{Q}(-\omega)$. And then, since

$$
\left|\frac{1-\mu}{1+\mu}\right|=\left|\frac{1-\bar{\mu}}{1+\bar{\mu}}\right|,
$$

then $\mathscr{M}^{-1} \mathscr{N}(\omega)$ and $\mathscr{M}^{-1} \mathscr{N}(-\omega)$ have the same spectral radius. Then, the optimization of the convergence factor needs only to consider $k \geq 0$ and $\omega \geq 0$.

$$
\max _{k, \omega} \varrho(\mathscr{R}(k, \omega))=\max _{k \geq 0, \omega \geq 0} \varrho(\mathscr{R}(k, \omega)) .
$$

## Stationary case

If we consider the semi-discrete problem, which is presented in the thesis of Cherel [33], one can replace $i \omega$ by $\frac{1}{\Delta t}$, then, the above expression becomes $\left(\frac{i}{\omega}=-\Delta t\right)$

$$
\mu^{2}-\left(\frac{\Delta t|k|}{\alpha}-\Delta t \beta v^{2} k^{2}|k|-\frac{\Delta t k^{2}}{\alpha \lambda}+\Delta t \beta v^{2} \lambda^{3}\right) \mu+\frac{\beta|k|}{\alpha \lambda}=0
$$

with $\lambda=\sqrt{k^{2}+\frac{1}{v \Delta t}}>|k|$. We have an obvious observation that

$$
\left(\frac{\Delta t|k|}{\alpha}-\Delta t \beta v^{2} k^{2}|k|-\frac{\Delta t k^{2}}{\alpha \lambda}+\Delta t \beta v^{2} \lambda^{3}\right) \geq 0
$$

and

$$
\frac{\beta|k|}{\alpha \lambda} \geq 0
$$

The quadratic equation has 2 roots with positive real parts. Then, we get $\left|\frac{1-\mu}{1+\mu}\right| \leq 1$. It implies that the spectral radius of $\mathscr{M}^{-1} \mathscr{N}$ is less than or equal one.
We observe also that for $k=0, \mu=0$ is one solution and when $k \rightarrow \infty$, one solution tends to infinity. Hence, it is only with a bounded $k$, which means $0<k_{\min } \leq k \leq$ $k_{\max }<+\infty$ that we can have that the spectral radius of $\mathscr{M}^{-1} \mathscr{N}$ is strictly less than 1 .

### 2.8 Numerical results

In this section, we present some numerical experiments that illustrate the performances of the OSWR method of Section 2.3, with Freefem++ [66]. For the space discretization we use the nonconforming Crouzeix-Raviart Finite Element method in 2D (i.e. piecewise linear element continuous at the midpoints of the edges of the mesh for the velocity $\mathbf{u}=\left(u_{x}, u_{y}\right)$, and piecewise constant $\mathbb{P}_{0}$ element for the pressure $p$ ), and the backward Euler scheme in time is considered. In the context below, we use the term "monodomain solution" to denote the discrete monodomain solution that would be obtained on the same mesh without domain decomposition.

In Section 2.8.1 some results are shown on the convergence of the OSWR algorithm, without and with modification of the pressure as in Section 2.6. In Section 2.8.2 we illustrate the influence of the choice of the Robin parameter on the convergence properties of the algorithm, and then in Section 2.8 .3 we present results on a more realistic test case.

### 2.8.1 Recovering the pressure: a rotating velocity example

We set $\Omega=] 0,1[\times] 0,1[, v=1, T=1$, and consider the Stokes problem (2.1). We choose the right-hand side $f$ and the values of the boundary and initial conditions so that the exact solution is given by

$$
\begin{align*}
& \mathbf{u}(\mathbf{x}, t)=\left(-\left(t^{2}+1\right) \cos (\pi y) \sin (\pi x),\left(t^{2}+1\right) \sin (\pi y) \cos (\pi x)\right)  \tag{2.83}\\
& p(\mathbf{x}, t)=\cos (t)\left(x^{2}-y^{2}\right), \quad \forall \mathbf{x} \in \Omega, \forall t \in(0, T) \tag{2.84}
\end{align*}
$$

see Figure 2.1.
The domain $\Omega$ is decomposed into two subdomains as in Figure 2.2, and three different meshes will be considered (as shown on Figure 2.2), with mesh sizes $h=0.0625$, $h=0.0312$, and $h=0.0156$, respectively. To each mesh, the associated time step is $\Delta t=h$. The mesh sizes on the interface are $h_{\Gamma}=0.0417, h_{\Gamma}=0.0208$, and $h_{\Gamma}=0.0104$, respectively.

Next, we analyse the evolution of the errors, of the pressure $p$ and the normal and tangential components of the velocity $u_{x}$ and $u_{y}$, during the OSWR algorithm.


Figure 2.1: Example 1: rotating velocity field (left), and pressure (right)


Figure 2.2: Example 1: mesh 1 (left), mesh 2 (middle), and mesh 3 (right)

In Figure 2.3, we plot the evolution of the relative errors, of $p, u_{x}$ and $u_{y}$, in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, between the OSWR and monodomain solutions, as a function of the number of OSWR iterations, for mesh 1 and mesh 2 . We observe that the method converges for the velocity but not for the pressure, as expected (see Section 2.4). In Figure 2.4, we have considered the OSWR algorithm with the modified pressure of Section 2.6, at each iteration. This figure shows the evolution of the relative error in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, between the OSWR and monodomain solutions, as a function of the number of OSWR iterations, for mesh 1 , mesh 2 and mesh 3 . We observe that the method now converges both for the velocity and the pressure, accordingly to the result of Section 2.6.

Remark 2.27. Even if we calculate a modified pressure at each iteration, we do not use it in the transmission conditions of the algorithm presented in Section 2.3, thus this does not change the velocity, as shown on Figures 2.3 and 2.4 (on the top).

Remark 2.28. Here the pressure is modified at each iteration to illustrate the convergence of the multidomain solution to the monodomain solution. A consequence of Remark 2.24 is that in practice one needs only to modify the pressure at the last OSWR iteration, which makes the cost of the modification negligible.


Figure 2.3: Example 1: relative errors (for $u_{x}, u_{y}$ and $p$ ) versus iterations, for mesh 1 (left) and mesh 2 (right), with the non-modified pressure


Figure 2.4: Example 1: relative errors (for $u_{x}, u_{y}$ and $p$ ) versus iterations, for mesh 1 (top left) mesh 2 (top right) and mesh 3 (bottom), with the modified pressure

### 2.8.2 Optimized Robin parameters

In this section we assess the performance of the Robin parameters $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}$ of the OSWR method. These parameters are chosen to optimize the convergence factor of the algorithm, and are called "optimized parameters". More precisely, they are calculated by minimizing the continuous convergence factor of Section 2.7. In the context of the Stokes problem, better results can be obtained by minimizing the semi-discrete in time
counterpart of the continuous convergence factor, as described below.

### 2.8.2.1 Methodology based on the convergence factor

Let us recall the definition of the matrix $\mathscr{R}$ by formula (2.79) of Section 2.7. We defnie

$$
\tilde{\rho}_{c}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}\right):=\max _{\frac{\pi}{L} \leq k \leq \frac{\pi}{n}, \frac{\pi}{T} \leq \omega \leq \frac{\pi}{\Delta t}} \varrho\left(\mathscr{R}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}, k, \omega\right)\right),
$$

where $\varrho(\mathscr{A})$ denotes the spectral radius of a matrix $\mathscr{A}$. We restrict the max over bounded strictly positive parameters to take into account the fact that in actual calculations, only a bounded range of frequencies and wavelengths are present on the numerical grid.

We consider the following cases :

- Optimized Robin parameter : $\alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=\alpha_{c}$ where $\alpha_{c}$ verifies

$$
\rho_{c}\left(\alpha_{c}\right)=\min _{\alpha>0} \rho_{c}(\alpha),
$$

with $\rho_{c}(\alpha):=\tilde{\rho}_{c}(\alpha, \alpha, \alpha, \alpha)$.

- Optimized Robin-2p parameters : $\alpha_{1}=\alpha_{2}=\alpha_{c}, \beta_{1}=\beta_{2}=\beta_{c}$ where $\left(\alpha_{c}, \beta_{c}\right)$ is such that

$$
\rho_{c}\left(\alpha_{c}, \beta_{c}\right)=\min _{\alpha>0, \beta>0} \rho_{c}(\alpha, \beta),
$$

with $\rho_{c}(\alpha, \beta):=\tilde{\rho}_{c}(\alpha, \alpha, \beta, \beta)$.

- Optimized Robin-2sided parameters : $\alpha_{1}=\beta_{1}=\alpha_{c}, \alpha_{2}=\beta_{2}=\beta_{c}$ where $\left(\alpha_{c}, \beta_{c}\right)$ is such that

$$
\rho_{c}\left(\alpha_{c}, \beta_{c}\right)=\min _{\alpha>0, \beta>0} \rho_{c}(\alpha, \beta),
$$

with $\rho_{c}(\alpha, \beta):=\tilde{\rho}_{c}(\alpha, \beta, \alpha, \beta)$.
One can also consider the semi-discrete in time counterpart of the continuous convergence factor to better capture the discrete time frequencies : we replace in the expression of $\mathscr{R}$ the term $i \omega$ by its discrete counterpart using the implicit Euler scheme, that is we replace $i \omega$ by $\frac{1-e^{-i \omega \Delta t}}{\Delta t}$. Equivalently, we replace in the expression of $\mathscr{R}$ the term $\omega$ by $\bar{\omega}:=-i\left(\frac{1-e^{-i \omega \Delta t}}{\Delta t}\right)$, and we set

$$
\begin{equation*}
\mathscr{R}_{\Delta t}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}, k, \omega\right):=\mathscr{R}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}, k, \bar{\omega}\right) . \tag{2.85}
\end{equation*}
$$

Then, as above, we define

$$
\tilde{\rho}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}\right):=\max _{\frac{\pi}{L} \leq k \leq \frac{\pi}{h}, \frac{\pi}{T} \leq \omega \leq \frac{\pi}{\Delta t}} \varrho\left(\mathscr{R}_{\Delta t}\left(\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2}, k, \omega\right)\right),
$$

and consider the following cases, where "SDT" means "Semi-discrete in time" :

- SDT-Optimized Robin parameter : $\alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=\alpha^{*}$ where $\alpha^{*}$ verifies

$$
\rho\left(\alpha^{*}\right)=\min _{\alpha>0} \rho(\alpha),
$$

with $\rho(\alpha):=\tilde{\rho}(\alpha, \alpha, \alpha, \alpha)$.

- SDT-Optimized Robin-2p parameters : $\alpha_{1}=\alpha_{2}=\alpha^{*}, \beta_{1}=\beta_{2}=\beta^{*}$ where ( $\alpha^{*}, \beta^{*}$ ) is such that

$$
\rho\left(\alpha^{*}, \beta^{*}\right)=\min _{\alpha>0, \beta>0} \rho(\alpha, \beta),
$$

with $\rho(\alpha, \beta):=\tilde{\rho}(\alpha, \alpha, \beta, \beta)$.

- SDT-Optimized Robin-2sided parameters : $\alpha_{1}=\beta_{1}=\alpha^{*}, \alpha_{2}=\beta_{2}=\beta^{*}$ where ( $\alpha^{*}, \beta^{*}$ ) is such that

$$
\rho\left(\alpha^{*}, \beta^{*}\right)=\min _{\alpha>0, \beta>0} \rho(\alpha, \beta),
$$

with $\rho(\alpha, \beta):=\tilde{\rho}(\alpha, \beta, \alpha, \beta)$.
In our experiments below, the domain $\Omega$ is decomposed into two subdomains as in Figure 2.2, and we consider either the meshes $1,2,3$ of Figure 2.2, either the meshes $4,5,6$ of Figure 2.5, where the mesh sizes on the interface and time steps are $h_{\Gamma}=\Delta t=0.0625, h_{\Gamma}=\Delta t=0.0312$, and $h_{\Gamma}=\Delta t=0.0156$ respectively.


Figure 2.5: Example 2: mesh 4 (left), mesh 5 (middle), and mesh 6 (right)
Next, in order to analyze the convergence behavior of the method, we consider the Stokes problem with homogeneous initial and boundary conditions (i.e., the solution converges to zero). We start with a random Robin initial guess on the space-time interface (i.e. that contains all space-time frequencies) and compute the error in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm for the pressure $p$ and for the normal and tangential components of the velocity $u_{x}$ and $u_{y}$. We show the error in $p, u_{x}, u_{y}$ (in logarithmic scale) after fifteen OSWR iterations for various values of the optimized parameters.

Remark 2.29. The convergence of the error on the pressure to zero can be obtained either by taking a random Robin initial guess with zero mean value on $\Gamma \times(0, T)$ (without any modification of the pressure), either by taking any random Robin initial guess on $\Gamma \times(0, T)$ and by modifying the pressure as in Section 2.6.

### 2.8.2.2 Robin case

In this part, only one Robin parameter $\alpha$ is considered, and we take $\alpha_{1}=\alpha_{2}=\beta_{1}=$ $\beta_{2}=\alpha$. Next, for an optimized choice of $\alpha$, we consider and compare the results obtained with the optimized parameter $\alpha=\alpha_{c}$ and the SDT-optimized parameter $\alpha=$ $\alpha^{*}$ described in section 2.8.2.1.

- Case $\boldsymbol{v}=1$ - We take $v=1$ and consider mesh 4 (i.e. $h_{\Gamma}=\Delta t=0.0625$ ). In Figure 2.6, we plot the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameter $\alpha$. The optimized values $\alpha_{c}$ (blue circle) and $\alpha^{*}$ (red star), shown on Figure 2.6, are calculated using the function fminsearch of MATLAB [1].


Figure 2.6: Case $v=1$. Left: continuous convergence factor versus $\alpha$ (black curve) with theoretical optimized value $\alpha_{c}$ (blue circle); Right: SDT convergence factor versus $\alpha$ (blue curve) with theoretical optimized value $\alpha^{*}$ (red star)

In Figure 2.7, we plot the evolution of the relative errors, of $p, u_{x}$ and $u_{y}$, in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, after fifteen OSWR iterations, for various values of the Robin parameter $\alpha$. We also show the values of the errors with the optimized parameters $\alpha_{c}$ (blue circle) and $\alpha^{*}$ (red star). On the left figure we take a random Robin initial guess with zero mean value on $\Gamma \times(0, T)$ (see Remark 2.29). We see that $\alpha_{c}$ and $\alpha^{*}$ are close to the Robin values giving the smallest error after the same number of iterations. In Figure 2.7, on the right, we take any random initial guess on $\Gamma \times(0, T)$ (i.e. with all space-time frequencies) and modify the pressure as in Section 2.6. We see that $\alpha^{*}$ is again close to the Robin values giving the smallest error after fifteen iterations, while $\alpha_{c}$ gives a larger error. We also observe, for both cases, that the convergence can be significantly slower if $\alpha$ is not chosen well.

- Case $\boldsymbol{v}=\mathbf{0 . 1}$ - In Figure 2.8, we show the evolution of the continuous convergence factor $\rho_{c}$ (top line) and of the semi-discrete in time convergence factor $\rho$ (bottom line), as a function of the Robin parameter $\alpha$, for mesh 4 (left), mesh 5 (middle), and mesh 6 (right), respectively. The optimized values $\alpha_{c}$ (blue circle) and $\alpha^{*}$ (red star), are shown. We observe that both $\alpha_{c}$ and $\alpha^{*}$ decrease as $h_{\Gamma}$ and $\Delta t$ decrease, and $\alpha_{c}$ and $\alpha^{*}$ differ from about a factor 5 .

In Figure 2.9, we plot the evolution of the relative errors, of $p, u_{x}$ and $u_{y}$, in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, after fifteen OSWR iterations, for various values of $\alpha$, for mesh 4 (left), mesh 5 (middle), and mesh 6 (right), respectively. We also show the values of the errors with $\alpha_{c}$ (blue circle) and $\alpha^{*}$ (red star). We take any random initial guess on $\Gamma \times(0, T)$ (i.e. with all space-time frequencies). We see that $\alpha^{*}$ is close to the Robin values giving the smallest error after fifteen iterations, for the three meshes, while $\alpha_{c}$ gives a higher error in all cases. As for the case $v=1$, we observe that the convergence can be significantly slower if $\alpha$ is not chosen well.


Figure 2.7: Case $v=1$. Relative errors after 15 iterations (for $u_{x}, u_{y}$ and $p$ ) versus $\alpha$, with their values at $\alpha_{c}$ (blue circles) and at $\alpha^{*}$ (red stars). Left: starting from a random initial guess with a zero mean value on $\Gamma \times(0, T)$ (with non-modified pressure); Right: starting from any random initial guess on $\Gamma \times(0, T)$ (with modified pressure)


Figure 2.8: Case $v=0.1$. Top: continuous convergence factor versus $\alpha$ (black curve) with theoretical optimized value $\alpha_{c}$ (blue circle); Bottom: SDT convergence factor versus $\alpha$ (blue curve) with theoretical optimized value $\alpha^{*}$ (red star); Left : mesh 4;

Middle : mesh 5; Right : mesh 6

## - Case $\boldsymbol{v}=0.01$

We now consider the case $v=0.01$ and mesh 5 (i.e. $h_{\Gamma}=\Delta t=0.0312$ ). In Figure 2.10, we show the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the middle), as a function of the Robin parameter $\alpha$, as well as the optimized values $\alpha_{c}$ (blue circle) and $\alpha^{*}$ (red star). We observe that $\alpha_{c}$ is significantly smaller than $\alpha^{*}$. We also observe from Figure 2.8 (middle) and Figure 2.10 that $\alpha_{c}$ and $\alpha^{*}$ increase as $v$ decrease.

In Figure 2.10, on the right, we plot the evolution of the relative errors, of $p, u_{x}$ and $u_{y}$, in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, after fifteen OSWR iterations, for various values


Figure 2.9: Case $v=0.1$. Relative errors after 15 iterations (for $u_{x}, u_{y}$ and $p$ ) versus $\alpha$, with their values at $\alpha_{c}$ (blue circles) and at $\alpha^{*}$ (red stars), starting from any random initial guess on $\Gamma \times(0, T)$ (with modified pressure); Left : mesh 4; Middle : mesh 5; Right : mesh 6


Figure 2.10: Case $v=0.01$. Left: continuous convergence factor versus $\alpha$ (black curve) with theoretical optimized value $\alpha_{c}$ (blue circle); Middle: SDT convergence factor versus $\alpha$ (blue curve) with theoretical optimized value $\alpha^{*}$ (red star); Right: Relative errors after 15 iterations (for $u_{x}, u_{y}$ and $p$ ) versus $\alpha$, with their values at $\alpha_{c}$ (blue circles) and at $\alpha^{*}$ (red stars), starting from any random initial guess on $\Gamma \times(0, T)$ (with modified pressure)
of $\alpha$, as well as the errors obtained with $\alpha_{c}$ (blue circle) and $\alpha^{*}$ (red star). We take any random initial guess on $\Gamma \times(0, T)$. We see that $\alpha^{*}$ is close to the Robin values giving the smallest error after fifteen iterations, for the pressure, and nearly close for the velocity, while $\alpha_{c}$ gives a higher error for $p, u_{x}, u_{y}$, far from the Robin values giving the smallest error.

### 2.8.2.3 Robin-2p case

In this section, two Robin parameters $\alpha$ and $\beta$ are considered, and we take $\alpha_{1}=\alpha_{2}=\alpha$ and $\beta_{1}=\beta_{2}=\beta$. Next, for an optimized choice of $\alpha$ and $\beta$, we compare the results obtained with the optimized parameters $(\alpha, \beta)=\left(\alpha_{c}, \beta_{c}\right)$ and the SDT-optimized parameters $(\alpha, \beta)=\left(\alpha^{*}, \beta^{*}\right)$ described in section 2.8.2.1.

- Case $\boldsymbol{v}=1$ - In Figure 2.11, we show the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameters $\alpha$ and $\beta$, for mesh 1 (i.e. $h_{\Gamma}=0.0417, \Delta t=0.0625$ ). The optimized values $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle, on the left figure) and $\left(\alpha^{*}, \beta^{*}\right)$ (red star, on the right figure), are also plotted.

In Figure 2.12, on the top two lines, we plot the evolution of the relative errors, of $u_{x}$ (left), $u_{y}$ (right), and $p$ (middle), in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, after fifteen OSWR
iterations, for various values of $\alpha$ and $\beta$, for mesh 1 . We also plot the values of the errors with ( $\alpha_{c}, \beta_{c}$ ) (blue circle) and ( $\alpha^{*}, \beta^{*}$ ) (red star). We take a random initial guess with zero mean value on $\Gamma \times(0, T)$ and the pressure is not modified. We see that both $\left(\alpha^{*}, \beta^{*}\right)$ and ( $\alpha_{c}, \beta_{c}$ ) are close to the Robin- 2 p values giving the smallest error after fifteen iterations.

In Figure 2.12, on the two bottom lines, we do the same simulations as on the top two lines, except that we start now from any random initial guess on $\Gamma \times(0, T)$ (i.e. with all space-time frequencies), and consider the modified pressure. We observe that the results are similar, in particular both ( $\alpha^{*}, \beta^{*}$ ) and ( $\alpha_{c}, \beta_{c}$ ) are close to the Robin-2p values giving the smallest error after fifteen iterations. As for the Robin case, we observe that the convergence can be significantly slower if $\alpha$ and $\beta$ are not well chosen.


Figure 2.11: Case $v=1$ (Robin-2p). Continuous (left) and semi-discrete in time (right) convergence factors versus $\alpha$ and $\beta$ with their respective theoretical optimized values ( $\alpha_{c}, \beta_{c}$ ) (blue circle) and ( $\alpha^{*}, \beta^{*}$ ) (red star)


Figure 2.12: Case $\nu=1$ (Robin-2p). Relative errors after 15 iterations versus $\alpha$ and $\beta$, with value at $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle) and at $\left(\alpha^{*}, \beta^{*}\right)$ (red star), for $u_{x}$ (left), $u_{y}$ (right)
and $p$ (middle). Top two lines : random initial guess with a zero mean value on $\Gamma \times(0, T)$ and non-modified pressure; Bottom two lines: arbitrary random initial guess on $\Gamma \times(0, T)$ and modified pressure

- Case $\boldsymbol{v}=0.1$ - In Figure 2.13, we plot the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameters $\alpha$ and $\beta$, for mesh 4 (i.e. $h_{\Gamma}=\Delta t=0.0625$ ). The optimized values $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle, on the left figure) and $\left(\alpha^{*}, \beta^{*}\right)$ (red star, on the right figure), are also shown. We observe that these optimized values are very different : we have $\left(\alpha_{c}, \beta_{c}\right)=\left(5.987010^{-2}, 5.942410^{-2}\right)$ and $\left(\alpha^{*}, \beta^{*}\right)=\left(3.093110^{-1}, 2.864110^{-1}\right)$.

In Figure 2.14, we plot the evolution of the relative errors, with any random initial guess on $\Gamma \times(0, T)$ with modified pressure. These errors of $u_{x}$ (left), $u_{y}$ (right), and $p$ (middle), in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, are calculated after fifteen OSWR iterations, for various values of $\alpha$ and $\beta$, for mesh 4. We also plot the values of the errors with $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle) and $\left(\alpha^{*}, \beta^{*}\right)$ (red star). We observe that $\left(\alpha^{*}, \beta^{*}\right)$ is nearly close to the Robin-2p values giving the smallest error after fifteen iterations, while ( $\alpha_{c}, \beta_{c}$ ) is far from this value.


Figure 2.13: Case $v=0.1$ (Robin-2p). Continuous (left) and semi-discrete in time (right) convergence factors versus $\alpha$ and $\beta$ with their respective theoretical optimized values $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle) and $\left(\alpha^{*}, \beta^{*}\right)$ (red star)


Figure 2.14: Case $v=0.1$ (Robin-2p). Relative errors after 15 iterations versus $\alpha$ and $\beta$, with value at $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle) and at $\left(\alpha^{*}, \beta^{*}\right)$ (red star), for $u_{x}$ (left), $u_{y}$ (right) and $p$ (middle), starting from any random initial guess on $\Gamma \times(0, T)$ and modified pressure

### 2.8.2.4 Robin-2sided case

In this part, two Robin parameters $\alpha$ and $\beta$ are again considered, and we take $\alpha_{1}=$ $\beta_{1}=\alpha$ and $\alpha_{2}=\beta_{2}=\beta$. We compare below the results obtained with the optimized parameters $(\alpha, \beta)=\left(\alpha_{c}, \beta_{c}\right)$ and the SDT-optimized parameters $(\alpha, \beta)=\left(\alpha^{*}, \beta^{*}\right)$ described in section 2.8.2.1.

- Case $\boldsymbol{v}=1$ - In Figure 2.15, we plot the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameters $\alpha$ and $\beta$, for mesh 1 , as well as the optimized values ( $\alpha_{c}, \beta_{c}$ ) (blue circle, on the left figure) and ( $\alpha^{*}, \beta^{*}$ ) (red star, on the right figure). We observe that, unlike the previous choices of the optimized parameters (Robin or Robin-2p), the numerical calculation of the SDT Robin-2sided parameter ( $\alpha^{*}, \beta^{*}$ ) requires to be careful in the choice of the initial data and of the number of space-time frequencies, for the inputs of the function "fminsearch" of MATLAB. This can be explained by the shape of the isovalues of the convergence factor $\rho$ (see Figure 2.15 on the right). Moreover, the numerical optimized values are $\left(\alpha_{c}, \beta_{c}\right)=\left(3.380210^{-2}, 3.380210^{-2}\right)$ and $\left(\alpha^{*}, \beta^{*}\right)=\left(3.721410^{-2}, 3.721410^{-2}\right)$, and thus correspond to Robin values (i.e. $\alpha_{c}=\beta_{c}$ and $\alpha^{*}=\beta^{*}$ ). We also observe that $\left(\alpha_{c}, \beta_{c}\right)$ and $\left(\alpha^{*}, \beta^{*}\right)$ are close.


Figure 2.15: Case $v=1$ (Robin-2sided). Left: continuous convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value ( $\alpha_{c}, \beta_{c}$ ) (blue circle); Right: SDT convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value ( $\alpha^{*}, \beta^{*}$ ) (red star)

In Figure 2.16, on the top two lines, we plot the evolution of the relative errors, of $u_{x}$ (left), $u_{y}$ (right), and $p$ (middle), in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, after fifteen OSWR iterations, for various values of $\alpha$ and $\beta$, for mesh 1 . We also plot the values of the errors with $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle) and $\left(\alpha^{*}, \beta^{*}\right)$ (red star). We take a random initial guess with zero mean value on $\Gamma \times(0, T)$ and the pressure is not modified. We see that both $\left(\alpha^{*}, \beta^{*}\right)$ and $\left(\alpha_{c}, \beta_{c}\right)$ are close to the Robin-2sided values giving the smallest error after fifteen iterations, and that $\left(\alpha^{*}, \beta^{*}\right)$ is a little closer to these values.

In Figure 2.16, on the bottom two lines, we do the same simulation as above, except that we start now from any random initial guess on $\Gamma \times(0, T)$, with the modified pressure. While the results are similar for the velocity $u_{x}$ and $u_{y}$, the shape of the errors are very different for the pressure $p$, with a thin layer containing several minima, where a zoom is given on Figure 2.17.


Figure 2.16: Case $v=1$ (Robin-2sided). Relative errors after 15 iterations versus $\alpha$ and $\beta$, with value at $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle) and at $\left(\alpha^{*}, \beta^{*}\right)$ (red star), for $u_{x}$ (left), $u_{y}$ (right) and $p$ (middle). Top two lines: random initial guess with a zero mean value on $\Gamma \times(0, T)$ and non-modified pressure; Bottom two lines : arbitrary random initial guess on $\Gamma \times(0, T)$ and modified pressure


Figure 2.17: Case $v=1$ (Robin-2sided). Zoom on the last line of Figure 2.16

- Case $\boldsymbol{v}=0.1$ - In Figure 2.18, we plot the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameters $\alpha$ and $\beta$, for mesh 4, as well as the optimized values $\left(\alpha_{c}, \beta_{c}\right)$ (blue circle, on the left figure) and ( $\alpha^{*}, \beta^{*}$ ) (red star, on the right figure). The numerical optimized values are $\left(\alpha_{c}, \beta_{c}\right)=\left(5.981810^{-2}, 5.981810^{-2}\right)$ and $\left(\alpha^{*}, \beta^{*}\right)=\left(3.083210^{-1}, 3.083210^{-1}\right)$, and thus correspond to Robin values (i.e. $\alpha_{c}=\beta_{c}$ and $\left.\alpha^{*}=\beta^{*}\right)$, and to the optimized Robin values found in Section 2.8.2.2.


Figure 2.18: Case $v=0.1$ (Robin-2sided). Left: continuous convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value ( $\alpha_{c}, \beta_{c}$ ) (blue circle); Right: SDT convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value ( $\alpha^{*}, \beta^{*}$ ) (red star)

In Figure 2.19, we show the evolution of the relative errors, of $u_{x}$ (left), $u_{y}$ (right), and $p$ (middle), in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, after fifteen OSWR iterations, for various values of $\alpha$ and $\beta$, for mesh 4. We also plot the values of the errors with ( $\alpha_{c}, \beta_{c}$ ) (blue circle) and $\left(\alpha^{*}, \beta^{*}\right)$ (red star). We take any random initial guess on $\Gamma \times(0, T)$ and the pressure is modified. We see that $\left(\alpha^{*}, \beta^{*}\right)$ is close to the Robin-2sided values giving the smallest error after fifteen iterations, while $\left(\alpha_{c}, \beta_{c}\right)$ is far from these values. Moreover, as for the case $v=1$ above, we observe that the shape of the errors are very different for the pressure $p$, with a thin layer containing several minima.


Figure 2.19: Case $v=0.1$ (Robin-2sided). Relative errors after 15 iterations versus $\alpha$ and $\beta$, with value at ( $\alpha_{c}, \beta_{c}$ ) (blue circle) and at ( $\alpha^{*}, \beta^{*}$ ) (red star), for $u_{x}$ (left), $u_{y}$ (right) and $p$ (middle), starting from any random initial guess on $\Gamma \times(0, T)$ (with modified pressure)

### 2.8.3 A more realistic test case

In this example we take $v=\frac{1}{\mathscr{R} e}$ with $\mathscr{R} e=200$, and $T=5$. The mesh is given on Figure 2.20, with 22232 mesh elements. The domain is decomposed into two subdomains, with the interface at $y=-0.9$, see Figure 2.20, where domain 1 corresponds to the green and yellow parts, and domain 2 to the black part. The time step is $\Delta t=0.05$.

We set $\Omega_{f}=[-2.625,1.625] \times[-0.9,-0.6] \times(0, T)$. The domain $[-2.625,1.625] \times$ $[-0.9,-0.6]$ corresponds to the yellow part of the mesh on Figure 2.20 and corresponds to the location where the source term $\mathbf{f}$ in the Stokes equations does not vanish. Two different values for this source term will be used in the numerical tests that follow.


Figure 2.20: Example 3: mesh and domain decomposition into 2 subdomains (green and yellow parts for domain 1, and black part for domain 2)

### 2.8.3.1 Optimized Robin parameters

In this part we discuss the choice of the Optimized Robin parameters. If not specified, the initial data for the function fminsearch of MATLAB is $\alpha=0$ (Robin) or $(\alpha, \beta)=$ $(0,0)$ (Robin-2p or Robin-2sided).

In Figure 2.21, we consider the Robin case (i.e. $\alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=\alpha$ ) and plot the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameter $\alpha$, as well as the optimized values $\alpha_{c}$ (blue circle, on the left figure) and $\alpha^{*}$ (red star, on the right figure). The numerical optimized values are $\alpha_{c}=3.228310^{-2}$ and $\alpha^{*}=6.606310^{-1}$, and differ from about a factor 20.


Figure 2.21: Example 3 (Robin). Left: continuous convergence factor versus $\alpha$ with theoretical optimized value $\alpha_{c}$ (blue circle); Right: SDT convergence factor versus $\alpha$ with theoretical optimized value $\alpha^{*}$ (red star)

In Figure 2.22, the Robin- 2 p case (i.e. $\alpha_{1}=\alpha_{2}=\alpha$ and $\beta_{1}=\beta_{2}=\beta$ ) is considered and we show the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the

Robin parameters $\alpha$ and $\beta$, as well as the optimized values ( $\alpha_{c}, \beta_{c}$ ) (blue circle, on the left figure) and ( $\alpha^{*}, \beta^{*}$ ) (red star, on the right figure). The numerical optimized values are $\left(\alpha_{c}, \beta_{c}\right)=\left(3.228410^{-2}, 3.225610^{-2}\right)$ and $\left(\alpha^{*}, \beta^{*}\right)=\left(6.603510^{-1}, 6.290810^{-1}\right)$, and thus are nearly close to the optimized Robin values (i.e. on the axis $\alpha=\beta$ ).


Figure 2.22: Example 3 (Robin-2p). Left: continuous convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value ( $\alpha_{c}, \beta_{c}$ ) (blue circle); Right: SDT convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value ( $\alpha^{*}, \beta^{*}$ ) (red star)

In Figure 2.23, the Robin-2sided case (i.e. $\alpha_{1}=\beta_{1}=\alpha$ and $\alpha_{2}=\beta_{2}=\beta$ ) is considered and we plot the evolution of the continuous convergence factor $\rho_{c}$ (on the left) and of the semi-discrete in time convergence factor $\rho$ (on the right), as a function of the Robin parameters $\alpha$ and $\beta$. For the optimized value ( $\alpha_{c}, \beta_{c}$ ) (on left figure), we consider two initial inputs for the function fminsearch of MATLAB : $\alpha, \beta)=(0,0)$ that gives the optimized value $\left(\alpha_{c}^{0}, \beta_{c}^{0}\right)=\left(1.273210^{-2}, 5.725410^{-2}\right)$ (blue circle), and $(\alpha, \beta)=$ $(0.03,0.03)$ that gives the value $\left(\alpha_{c}^{1}, \beta_{c}^{1}\right)=\left(5.725410^{-2}, 1.273210^{-2}\right)$ (green diamond). This is due to the symmetrical shape of the convergence factor $\rho_{c}$. A conjecture is that the true optimized value $\left(\alpha_{c}, \beta_{c}\right)$ is on the axis $\alpha=\beta$ (i.e. corresponds to the optimized Robin value above), and that fminsearch find wrong values. There is no longer this problem for the optimized value ( $\alpha^{*}, \beta^{*}$ ) (red star, on the right figure), whose numerical value obtained with fminsearch is $\left(\alpha^{*}, \beta^{*}\right)=\left(6.606310^{-1}, 6.606310^{-1}\right)$. It corresponds to the optimized Robin values above, of Figure 2.21.

In conclusion, for this example, we expect that using more than on parameter (Robin-2p or Robin-2sided) will not give a significant improvement compared to the Robin case, and thus we will consider only optimized Robin parameters in what follows.

### 2.8.3.2 Case $f$ constant

In this example we take $\mathbf{f}=-2$ in $\Omega_{f}$.
In Figures 2.24 and 2.25, we plot the evolution of the horizontal and vertical components of the velocity respectively, at times $t=1,2,3,4,5$, with a fixed colorbar. We observe that the stationary state is not reached yet. In Figure 2.26, the pressure is also shown, at times $t=1$ and $t=5$.


Figure 2.23: Example 3 (Robin-2sided). Left: continuous convergence factor versus $\alpha$ and $\beta$ with theoretical optimized values $\left(\alpha_{c}^{0}, \beta_{c}^{0}\right)$ (blue circle) and $\left(\alpha_{c}^{1}, \beta_{c}^{1}\right)$ (green diamond); Right: SDT convergence factor versus $\alpha$ and $\beta$ with theoretical optimized value $\left(\alpha^{*}, \beta^{*}\right)$ (red star)


Figure 2.24: (Case $\mathbf{f}$ constant) - Horizontal component of the velocity $u_{x}$ at $t=1,2,3,4$ and at final time $t=T=5$. The colorbar is the same for all figure and is shown on the bottom right


Isovalue


Figure 2.25: (Case $\mathbf{f}$ constant) - Vertical component of the velocity $u_{y}$ at $t=1,2,3,4$ and at final time $t=T=5$. The colorbar is the same for all figure and is shown on the bottom right


Figure 2.26: (Case $\mathbf{f}$ constant) - Pressure $p$ at $t=1$ and at final time $t=T=5$

In Figure 2.27, we consider the Robin case and show the evolution of the relative errors, between the OSWR and monodomain solutions, of $u_{x}, u_{y}$, and $p$, in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, versus OSWR iterations, for $\alpha=\alpha_{c}=3.228310^{-2}$ (blue, red, and cyan curves) and $\alpha=\alpha^{*}=6.606310^{-1}$. For $\alpha=\alpha^{*}$, the curves of $u_{x}$ and $p$ are quite close, with a faster convergence for $u_{y}$. For $\alpha=\alpha_{c}$, the curves of $u_{x}$ and $u_{y}$ have almost the same speed of convergence, with a slower convergence for $p$ for the first iterations. Moreover, the convergence is much slower with $\alpha=\alpha_{c}$ than with $\alpha=\alpha^{*}$. This illustrates the importance of the effect of the numerical scheme used in the time direction.


Figure 2.27: (Case $\mathbf{f}$ constant) - Relative errors (for $u_{x}, u_{y}$ and $p$ ) versus iterations, with modified pressure and optimized Robin parameters $\alpha_{c}$ (blue, red, and cyan curves) and $\alpha^{*}$ (green, magenta and black curves)

### 2.8.3.3 Case $f$ variable in time

In this example we take $\mathbf{f}=-2(\sin (\pi t)+\cos (4 \pi t))$ in $\Omega_{f}$.
In Figures 2.28 and 2.30, we plot the evolution of the horizontal and vertical components the velocity respectively, at times $t=1,2,3,4,5$, with a fixed colorbar. In Figure 2.29, the pressure is also plotted, at times $t=1$ and $t=5$.

In Figure 2.31, we plot the evolution of the relative errors, between the OSWR and monodomain solutions, of $u_{x}, u_{y}$, and $p$, in the $L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$-norm, versus OSWR iterations, for the optimized Robin parameters $\alpha=\alpha_{c}=3.228310^{-2}$ (blue, red, and cyan curves) and $\alpha=\alpha^{*}=6.606310^{-1}$ (green, magenta and black curves). For $\alpha=\alpha^{*}$, the curves of $u_{x}, u_{y}$ and $p$ are quite close. For $\alpha=\alpha_{c}$, the convergence is much slower than the one with $\alpha=\alpha^{*}$. This illustrates once again the importance of the effect of the numerical scheme used in the time direction.


Isovalue


Figure 2.28: (Case $\mathbf{f}$ variable in time) - Horizontal component of the velocity $u_{x}$ at $t=1,2,3,4$ and at final time $t=T=5$. The colobar is the same for all figure and is shown on the bottom right


Figure 2.29: (Case $\mathbf{f}$ variable in time) - Pressure $p$ at $t=1$ and at final time $t=T=5$


Figure 2.30: (Case $\mathbf{f}$ variable in time) - Vertical component of the velocity $u_{y}$ at $t=1,2,3,4$ and at final time $t=T=5$. The colobar is the same for all figure and is shown on the bottom right


Figure 2.31: (Case $\mathbf{f}$ variable) - Relative errors (for $u_{x}, u_{y}$ and $p$ ) versus iterations, with modified pressure and optimized Robin parameters $\alpha_{c}$ (blue, red, and cyan curves) and $\alpha^{*}$ (green, magenta and black curves)

### 2.9 Extension to Oseen equation

In this subsection we extend the OSWR approach to the time-dependent Oseen equation. As in the case of the Stokes equations, we write the multi-domain formulation, we study the well-posedness in the subdomains using Robin boundary conditions, we write the SWR algorithm and then we prove the velocity convergence through an energy estimate and perform a Fourier transform to get the formulation of the convergence factor.

### 2.9.1 The Oseen equations. Multidomain formulation

The time-dependent Oseen equation has the following form

$$
\begin{array}{rlrll}
\partial_{t} \mathbf{u}-v \Delta \mathbf{u}+(\mathbf{b} \cdot \nabla) \mathbf{u}+\nabla p & =\mathbf{f} & & \text { in } & \Omega \times(0, T) \\
\nabla \cdot \mathbf{u} & =0 & & \text { in } & \Omega \times(0, T) \\
\mathbf{u}(., t=0) & =\mathbf{u}_{0} \text { in } & \Omega &  \tag{2.86}\\
\mathbf{u} & =0 & & \text { on } & \partial \Omega \times(0, T)
\end{array}
$$

with the divergence-free convection field $\mathbf{b} \in L^{\infty}\left((0, T), L^{\infty}(\Omega)\right)$.
We recall the following spaces

$$
\begin{align*}
V & =\left\{\mathbf{u} \in\left[H_{0}^{1}(\Omega)\right]^{2}, \nabla \cdot \mathbf{u}=0\right\} \\
H & =\left\{\mathbf{u} \in\left[L^{2}(\Omega)\right]^{2}, \mathbf{u} \cdot \mathbf{n}=0 \text { on } \partial \Omega, \nabla \cdot \mathbf{u}=0\right\}  \tag{2.87}\\
X & =\left\{\mathbf{u} \in\left[H_{0}^{1}(\Omega)\right]^{2}\right\}
\end{align*}
$$

For $\mathbf{u}, \mathbf{v} \in V$, one has the following expression

$$
((\mathbf{b} \cdot \nabla) \mathbf{u}, \mathbf{v})_{\Omega}=\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega}
$$

Then, we can write the constrained variational form of (2.86) as:
find $(\mathbf{u}, p) \in L^{2}((0, T), V) \cap \mathscr{C}((0, T), H) \times W^{-1, \infty}\left((0, T), L_{0}^{2}(\Omega)\right)$ such that

- $\partial_{t} \mathbf{u} \in L^{2}\left((0, T), V^{\prime}\right)$ and $\mathbf{u}$ verifies

$$
\begin{align*}
\left\langle\partial_{t} \mathbf{u}, \mathbf{v}\right\rangle_{V, V^{\prime}}+A(\mathbf{u}, \mathbf{v}) & =(\mathbf{f}, \mathbf{v})_{\Omega}, \quad \forall \mathbf{v} \in V \\
\mathbf{u}(t=0) & =\mathbf{u}_{0} \tag{2.88}
\end{align*}
$$

with $A(.,$.$) a bilinear form defined on X \supset V$

$$
A(\mathbf{u}, \mathbf{v})=v(\nabla \mathbf{u}, \nabla \mathbf{v})_{\Omega}+\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega}
$$

- $p=\partial_{t} P$, with $P \in L^{\infty}\left((0, T), L_{0}^{2}(\Omega)\right)$ satisfying

$$
\begin{equation*}
(\mathbf{u}(t), \mathbf{v})_{\Omega}-\left(\mathbf{u}_{0}, \mathbf{v}\right)_{\Omega}+\int_{0}^{t} A(\mathbf{u}(s), \mathbf{v})-(\nabla \cdot \mathbf{v}, P(t))_{\Omega}=\int_{0}^{t}(\mathbf{f}(s), \mathbf{v})_{\Omega}, \quad \forall \mathbf{v} \in X \tag{2.89}
\end{equation*}
$$

Theorem 2.30. When $\mathbf{u}_{0} \in H$, problem (2.88)-(2.89) admits a unique solution.

Proof. One has

$$
A(\mathbf{u}, \mathbf{u})=v(\nabla \mathbf{u}, \nabla \mathbf{u})_{\Omega}
$$

hence $A(.,$.$) is coercive. In addition, the inequality$

$$
\left|\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega}\right| \leq C\|\mathbf{b}\|_{L^{\infty}\left((0, T), L^{\infty}(\Omega)^{2}\right.}\left(\|\nabla \mathbf{u}\|_{\Omega}\|\mathbf{v}\|_{\Omega}+\|\nabla \mathbf{v}\|_{\Omega}\|\mathbf{u}\|_{\Omega}\right)
$$

implies the continuity of $A(.$, .). Then, following similar arguments as in Section 2.2 , one gets the well-posedness of (2.88) and the existence of the pressure satisfying (2.89).

We have now the solution of the variational Oseen equation. However, in order to define the Robin transmission conditions, we need more regularity. Unfortunately, the analysis for the time-dependent Oseen equations are not well-presented in the current literature. The Oseen equations themselves in fact are usually considered as a simplified version of the Navier-Stokes system, whose strong regularity has been studied well; it is generally believed that the results obtained for the latter are also valid for the former. Therefore, at this point, we suppose that we have the following strong regularity.

Hypothesis 2.31. With the domain $\Omega$, the advection $\mathbf{b}$, the source term $\mathbf{f}$ and the initial condition $\mathbf{u}_{0}$ regular enough, the Oseen equation(2.86) admits a unique solution $\mathbf{u} \in$ $L^{2}((0, T), V) \cap L^{2}\left((0, T), H^{2}(\Omega)^{2}\right), p \in L^{2}\left((0, T), L_{0}^{2}(\Omega)\right) \cap L^{2}\left((0, T), H^{1}(\Omega)\right.$ with $\partial_{t} \mathbf{u} \in$ $L^{2}((0, T), H)$.

The above regularity hypothesis allow us to rewrite the monodomain problem into the following equivalent multidomain one. We denote by $b_{i j}=\mathbf{b} \cdot \mathbf{n}_{i j}$.

$$
\begin{array}{rllll}
\partial_{t} \mathbf{u}_{i}-v \Delta \mathbf{u}_{i}+(\mathbf{b} \cdot \nabla) \mathbf{u}_{i}+\nabla p_{i} & =\mathbf{f}_{i} & & \text { in } & \Omega_{i} \times(0, T) \\
\nabla \cdot \mathbf{u}_{i} & =0 & & \text { in } & \Omega_{i} \times(0, T) \\
\mathbf{u}_{i}(., t=0) & =\left(\mathbf{u}_{0}\right)_{i} & & \text { in } & \Omega_{i}  \tag{2.90}\\
\mathbf{u}_{i} & =0 & & \text { on } & \left(\partial \Omega \cap \partial \Omega_{i}\right) \times(0, T)
\end{array}
$$

with $i=1,2, \ldots, M$, together with Robin transmission conditions on $\Gamma_{i j} \times(0, T)$

$$
\begin{align*}
& \alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}-p_{i}-\frac{1}{2} b_{i j} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{i j} \\
&=\alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{i j}-p_{j}-\frac{1}{2} b_{i j} \mathbf{u}_{j} \cdot \boldsymbol{n}_{i j}\right)+\mathbf{u}_{j} \cdot \boldsymbol{n}_{i j} \\
& \begin{aligned}
\alpha_{j i}\left(v \partial_{n_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}-p_{j}-\frac{1}{2} b_{j i} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}\right) & +\mathbf{u}_{j} \cdot \boldsymbol{n}_{j i} \\
& =\alpha_{j i}\left(v \partial_{n_{j i}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{j i}-p_{i}-\frac{1}{2} b_{j i} \mathbf{u}_{i} \cdot \boldsymbol{n}_{j i}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{j i} \\
\beta_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}_{i j}-\frac{1}{2} b_{i j} \mathbf{u}_{i} \times \boldsymbol{n}_{i j}\right) & +\mathbf{u}_{i} \times \boldsymbol{n}_{i j} \\
& =\beta_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j} \times \boldsymbol{n}_{i j}-\frac{1}{2} b_{i j} \mathbf{u}_{j} \times \boldsymbol{n}_{i j}\right)+\mathbf{u}_{j} \times \boldsymbol{n}_{i j} \\
\beta_{j i}\left(v \partial_{n_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}-\frac{1}{2} b_{j i} \mathbf{u}_{j} \times \boldsymbol{n}_{j i}\right) & +\mathbf{u}_{j} \times \boldsymbol{n}_{j i} \\
& =\beta_{j i}\left(v \partial_{\boldsymbol{n}_{j i}} \mathbf{u}_{i} \times \boldsymbol{n}_{j i}-\frac{1}{2} b_{j i} \mathbf{u}_{i} \times \boldsymbol{n}_{j i}\right)+\mathbf{u}_{i} \times \boldsymbol{n}_{j i}
\end{aligned}
\end{align*}
$$

### 2.9.2 Oseen equation with Robin boundary condition

We now consider a domain, still denoted by $\Omega$, for which the boundary is decomposed into two parts: $\partial \Omega=\Gamma_{D} \cup \Gamma_{R}$, with $\left|\Gamma_{R}\right|>0$. Let $\boldsymbol{n}$ be the outgoing normal vector on $\Gamma_{R}$; we consider the following system, with $\alpha>0$ and $\beta>0$

$$
\begin{array}{rlrl}
\partial_{t} \mathbf{u}-v \Delta \mathbf{u}+(\mathbf{b} \cdot \nabla) \mathbf{u}+\nabla p & =\mathbf{f} & & \text { in } \\
\nabla \cdot \mathbf{u} & =0 & & \text { in } \quad \Omega \times(0, T) \\
\mathbf{u}(., t=0) & =\mathbf{u}_{0} & & \text { in }  \tag{2.92}\\
\mathbf{u} & =0 & & \text { on } \\
\Gamma_{D} \times(0, T) \\
\alpha\left(v \partial_{\boldsymbol{n}} \mathbf{u} \cdot \boldsymbol{n}-p-\frac{1}{2}(\mathbf{b} \cdot \boldsymbol{n}) \mathbf{u} \cdot \boldsymbol{n}\right)+\mathbf{u} \cdot \boldsymbol{n} & =g & & \text { on } \\
& \Gamma_{R} \times(0, T) \\
\beta\left(v \partial_{\boldsymbol{n}} \mathbf{u} \times \boldsymbol{n}-\frac{1}{2}(\mathbf{b} \cdot \boldsymbol{n}) \mathbf{u} \times \boldsymbol{n}\right)+\mathbf{u} \times \boldsymbol{n} & =\xi & & \text { on } \\
& \Gamma_{R} \times(0, T)
\end{array}
$$

We recall the spaces that were used for the Stokes problem

$$
\begin{align*}
V_{D} & =\left\{\mathbf{u} \in\left[H^{1}(\Omega)\right]^{2}, \mathbf{u}=0 \text { on } \Gamma_{D}, \nabla \cdot \mathbf{u}=0\right\} \\
H_{D} & =\left\{\mathbf{u} \in\left[L^{2}(\Omega)\right]^{2}, \mathbf{u} \cdot \mathbf{n}=0 \text { on } \Gamma_{D}, \nabla \cdot \mathbf{u}=0\right\}  \tag{2.93}\\
X_{D} & =\left\{\mathbf{u} \in\left[H^{1}(\Omega)\right]^{2}, \mathbf{u}=0 \text { on } \Gamma_{D}\right\}
\end{align*}
$$

equipped with the $H^{1}$ and $L^{2}$ norms, respectively.
Integrating by part and taking into account the fact that $\mathbf{b}$ is divergence free and $\mathbf{v}=0$ on $\Gamma_{D}$, we obtain

$$
\begin{aligned}
(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega} & =\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}+\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega} \\
& =\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega}+\frac{1}{2}((\mathbf{b} \cdot \boldsymbol{n}) \mathbf{u}, \mathbf{v})_{\Gamma_{R}} \\
& =\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega} \\
& +\frac{1}{2}((\mathbf{b} \cdot \boldsymbol{n}) \mathbf{u} \cdot \boldsymbol{n}, \mathbf{v} \cdot \mathbf{v})_{\Gamma_{R}}+\frac{1}{2}((\mathbf{b} \cdot \boldsymbol{n}) \mathbf{u} \times \boldsymbol{n}, \mathbf{v} \times \mathbf{v})_{\Gamma_{R}}
\end{aligned}
$$

Taking into account the boundary condition, we define the following bilinear form $a(\cdot, \cdot)$ on $V_{D} \times V_{D}$, and the linear form $c(\cdot)$ on $V_{D}$

$$
\begin{align*}
a(\mathbf{u}, \mathbf{v}) & =v(\nabla \mathbf{u}, \nabla \mathbf{v})_{\Omega}+\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega} \\
& -\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega}+\frac{1}{\alpha}(\mathbf{u} \cdot \boldsymbol{n}, \mathbf{v} \cdot \boldsymbol{n})_{\Gamma_{R}}+\frac{1}{\beta}(\mathbf{u} \times \boldsymbol{n}, \mathbf{v} \times \boldsymbol{n})_{\Gamma_{R}}  \tag{2.94}\\
c(t, \mathbf{v}) & =(\mathbf{f}, \mathbf{v})_{\Omega}+\frac{1}{\alpha}(g, \mathbf{v} \cdot \boldsymbol{n})_{\Gamma_{R}}+\frac{1}{\beta}(\xi, \mathbf{v} \times \boldsymbol{n})_{\Gamma_{R}} \tag{2.95}
\end{align*}
$$

Taking $\mathbf{u}$ as test function, one has

$$
a(\mathbf{u}, \mathbf{u})=v(\nabla \mathbf{u}, \nabla \mathbf{u})_{\Omega}+\frac{1}{\alpha}(\mathbf{u} \cdot \mathbf{n}, \mathbf{u} \cdot \boldsymbol{n})_{\Gamma_{R}}+\frac{1}{\beta}(\mathbf{u} \times \mathbf{n}, \mathbf{u} \times \boldsymbol{n})_{\Gamma_{R}}
$$

hence, as shown for the Stokes equations, $a(.,$.$) is coercive.$
The inequality

$$
\left|\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega}\right| \leq C\|\mathbf{b}\|_{L^{\infty}\left((0, T), L^{\infty}(\Omega)^{2}\right.}\left(\|\nabla \mathbf{u}\|_{\Omega}\|\mathbf{v}\|_{\Omega}+\|\nabla \mathbf{v}\|_{\Omega}\|\mathbf{u}\|_{\Omega}\right)
$$

leads to the continuity of $a(.,$.$) . Then, following similar arguments as for the Stokes$ equation, on can show that

Theorem 2.32. There exists unique $p \in W^{-1, \infty}\left((0, T), L^{2}(\Omega)\right)$ and $\mathbf{u} \in\left(L^{2}\left((0, T), V_{D}\right)\right.$ $\left.\cap \mathscr{C}^{0}\left([0, T], H_{D}\right)\right)$, with $\partial_{t} \mathbf{u} \in L^{2}\left((0, T), V_{D}^{\prime}\right)$ such that $(\mathbf{u}, p)$ is solution of problem (2.92) in the sense that

- u verifies

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{u}, \mathbf{v}\right\rangle_{V_{D}^{\prime}, V_{D}}+a(t, \mathbf{u}, \mathbf{v})=c(t, \mathbf{v}) \text { for almost every } t \in(0, T) \text { and all } \mathbf{v} \in V_{D}  \tag{2.96}\\
& \mathbf{u}(0)=\mathbf{u}_{0} \tag{2.97}
\end{align*}
$$

- $p=\partial_{t} P$ with $P \in L^{\infty}\left((0, T), L^{2}(\Omega)\right)$ satisfying

$$
\begin{equation*}
\int_{0}^{t} c(s, \mathbf{v})-(\mathbf{u}(t), \mathbf{v})_{\Omega}+\left(\mathbf{u}_{0}, \mathbf{v}\right)_{\Omega}-\int_{0}^{t} a(\mathbf{u}(s), \mathbf{v}) d s=-\int_{\Omega} P(t) \nabla \cdot \mathbf{v}, \forall \mathbf{v} \in X_{D} \tag{2.98}
\end{equation*}
$$

### 2.9.3 Optimzed Schwarz Waveform Relaxation Algorithm

We can now establish a space-time DD algorithm for the Oseen equations:
Provided starting Robin terms $g_{i j}^{0}, \xi_{i j}^{0}$ on the interfaces $\Gamma_{i j} \times(0, T)$ (regular enough), at step $\ell \geq 1$, we solve $M$ subdomain problems

$$
\begin{array}{rlrl}
\partial_{t} \mathbf{u}_{i}^{\ell}-v \Delta \mathbf{u}_{i}^{\ell}+(\mathbf{b} \cdot \nabla) \mathbf{u}_{i}^{\ell}+\nabla p_{i}^{\ell} & =\mathbf{f}_{i} & & \text { in } \quad \Omega_{i} \times(0, T) \\
\nabla \cdot \mathbf{u}_{i}^{\ell} & =0 & & \text { in } \quad \Omega_{i} \times(0, T) \\
\mathbf{u}_{i}^{\ell}(., t=0) & =\left(\mathbf{u}_{0}\right)_{i} & & \text { in } \quad \Omega_{i} \\
\alpha_{i j}\left(v \partial_{n_{i j}} \mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}-p_{i}^{\ell}-\frac{1}{2} b_{i j} \mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}\right)+\mathbf{u}_{i}^{\ell} \cdot \boldsymbol{n}_{i j} & =g_{i j}^{\ell-1} & & \text { on } \quad \Gamma_{i j} \times(0, T)  \tag{2.99}\\
\beta_{i j}\left(v \partial_{n_{i j}} \mathbf{u}_{i}^{\ell} \times \boldsymbol{n}_{i j}-\frac{1}{2} b_{i j} \mathbf{u}_{i}^{\ell} \times \boldsymbol{n}_{i j}\right)+\mathbf{u}_{i}^{\ell} \times \boldsymbol{n}_{i j} & =\xi_{i j}^{\ell-1} & & \text { on } \\
\Gamma_{i j} \times(0, T) \\
\mathbf{u}_{i}^{\ell} & =0 & & \text { on } \quad\left(\partial \Omega_{i} \cap \partial \Omega\right) \times(0, T)
\end{array}
$$

with $i=1,2, \ldots, M$ and then we update the Robin terms on the interfaces $\Gamma_{i j} \times(0, T)$

$$
\begin{align*}
& g_{i j}^{\ell}=\alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{i j}-p_{j}^{\ell}-\frac{1}{2} b_{i j} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{i j}\right)+\mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{i j}  \tag{2.100}\\
& \xi_{i j}^{\ell}=\beta_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{i j}-\frac{1}{2} b_{i j} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{i j}\right)+\mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{i j}
\end{align*}
$$

with $j \in \mathscr{I}_{i}$.
We rewrite next the algorithm using a variational formulation. We recall the notations used for the Stokes equation

$$
\begin{aligned}
V_{i} & =\left\{\mathbf{u} \in\left[H^{1}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u}=0 \text { on } \partial \Omega_{i} \cap \partial \Omega, \nabla \cdot \mathbf{u}=0 \text { in } \Omega_{i}\right\} \\
H_{i} & =\left\{\mathbf{u} \in\left[L^{2}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u} \cdot \mathbf{n}_{\partial \Omega_{i}}=0 \text { on } \partial \Omega_{i} \cap \partial \Omega, \nabla \cdot \mathbf{u}=0 \text { in } \Omega_{i}\right\} \\
X_{i} & =\left\{\mathbf{u} \in\left[H^{1}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u}=0 \text { on } \partial \Omega_{i} \cap \partial \Omega\right\}
\end{aligned}
$$

Then, we set

$$
\begin{align*}
a_{i}(\mathbf{u}, \mathbf{v}) & =v(\nabla \mathbf{u}, \nabla \mathbf{v})_{\Omega_{i}}+\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{u}, \mathbf{v})_{\Omega_{i}}-\frac{1}{2}(\mathbf{b} \cdot \nabla \mathbf{v}, \mathbf{u})_{\Omega_{i}} \\
& +\frac{1}{\alpha_{i j}}\left(\mathbf{u} \cdot \boldsymbol{n}_{i j}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\frac{1}{\beta_{i j}}\left(\mathbf{u} \times \boldsymbol{n}_{i j}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}  \tag{2.101}\\
c_{i}^{\ell}(t, \mathbf{v}) & =(\mathbf{f}, \mathbf{v})_{\Omega_{i}}+\sum_{j \in \mathscr{I}_{i}} \frac{1}{\alpha_{i j}}\left(g_{i j}^{\ell-1}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\frac{1}{\beta_{i j}}\left(\xi_{i j}^{\ell-1}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}},
\end{align*}
$$

and the algorithm reads: for all $\ell \geq 1$, given $g_{i j}^{\ell-1}, \xi_{i j}^{\ell-1}$ on each space-time interface $\Gamma_{i j} \times(0, T)$, solve, for each $i=1, \ldots, M$ :

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{u}_{i}^{\ell}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{u}_{i}^{\ell}, \mathbf{v}\right)=c_{i}^{\ell}(t, \mathbf{v}), \quad \text { a.e. } t \in(0, T), \forall \mathbf{v} \in V_{i}  \tag{2.102}\\
& \mathbf{u}_{i}^{\ell}(0)=\mathbf{u}_{0, i}
\end{align*}
$$

and then construct $p_{i}^{\ell}=\partial_{t} P_{i}^{\ell}$ which is such that

$$
\left(\mathbf{u}_{i}^{\ell}(t), \mathbf{v}\right)_{\Omega_{i}}-\left(\mathbf{u}_{0, i}, \mathbf{v}\right)_{\Omega_{i}}+\int_{0}^{t} a_{i}\left(\mathbf{u}_{i}^{\ell}(s), \mathbf{v}\right) d s-\left(P_{i}^{\ell}, \nabla \cdot \mathbf{v}\right)_{\Omega_{i}}-\int_{0}^{t} c_{i}^{\ell}(s, \mathbf{v}) d s=0, \forall \mathbf{v} \in X_{i}
$$

After that, we update Robin terms using the same trick as in Remark 2.15

$$
\begin{align*}
& g_{i j}^{\ell}=\frac{\alpha_{i j}}{\alpha_{j i}} g_{j i}^{\ell-1}-\frac{\alpha_{i j}+\alpha_{j i}}{\alpha_{j i}} \mathbf{u}_{j}^{\ell} \cdot \boldsymbol{n}_{j i}  \tag{2.103}\\
& \xi_{i j}^{\ell}=\frac{\beta_{i j}}{\beta_{j i}} \xi_{j i}^{\ell-1}-\frac{\beta_{i j}+\beta_{j i}}{\beta_{j i}} \mathbf{u}_{j}^{\ell} \times \boldsymbol{n}_{j i} \tag{2.104}
\end{align*}
$$

### 2.9.4 Convergence of the velocity via energy estimate

Theorem 2.33. Let $(\mathbf{u}, p)$ be the solution of the Oseen equations (2.86) which is supposed to verify Hypothesis 2.31. We denote by $\mathbf{u}_{i}=\left.\mathbf{u}\right|_{\Omega_{i}}$. Then, if $\alpha_{i j}=\alpha_{j i}$ and $\beta_{i j}=\beta_{j i}$, the sequence $\mathbf{u}_{i}^{\ell}$ defined by the OSWR algorithm in Section 2.9.3 converges to $\mathbf{u}_{i}$ in $\mathscr{C}^{0}\left([0, T], H_{i}\right) \cap L^{2}\left((0, T), V_{i}\right)$.

Proof. Denote by $p_{i}=\left.p\right|_{\Omega_{i}}$. From Hypothesis 2.31, $\left(\mathbf{u}_{i}, p_{i}\right)$ is regular, so we can define then the following traces in $L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$

$$
\begin{align*}
& g_{i j}:=\alpha_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}-p_{i}-\frac{1}{2}\left(\mathbf{b} \cdot \boldsymbol{n}_{i j}\right) \mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}\right)+\mathbf{u}_{i} \cdot \boldsymbol{n}_{i j}  \tag{2.105}\\
& \xi_{i j}:=\beta_{i j}\left(v \partial_{\boldsymbol{n}_{i j}} \mathbf{u}_{i} \times \boldsymbol{n}_{i j}-\frac{1}{2}\left(\mathbf{b} \cdot \boldsymbol{n}_{i j}\right) \mathbf{u}_{i} \times \boldsymbol{n}_{i j}\right)+\mathbf{u}_{i} \times \boldsymbol{n}_{i j} \tag{2.106}
\end{align*}
$$

We recall here that the strong regularity of ( $\mathbf{u}, p$ ) leads to the multidomain transmission conditions (2.91), which implies, similarly to the Stokes section

$$
\begin{align*}
& g_{i j}=\frac{\alpha_{i j}}{\alpha_{j i}} g_{j i}-\frac{\alpha_{i j}+\alpha_{j i}}{\alpha_{j i}} \mathbf{u}_{j} \cdot \boldsymbol{n}_{j i}  \tag{2.107}\\
& \xi_{i j}=\frac{\beta_{i j}}{\beta_{j i}} \xi_{j i}-\frac{\beta_{i j}+\beta_{j i}}{\beta_{j i}} \mathbf{u}_{j} \times \boldsymbol{n}_{j i} \tag{2.108}
\end{align*}
$$

Moreover, $\left(\mathbf{u}_{i}, p_{i}\right)$ is the strong solution of each local Robin boundary problem

$$
\left.\begin{array}{rlrl}
\partial_{t} \mathbf{u}_{i}-v \Delta \mathbf{u}_{i}+(\mathbf{b} \cdot \nabla) \mathbf{u}_{i}+\nabla p_{i} & =\mathbf{f}_{i} & & \text { in } \\
\nabla \cdot \mathbf{u}_{i} & =0 & & \text { in } \\
\mathbf{u}_{i} \times(0, T) \\
\mathbf{u}_{i}(., t=0) & =\mathbf{u}_{0, i} \times(0, T) \\
& & \text { in } & \Omega_{i} \\
\mathbf{u}_{i} & =0 & & \text { on }
\end{array} \quad\left(\partial \Omega \cap \partial \Omega_{i}\right) \times(0, T)\right)
$$

We have that $u_{i}$ verifies the following variational formulation

$$
\begin{align*}
& \left\langle\partial_{t} \mathbf{u}_{i}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{u}_{i}, \mathbf{v}\right)=c_{i}(t, \mathbf{v}) \text { for almost every } t \in(0, T) \text { and all } \mathbf{v} \in V_{i},  \tag{2.109}\\
& \mathbf{u}_{i}(0)=\left.\mathbf{u}_{0}\right|_{\Omega_{i}}
\end{align*}
$$

with

$$
\begin{equation*}
c_{i}(t, \mathbf{v})=(\mathbf{f}, \mathbf{v})_{\Omega_{i}}+\sum_{j \in \mathscr{I}_{i}} \frac{1}{\alpha_{i j}}\left(g_{i j}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\frac{1}{\beta_{i j}}\left(\xi_{i j}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} \tag{2.110}
\end{equation*}
$$

Denote by $\mathbf{e}_{i}^{\ell}:=\mathbf{u}_{i}^{\ell}-\mathbf{u}_{i}, h_{i j}^{\ell}=g_{i j}^{\ell}-g_{i j}, \zeta_{i j}^{\ell}=\xi_{i j}^{\ell}-\xi_{i j}$.
From (2.101), (2.102), (2.109), (2.110), then $\mathbf{e}_{i}^{\ell}$ verifies

$$
\begin{align*}
\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{e}_{i}^{\ell}, \mathbf{v}\right)=\sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(h_{i j}^{\ell-1}, \mathbf{v} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\zeta_{i j}^{\ell-1}, \mathbf{v} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} \quad \forall \mathbf{v} \in V_{i} \\
\mathbf{e}_{i}^{\ell}(0)=0 \tag{2.111}
\end{align*}
$$

All integrals on $\Gamma_{i j}$ are well defined since $g_{i j}$ and $\xi_{i j}$ are both in $L^{2}\left((0, T), L^{2}\left(\Gamma_{i j}\right)\right)$, and since we have shown that this is also the case for $g_{i j}^{\ell}$ and $\xi_{i j}^{\ell}$ as soon as it is true for $\ell=0$.

With $\alpha_{i j}=\alpha_{j i}$ and $\beta_{i j}=\beta_{j i}$, formulas (2.103) and (2.104) (2.107) and (2.108) for the Robin terms on $\Gamma_{i j}$ lead to

$$
\begin{equation*}
\mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}=\frac{1}{2}\left(h_{i j}^{\ell-1}-h_{j i}^{\ell}\right), \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}=\frac{1}{2}\left(\zeta_{i j}^{\ell-1}-\zeta_{j i}^{\ell}\right) . \tag{2.112}
\end{equation*}
$$

Choosing $\mathbf{e}_{i}^{\ell}$ as test function in (2.111), one gets

$$
\begin{array}{r}
\left\langle\partial_{t} \mathbf{e}_{i}^{\ell}, \mathbf{e}_{i}^{\ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+v\left(\nabla \mathbf{e}_{i}^{\ell}, \nabla \mathbf{e}_{i}^{\ell}\right)_{\Omega_{i}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(\mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}, \mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}, \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} \\
=\sum_{j \in \mathscr{I}_{I}} \frac{1}{\alpha_{i j}}\left(h_{i j}^{\ell-1}, \mathbf{e}_{i}^{\ell} \cdot \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}}+\sum_{j \in \mathscr{I}_{I}} \frac{1}{\beta_{i j}}\left(\zeta_{i j}^{\ell-1}, \mathbf{e}_{i}^{\ell} \times \boldsymbol{n}_{i j}\right)_{\Gamma_{i j}} . \tag{2.113}
\end{array}
$$

From here, one can follow exactly the same steps as in the energy estimate of the Stokes equations.

Remark 2.34. The proof above remains true when the vector field $\mathbf{b}$ has a negative divergence. One obtains a similar energy estimate with an additional positive term $-\left((\nabla \cdot \mathbf{b}) \mathbf{e}_{i}^{\ell}, \mathbf{e}_{i}^{\ell}\right)_{\Omega_{i}}$ on the left-hand side.

### 2.9.5 Convergence factor via Fourier transform

We then rewrite the algorithm on the error in exactly the same way as for the Stokes equations in Section 2.7, with additional notations for the convection terms $\mathbf{b}=(a, b)$, $\left.a\right|_{\Gamma}=\mathbf{b} \cdot \boldsymbol{n}_{\Gamma}, a_{0}=a(x=0)$.

$$
\begin{array}{rlll}
\partial_{t} u_{i}^{\ell}+a \partial_{x} u_{i}^{\ell}+b \partial_{y} u_{i}^{\ell}-v \Delta u_{i}^{\ell}+\partial_{x} p_{i}^{\ell} & =0 & \text { in } & \\
\partial_{t} v_{i}^{\ell}+a \partial_{x} v_{i}^{\ell}+b \partial_{y} v_{i}^{\ell}-v \Delta v_{i}^{\ell}+\partial_{y} p_{i}^{\ell} & =0 & \text { in } & \Omega_{i} \times(0, T) \\
\partial_{x} u_{i}^{\ell}+\partial_{y} v_{i}^{\ell} & =0 & \text { in } & \Omega_{i} \times(0, T) \\
u_{i}^{\ell}(., t=0) & =0 & \text { in } & \Omega_{i} \\
v_{i}^{\ell}(., t=0) & =0 & \text { in } & \Omega_{i} \\
u_{i}^{\ell}, v_{i}^{\ell} & \rightarrow 0 & \text { when } & |(x, y)| \rightarrow \infty
\end{array}
$$

with transmission condition on $\Gamma \times(0, T)$

$$
\begin{aligned}
\alpha_{1}\left(v \partial_{x} u_{1}^{\ell}-p_{1}^{\ell}-\frac{1}{2} a_{0} u_{1}^{\ell}\right)+u_{1}^{\ell} & =\alpha_{1}\left(v \partial_{x} u_{2}^{\ell-1}-p_{2}^{\ell-1}-\frac{1}{2} a_{0} u_{2}^{\ell-1}\right)+u_{2}^{\ell-1} \\
\beta_{1}\left(v \partial_{x} v_{1}^{\ell}-\frac{1}{2} a_{0} v_{1}^{\ell}\right)+v_{1}^{\ell} & =\beta_{1}\left(v \partial_{x} v_{2}^{\ell-1}-\frac{1}{2} a_{0} v_{2}^{\ell-1}\right)+v_{2}^{\ell-1} \\
\alpha_{2}\left(v \partial_{x} u_{2}^{\ell}-p_{2}^{\ell}-\frac{1}{2} a_{0} u_{2}^{\ell}\right)-u_{2}^{\ell} & =\alpha_{2}\left(v \partial_{x} u_{1}^{\ell-1}-p_{1}^{\ell-1}-\frac{1}{2} a_{0} u_{1}^{\ell-1}\right)-u_{1}^{\ell-1} \\
\beta_{2}\left(v \partial_{x} v_{2}^{\ell}-\frac{1}{2} a_{0} v_{2}^{\ell}\right)-v_{2}^{\ell} & =\beta_{2}\left(v \partial_{x} v_{1}^{\ell-1}-\frac{1}{2} a_{0} v_{1}^{\ell-1}\right)-v_{1}^{\ell-1} .
\end{aligned}
$$

At this point, we cannot simply take the Fourier transform: we have difficulties with $a$ and $b$ if they are non-constant. We can consider first the case where $a, b$ are constant in $y$ and $t$. Then we get

$$
\begin{aligned}
i \omega u_{i}^{\ell}+a \partial_{x} u_{i}^{\ell}+b i k u_{i}^{\ell}-v \partial_{x x} u_{i}^{\ell}+v k^{2} u_{i}^{\ell}+\partial_{x} p_{i}^{\ell} & =0 \\
i \omega v_{i}^{\ell}+a \partial_{x} v_{i}^{\ell}+b i k v_{i}^{\ell}-v \partial_{x x} v_{i}^{\ell}+v k^{2} v_{i}^{\ell}+i k p_{i}^{\ell} & =0 \\
\partial_{x} u_{i}^{\ell}+i k v_{i}^{\ell} & =0 \\
u_{i}^{\ell}, v_{i}^{\ell} \rightarrow 0 \text { when }|x| & \rightarrow \infty
\end{aligned}
$$

To avoid ODEs with non-constant coefficients, let $a, b$ be constant in $x$ also, thus $a_{0}=a$. We can then write the solutions of the system as

$$
\begin{aligned}
u_{1}^{\ell} & =A^{\ell} \exp (|k| x)+B^{\ell} \exp \left(r_{+} x\right) \\
p_{1}^{\ell} & =-\left(\frac{i \omega+b i k}{|k|}+a\right) A^{\ell} \exp (|k| x) \\
v_{1}^{\ell} & =\frac{i|k|}{k} A^{\ell} \exp (|k| x)+\frac{i r_{+}}{k} B^{\ell} \exp \left(r_{+} x\right)
\end{aligned}
$$

and

$$
\begin{aligned}
u_{2}^{\ell} & =C^{\ell} \exp (-|k| x)+D^{\ell} \exp \left(r_{-} x\right) \\
p_{2}^{\ell} & =\left(\frac{i \omega+b i k}{|k|}-a\right) C^{\ell} \exp (-|k| x) \\
v_{2}^{\ell} & =-\frac{i|k|}{k} C^{\ell} \exp (-|k| x)+\frac{i r_{-}}{k} D^{\ell} \exp \left(r_{-} x\right)
\end{aligned}
$$

with $r_{+}, r_{-}$the roots of the equation $-v r^{2}+a r+\left(i \omega+b i k+v k^{2}\right)=0$, i.e. $r_{+}=\frac{a+\lambda}{2 v}$, $r_{-}=\frac{a-\lambda}{2 v}, \lambda$ is the square root with positive real part of $a^{2}+4 i v(\omega+b k)+4 v^{2} k^{2}$.

Replacing these terms in the transmission conditions, one gets

$$
\begin{aligned}
& \alpha_{1}\left[v|k| A^{\ell}+v r_{+} B^{\ell}+\left(\frac{i \omega+b i k}{|k|}+a\right) A^{\ell}-\frac{a}{2} A^{\ell}-\frac{a}{2} B^{\ell}\right]+A^{\ell}+B^{\ell} \\
& =\alpha_{1}\left[-v|k| C^{\ell-1}+v r_{-} D^{\ell-1}+\left(-\frac{i \omega+b i k}{|k|}+a\right) C^{\ell-1}-\frac{a}{2} C^{\ell-1}-\frac{a}{2} D^{\ell-1}\right]+C^{\ell-1}+D^{\ell-1}, \\
& \beta_{1}\left[\frac{i|k|}{k}|k| A^{\ell}+v \frac{i r_{+}}{k} r_{+} B^{\ell}-\frac{a}{2} \frac{i|k|}{k} A^{\ell}-\frac{a}{2} \frac{i r_{+}}{k} B^{\ell}\right]+\frac{i|k|}{k} A^{\ell}+\frac{i r_{+}}{k} B^{\ell} \\
& =\beta_{1}\left[\frac{[|k|}{k} v|k| C^{\ell-1}+v \frac{i r_{-}}{k} r_{-} D^{\ell-1}+\frac{a}{2} \frac{i|k|}{k} C^{\ell-1}-\frac{a}{2} \frac{i r_{-}}{k} D^{\ell-1}\right]-\frac{i|k|}{k} C^{\ell-1}+\frac{i r_{-}}{k} D^{\ell-1}, \\
& \alpha_{2}\left[-v|k| C^{\ell}+v r_{-} D^{\ell}+\left(-\frac{i \omega+b i k}{|k|}+a\right) C^{\ell}-\frac{a}{2} C^{\ell}-\frac{a}{2} D^{\ell}\right]-C^{\ell}-D^{\ell} \\
& =\alpha_{2}\left[v|k| A^{\ell}+v r_{+} B^{\ell}+\left(\frac{i \omega+b i k}{|k|}+a\right) A^{\ell-1}-\frac{a}{2} A^{\ell-1}-\frac{a}{2} B^{\ell-1}\right]-A^{\ell-1}-B^{\ell-1}, \\
& \beta_{2}\left[\frac{i|k|}{k} v|k| C^{\ell}+v \frac{i r_{-}}{k} r_{-} D^{\ell}+\frac{a}{2} \frac{i|k|}{k} C^{\ell}-\frac{a}{2} \frac{i r_{-}}{k} D^{\ell}\right]+\frac{i|k|}{k} C^{\ell}-\frac{i r_{-}}{k} D^{\ell} \\
& =\beta_{2}\left[v \frac{i|k|}{k}|k| A^{\ell-1}+v \frac{i r_{+}}{k} r_{+} B^{\ell-1}-\frac{a}{2} \frac{i|k|}{k} A^{\ell-1}-\frac{a}{2} \frac{r_{+}}{k} B^{\ell-1}\right]-\frac{i|k|}{k} A^{\ell-1}-\frac{i r_{+}}{k} B^{\ell-1} .
\end{aligned}
$$

Factorizing the above expressions, we get

$$
\begin{aligned}
& {\left[\alpha_{1}\left(v|k|+\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)+1\right] A^{\ell}+\left[\alpha_{1}\left(v r_{+}-\frac{a}{2}\right)+1\right] B^{\ell}} \\
& \quad=\left[\alpha_{1}\left(-v|k|-\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)+1\right] C^{\ell-1}+\left[\alpha_{1}\left(v r_{-}-\frac{a}{2}\right)+1\right] D^{\ell-1} \\
& {\left[\beta_{1}\left(v i k-\frac{a i|k|}{2 k}\right)+\frac{i|k|}{k}\right] A^{\ell}+\left[\beta_{1}\left(v \frac{i r_{+}^{2}}{k}-\frac{i a r_{+}}{2 k}\right)+\frac{i r_{+}}{k}\right] B^{\ell}} \\
& \quad=\left[\beta_{1}\left(v i k+\frac{a i|k|}{2 k}\right)-\frac{i|k|}{k}\right] C^{\ell-1}+\left[\beta_{1}\left(v \frac{i r_{-}^{2}}{k}-\frac{i a r_{-}}{2 k}\right)+\frac{i r_{-}}{k}\right] D^{\ell-1} \\
& {\left[\begin{array}{l}
\left.\alpha_{2}\left(-v|k|-\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)-1\right] C^{\ell}+\left[\alpha_{2}\left(v r_{-}-\frac{a}{2}\right)-1\right] D^{\ell} \\
\quad=\left[\alpha_{2}\left(v|k|+\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)-1\right] A^{\ell-1}+\left[\alpha_{2}\left(v r_{+}-\frac{a}{2}\right)-1\right] B^{\ell-1} \\
{\left[\beta_{2}\left(v i k+\frac{a i|k|}{2 k}\right)+\frac{i|k|}{k}\right] C^{\ell}+\left[\beta_{2}\left(v \frac{i r_{-}^{2}}{k}-\frac{i a r_{-}}{2 k}\right)-\frac{i r_{-}}{k}\right] D^{\ell}} \\
\quad=\left[\beta_{2}\left(v i k-\frac{a i|k|}{2 k}\right)-\frac{i|k|}{k}\right] A^{\ell-1}+\left[\beta_{2}\left(v \frac{i r_{+}^{2}}{k}-\frac{i a r_{+}}{2 k}\right)-\frac{i r_{+}}{k}\right] B^{\ell-1}
\end{array}\right.}
\end{aligned}
$$

We change the sign of the third and fourth equations, then we can rewrite

$$
\begin{aligned}
& {\left[\alpha_{1}\left(v|k|+\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)+1\right] A^{\ell}+\left[\alpha_{1}\left(v r_{+}-\frac{a}{2}\right)+1\right] B^{\ell}} \\
& \quad=\left[\alpha_{1}\left(-v|k|-\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)+1\right] C^{\ell-1}+\left[\alpha_{1}\left(v r_{-}-\frac{a}{2}\right)+1\right] D^{\ell-1} \\
& {\left[\beta_{1}\left(v i k-\frac{a i|k|}{2 k}\right)+\frac{i|k|}{k}\right] A^{\ell}+\left[\beta_{1}\left(v \frac{i r_{+}^{2}}{k}-\frac{i a r_{+}}{2 k}\right)+\frac{i r_{+}}{k}\right] B^{\ell}} \\
& \quad=\left[\beta_{1}\left(v i k+\frac{a i|k|}{2 k}\right)-\frac{i|k|}{k}\right] C^{\ell-1}+\left[\beta_{1}\left(v \frac{i r_{-}^{2}}{k}-\frac{i a r_{-}}{2 k}\right)+\frac{i r_{-}}{k}\right] D^{\ell-1}
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\alpha_{2}\left(-v|k|-\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)-1\right] C^{\ell}+\left[\alpha_{2}\left(v r_{-}-\frac{a}{2}\right)-1\right] D^{\ell}} \\
& \quad=\left[\alpha_{2}\left(v|k|+\frac{i \omega+b i k}{|k|}+\frac{a}{2}\right)-1\right] A^{\ell-1}+\left[\alpha_{1}\left(v r_{+}-\frac{a}{2}\right)-1\right] B^{\ell-1} \\
& {\left[\beta_{2}\left(v i k+\frac{a i|k|}{2 k}\right)+\frac{i|k|}{k}\right] C^{\ell}+\left[\beta_{2}\left(v \frac{i r_{-}^{2}}{k}-\frac{i a r_{-}}{2 k}\right)-\frac{i r_{-}}{k}\right] D^{\ell}} \\
& \quad=\left[\beta_{2}\left(v i k-\frac{a i|k|}{2 k}\right)-\frac{i|k|}{k}\right] A^{\ell-1}+\left[\beta_{2}\left(v \frac{i r_{+}^{2}}{k}-\frac{i a r_{+}}{2 k}\right)-\frac{i r_{+}}{k}\right] B^{\ell-1}
\end{aligned}
$$

We can rewrite this expression as

$$
\begin{aligned}
{\left[1+X\left(\alpha_{1}\right)+\frac{\alpha_{1} a}{2}\right] A^{\ell} } & +\left[1+Y\left(\alpha_{1}\right)\right] B^{\ell} \\
& =\left[1-X\left(\alpha_{1}\right)+\frac{\alpha_{1} a}{2}\right] C^{\ell-1}+\left[1-Y\left(\alpha_{1}\right)\right] D^{\ell-1} \\
\frac{i|k|}{k}\left[1+W\left(\beta_{1}\right)-\frac{\beta_{1} a}{2}\right] A^{\ell} & +\frac{i r_{+}}{k}\left[1+Y\left(\beta_{1}\right)\right] B^{\ell} \\
& =\frac{-i|k|}{k}\left[1-W\left(\beta_{1}\right)-\frac{\beta_{1} a}{2}\right] C^{\ell-1}+\frac{i r_{-}}{k}\left[1-Y\left(\beta_{1}\right)\right] D^{\ell-1} \\
{\left[1+X\left(\alpha_{2}\right)-\frac{\alpha_{2} a}{2}\right] C^{\ell} } & +\left[1+Y\left(\alpha_{2}\right)\right] D^{\ell} \\
& =\left[1-X\left(\alpha_{2}\right)-\frac{\alpha_{2} a}{2}\right] A^{\ell-1}+\left[1-Y\left(\alpha_{2}\right)\right] B^{\ell-1} \\
\frac{i|k|}{k}\left[1+W\left(\beta_{2}\right)+\frac{\beta_{2} a}{2}\right] C^{\ell} & +\frac{-i r_{-}}{k}\left[1+Y\left(\beta_{2}\right)\right] D^{\ell} \\
& =\frac{-i|k|}{k}\left[1-W\left(\beta_{2}\right)+\frac{\beta_{2} a}{2}\right] A^{\ell-1}+\frac{-i r_{+}}{k}\left[1-Y\left(\beta_{2}\right)\right] B^{\ell-1}
\end{aligned}
$$

where

$$
X(\alpha)=\alpha\left(v|k|+\frac{i \omega+b i k}{|k|}\right), Y(\alpha)=\alpha\left(v r_{+}-\frac{a}{2}\right)=-\alpha\left(v r_{-}-\frac{a}{2}\right), W(\alpha)=\alpha v|k|
$$

From this, we define four matrices

$$
\begin{gathered}
\mathscr{M}\left(\alpha_{1}, \beta_{1}\right)=\left[\begin{array}{cc}
{\left[1+X\left(\alpha_{1}\right)+\frac{\alpha_{1} a}{2}\right]} & {\left[1+Y\left(\alpha_{1}\right)\right]} \\
\frac{i|k|}{k}\left[1+W\left(\beta_{1}\right)-\frac{\beta_{1} a}{2}\right] & \frac{i r_{+}}{k}\left[1+Y\left(\beta_{1}\right)\right]
\end{array}\right] \\
{[10 p t] \mathscr{N}\left(\alpha_{1}, \beta_{1}\right)=\left[\begin{array}{cc}
{\left[1-X\left(\alpha_{1}\right)+\frac{\alpha_{1} a}{2}\right]} & {\left[1-Y\left(\alpha_{1}\right)\right]} \\
\frac{-i|k|}{k}\left[1-W\left(\beta_{1}\right)-\frac{\beta_{1} a}{2}\right] & \frac{i r_{-}}{k}\left[1-Y\left(\beta_{1}\right)\right]
\end{array}\right]} \\
{[10 p t] \mathscr{P}\left(\alpha_{2}, \beta_{2}\right)=\left[\begin{array}{cc}
{\left[1+X\left(\alpha_{2}\right)-\frac{\alpha_{2} a}{2}\right]} & {\left[1+Y\left(\alpha_{2}\right)\right]} \\
{[10 p \mid] \mathscr{Q}\left(\alpha_{2}, \beta_{2}\right)=\left[\begin{array}{cc}
k & \left.1+W\left(\beta_{2}\right)+\frac{\beta_{2} a}{2}\right] \\
\frac{-i r_{-}}{k}\left[1+Y\left(\beta_{2}\right)\right]
\end{array}\right]} \\
\frac{-i|\bar{k}|}{k}\left[1-W\left(\beta_{2}\right)+\frac{\beta_{2} a}{2}\right] & \frac{-i r_{+}}{k}\left[1-Y\left(\beta_{2}\right)\right]
\end{array}\right] .}
\end{gathered}
$$

Then, one has

$$
\mathscr{M}\left(\alpha_{1}, \beta_{1}\right)\left[\begin{array}{l}
A^{\ell} \\
B^{\ell}
\end{array}\right]=\mathscr{N}\left(\alpha_{1}, \beta_{1}\right)\left[\begin{array}{l}
C^{\ell-1} \\
D^{\ell-1}
\end{array}\right] ; \quad \mathscr{P}\left(\alpha_{2}, \beta_{2}\right)\left[\begin{array}{l}
C^{\ell} \\
D^{\ell}
\end{array}\right]=\mathscr{Q}\left(\alpha_{2}, \beta_{2}\right)\left[\begin{array}{l}
A^{\ell-1} \\
B^{\ell-1}
\end{array}\right]
$$

and then

$$
\left[\begin{array}{l}
A^{\ell} \\
B^{\ell}
\end{array}\right]=\mathscr{R}\left(\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right)\left[\begin{array}{l}
A^{\ell-2} \\
B^{\ell-2}
\end{array}\right]
$$

with $\mathscr{R}\left(\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}\right)=\mathscr{M}^{-1}\left(\alpha_{1}, \beta_{1}\right) \mathscr{N}\left(\alpha_{1}, \beta_{1}\right) \mathscr{P}^{-1}\left(\alpha_{2}, \beta_{2}\right) \mathscr{Q}\left(\alpha_{2}, \beta_{2}\right)$. The convergence factor is the square root of the spectral radius of $\mathscr{R}$.
In this formulation, if $a=0$, then $r_{+}=-r_{-}$, which implies $\mathscr{M}(\alpha, \beta)=\mathscr{P}(\alpha, \beta)$ and $\mathscr{N}(\alpha, \beta)=\mathscr{Q}(\alpha, \beta)$. Then, like in the case of the Stokes equations, one can simplify the formula in the "Robin-2p" case $\alpha_{1}=\alpha_{2}=\alpha$ and $\beta_{1}=\beta_{2}=\beta$. In that case, we obtain $\mathscr{R}(\alpha, \beta, \alpha, \beta)=\left[\mathscr{P}^{-1}(\alpha, \beta) \mathscr{Q}(\alpha, \beta)\right]^{2}$. On the other hand, in the case $a \neq 0$, we get $\mathscr{N}(\alpha, \beta) \neq \mathscr{Q}(\alpha, \beta)$ and $\mathscr{P}(\alpha, \beta) \neq \mathscr{Q}(\alpha, \beta)$, hence we cannot easily simplify the formulation even in the Robin-2p case.

### 2.10 Parareal for the Stokes equations

### 2.10.1 Algorithm

Consider a decomposition in time of ( $0, T$ ) into subintervals : $[0, T]=\cup_{n=0}^{N-1} \mathscr{I}_{n}$, with $\mathscr{I}_{n}=\left(T_{n}, T_{n+1}\right), n=0, \ldots, N-1$, and $0=T_{0}<T_{1}<\ldots<T_{N-1}<T_{N}=T$. For simplicity, we consider a regular decomposition of $(0, T)$ i.e. such that $T_{n+1}-T_{n}=\Delta T$.

Over each such interval generically noted as $\mathscr{I}:=\left(t_{0}, t_{1}\right)$, we shall consider two propagation operators, a coarse and a fine one. Before describing the Parareal Algorithm, we shall state an important remark that will allow us to make sure that it is well-defined. We first recall the functional spaces (2.3) that are relevant for the velocity component of the solution of the Stokes equations

$$
\begin{aligned}
& V=\left\{\mathbf{u} \in\left[H_{0}^{1}(\Omega)\right]^{2}, \nabla \cdot \mathbf{u}=0\right\} \\
& H=\left\{\mathbf{u} \in\left[L^{2}(\Omega)\right]^{2}, \nabla \cdot \mathbf{u}=0, \mathbf{u} \cdot \boldsymbol{n}_{\partial \Omega}=0 \text { on } \partial \Omega\right\}
\end{aligned}
$$

Remark 2.35. The Stokes problem (2.1) only needs a velocity field as initial condition at $t=t_{0}$ (no need for an initial pressure), and Theorem 2.1 shows that if this initial velocity field belongs to the space $H$ defined by (2.3), then we can consider the value of the solution $\mathbf{u}$ at time $t_{1}$ as an element of $H$, since the solution is in $\mathscr{C}^{0}\left(\left[t_{0}, t_{1}\right], H\right)$. Therefore, we shall denote by

- $\mathscr{G}\left(\mathscr{I}, \mathbf{U}_{0}\right)$ a velocity field in $H$ that provides a rough approximation of $\mathbf{u}\left(\cdot, t_{1}\right)$, where $\mathbf{u}$ is the velocity component of the solution of the Stokes equations with initial condition $\mathbf{u}\left(\cdot, t_{0}\right)=\mathbf{U}_{0} \in H$.
- $\mathscr{F}\left(\mathscr{I}, \mathbf{U}_{0}\right)$ a velocity field in $H$ that provides a more accurate approximation of $\mathbf{u}\left(\cdot, t_{1}\right)$.

Under the conditions that $\mathbf{u}_{0} \in H$ and that both $\mathscr{G}$ and $\mathscr{F}$ have inputs and outputs in $H$, then, by an immediate recurrence, the following plain Parareal algorithm [82] is welldefined

```
Algorithm 8 (Parareal)
    Choose an initial data \(\left(\mathbf{U}_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(\mathbf{U}_{0}^{0}=\mathbf{u}_{0}\) and \(\mathbf{U}_{n}^{0}\) an approximation of \(\mathbf{u}\left(\cdot, T_{n}\right)\), for
    example : \(\mathbf{U}_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, \mathbf{U}_{n-1}^{0}\right)\), for \(n=1, \ldots, N\).
    for \(k=0,1, \ldots\) (Parareal iterations)
        Set \(\mathbf{U}_{0}^{k+1}=\mathbf{u}_{0}\) and perform the correction iterations
            \(\mathrm{U}_{n}^{k+1}=\mathscr{G}\left(\mathscr{I}_{n-1}, \mathrm{U}_{n-1}^{k+1}\right)+\mathscr{F}\left(\mathscr{I}_{n-1}, \mathrm{U}_{n-1}^{k}\right)-\mathscr{G}\left(\mathscr{I}_{n-1}, \mathrm{U}_{n-1}^{k}\right), \quad n=1, \ldots, N\).
    end for
```

For the coarse solver, for simplicity, here we consider the one deduced from the one step Backward Euler method, i.e., $\mathscr{G}\left(\mathscr{I}_{n}, \mathbf{v}\right) \in H \supset V$ is the velocity component of the solution of the following equation: find $(\mathbf{u}, p) \in V \times L_{0}^{2}(\Omega)$ such that

$$
\frac{\mathbf{u}-\mathbf{v}}{\Delta T}-v \Delta \mathbf{u}+\nabla p=\mathbf{f}\left(., T_{n+1}\right) \text { in } \Omega
$$

or, equivalently,

$$
\begin{equation*}
\frac{\mathbf{u}}{\Delta T}-v \Delta \mathbf{u}+\nabla p=\mathbf{f}\left(., T_{n+1}\right)+\frac{\mathbf{v}}{\Delta T} \text { in } \Omega \tag{2.115}
\end{equation*}
$$

We recall now the following classical result, given in [18, Theorem IV.8.1]
Theorem 2.36. For $\mathbf{f} \in\left[H^{-1}(\Omega)\right]^{2}$ and $\lambda \geq 0$, the generalized Stokes equation

$$
\begin{equation*}
\lambda \mathbf{u}-v \Delta \mathbf{u}+\nabla p=\mathbf{f} \tag{2.116}
\end{equation*}
$$

admits a unique solution $(\mathbf{u}, p) \in V \times L_{0}^{2}(\Omega)$ verifying

$$
\begin{equation*}
\|\mathbf{u}\|_{H^{1}}+\|p\|_{L^{2}} \leq\|\mathbf{f}\|_{H^{-1}} \tag{2.117}
\end{equation*}
$$

Hence, if $\mathbf{v} \in H$ and if $\mathbf{f}\left(., T_{n+1}\right)$ belongs to $\left[H^{-1}(\Omega)\right]^{2}$, the coarse solver is well defined since the velocity component of the solution of (2.115) is in $V \subset H$.

In what follows, we shall consider for the sake of the analysis that the fine solver is the exact one, i.e., for a given $\mathbf{v} \in H$, we define $\mathscr{F}\left(\mathscr{I}_{n}, \mathbf{v}\right)=\mathbf{u}\left(\cdot, T_{n+1}\right)$, where $\mathbf{u}$ is the velocity component of the solution of the evolutionary Stokes equations: find $(\mathbf{u}, p) \in\left(L^{2}\left(\left(T_{n}, T_{n+1}\right), V\right) \cap \mathscr{C}^{0}\left(\left[T_{n}, T_{n+1}\right], H\right)\right) \times W^{-1, \infty}\left(\left(T_{n}, T_{n+1}\right), L_{0}^{2}(\Omega)\right)$ such that

$$
\begin{align*}
& \partial_{t} \mathbf{u}-v \Delta \mathbf{u}+\nabla p=\mathbf{f} \text { in } \Omega \times\left(T_{n}, T_{n+1}\right)  \tag{2.118}\\
& \mathbf{u}\left(\cdot, T_{n}\right)=\mathbf{v} \text { in } \Omega .
\end{align*}
$$

From Theorem 2.1, $\mathbf{u}\left(T_{n+1}\right)$ is well-defined in $H$, then so is the fine solver.
Both coarse and fine solvers being well-posed and mapping $H$ into itself, we can state the following result:

Theorem 2.37. Consider $\mathbf{u}_{0} \in H$ and $\mathbf{f} \in L^{2}\left((0, T),\left[L_{0}^{2}(\Omega)\right]^{2}\right)$. The Parareal method applied on the evolutionary Stokes equation is well-defined, furthermore, for $n=1,2, \ldots, N$, one has $\mathbf{U}_{n}^{k} \in H$ for all $k \in \mathbb{N}$.

### 2.10.2 Convergence

Similarly as for the previous Chapter, We first obtain Lipschitz constants for the coarse and the fine solvers, that is, we show that there exist constants $\gamma_{1}, \gamma_{2}$, s.t., for all initial conditions ( $\mathbf{u}, \mathbf{v}$ ) $\in H$

$$
\begin{align*}
&\|\mathscr{G}(\mathscr{I}, \mathbf{u})-\mathscr{G}(\mathscr{I}, \mathbf{v})\|_{H} \leq \gamma_{1}\|\mathbf{u}-\mathbf{v}\|_{H} \\
&\|(\mathscr{F}-\mathscr{G})(\mathscr{I}, \mathbf{u})-(\mathscr{F}-\mathscr{G})(\mathscr{I}, \mathbf{v})\|_{H} \leq \gamma_{2}\|\mathbf{u}-\mathbf{v}\|_{H} \tag{2.119}
\end{align*}
$$

From linearity, it is sufficient to consider for $\mathscr{G}$ and $\mathscr{F}$ the case of a source term $\mathbf{f}=0$. Even though we do not deal in this Chapter with the evolutionary Stokes equations for the case $\Omega=\mathbb{R}^{2}$, we will start with this case here as we can use the Fourier transform in space for the analysis. For this case, we replace the homogeneous condition on the boundary by the condition that the fields vanish at infinity. The spaces $V$ and $H$ are defined similarly as before, with this modification in the boundary conditions. We admit that the evolutionary Stokes solution is well-posed and that the coarse and fine solvers are also well-defined.

Lemma 2.38. For $\Omega=\mathbb{R}^{2}$, we have (2.119) with $\gamma_{1} \leq 1$ and $\gamma_{2}<1$.
Proof. Denote by $\mathbf{u}=(u, v)$ and $p$ the solution of the Stokes equations with initial condition $\mathbf{u}_{0}=\left(u_{0}, v_{0}\right)$. Applying the Fourier transform in $x$ and $y$ directions, with wave numbers $k_{x}, k_{y}$, one gets

$$
\begin{aligned}
\partial_{t} \hat{u}+v\left(k_{x}^{2}+k_{y}^{2}\right) \hat{u}+i k_{x} \hat{p} & =0, \\
\partial_{t} \hat{v}+v\left(k_{x}^{2}+k_{y}^{2}\right) \hat{v}+i k_{y} \hat{p} & =0, \\
i k_{x} \hat{u}+i k_{y} \hat{v} & =0, \\
\hat{u}(0) & =\hat{u}_{0}, \\
\hat{v}(0) & =\hat{v}_{0} .
\end{aligned}
$$

Denote by $\hat{w}=i k_{x} \hat{v}-i k_{y} \hat{u}$, then, with $\hat{w}_{0}=i k_{x} \hat{v}_{0}-i k_{y} \hat{u}_{0}$, we get the following ODE for $\hat{w}$

$$
\begin{aligned}
\partial_{t} \hat{w}+v\left(k_{x}^{2}+k_{y}^{2}\right) \hat{w} & =0 \\
\hat{w}(0) & =\hat{w}_{0}
\end{aligned}
$$

which has the solution $\hat{w}(t)=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \hat{w}_{0}$. Then, from the system

$$
\begin{aligned}
& i k_{x} \hat{v}-i k_{y} \hat{u}=\hat{w}, \\
& i k_{x} \hat{u}+i k_{y} \hat{v}=0,
\end{aligned}
$$

we get
$\hat{u}=\frac{i k_{y} \hat{w}}{k_{x}^{2}+k_{y}^{2}}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \frac{i k_{y} \hat{w}_{0}}{k_{x}^{2}+k_{y}^{2}}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \frac{i k_{y}\left(i k_{x} \hat{v}_{0}-i k_{y} \hat{u}_{0}\right)}{k_{x}^{2}+k_{y}^{2}}$,
$\hat{v}=\frac{-i k_{x} \hat{w}}{k_{x}^{2}+k_{y}^{2}}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \frac{-i k_{x} \hat{w}_{0}}{k_{x}^{2}+k_{y}^{2}}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \frac{-i k_{x}\left(i k_{x} \hat{v}_{0}-i k_{y} \hat{u}_{0}\right)}{k_{x}^{2}+k_{y}^{2}}$.

The divergence-free property of $\mathbf{u}_{0}$ under Fourier transform is $i k_{x} \hat{u}_{0}+i k_{y} \hat{v}_{0}=0$. We use this in the above expressions to obtain

$$
\begin{aligned}
& \hat{u}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \hat{u}_{0} \\
& \hat{v}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) t\right) \hat{v}_{0}
\end{aligned}
$$

Then, for the fine solver

$$
\widehat{\mathscr{F}\left(\mathscr{I}, \mathbf{u}_{0}\right)}=\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) \Delta T\right) \hat{\mathbf{u}}_{0}
$$

Similarly for $\mathscr{G}$, one gets

$$
\widehat{\mathscr{G}\left(\mathscr{I}, \mathbf{u}_{0}\right)}=\frac{1}{1+v\left(k_{x}^{2}+k_{y}^{2}\right) \Delta T} \hat{\mathbf{u}}_{0}
$$

In the $L^{2}$-norm, this first implies through the Plancherel equality

$$
\left\|\mathscr{G}\left(\mathscr{I}, \mathbf{u}_{0}\right)\right\|_{\left[L^{2}\left(\mathbb{R}^{2}\right)\right]^{2}} \leq \gamma_{1}\left\|\mathbf{u}_{0}\right\|_{\left[L^{2}\left(\mathbb{R}^{2}\right)\right]^{2}}
$$

with $\gamma_{1}=\max _{k_{x}, k_{y}} \frac{1}{1+v\left(k_{x}^{2}+k_{y}^{2}\right) \Delta T}$. Generally, one gets $\gamma_{1}=1$, but in the discrete problem, when $k_{x}, k_{y}$ are bounded away from 0 , then $\gamma_{1}<1$.
In addition

$$
\left\|(\mathscr{F}-\mathscr{G})\left(\mathscr{I}, \mathbf{u}_{0}\right)\right\|_{\left[L^{2}\left(\mathbb{R}^{2}\right)\right]^{2}} \leq \gamma_{2}\left\|\mathbf{u}_{0}\right\|_{\left[L^{2}\left(\mathbb{R}^{2}\right)\right]^{2}}
$$

with $\gamma_{2}=\max _{k_{x}, k_{y}}\left|\exp \left(-v\left(k_{x}^{2}+k_{y}^{2}\right) \Delta T\right)-\frac{1}{1+v\left(k_{x}^{2}+k_{y}^{2}\right) \Delta T}\right|$. For a more detailed bound on $\gamma_{2}$, see Chapter 1.

Let us now turn to the case in which $\Omega$ is a bounded domain. We first recall the eigenvalue theory of the Stokes operators [18, Theorem IV.5.5, page 279]

Theorem 2.39. There exists an increasing sequence of strictly positive real numbers $\left(\lambda_{j}\right)_{j \in \mathbb{N}^{*}}$, tending to infinity and a sequence of functions $\left(\mathbf{u}_{j}\right)_{j \in \mathbb{N}^{*}}$ orthonormal in $H$, orthorgonal in $V$, forming a complete family in $H$ and $V$, and a sequence of functions $\left(p_{j}\right)_{j \in \mathbb{N}^{*}}$ in $L_{0}^{2}(\Omega)$ that satisfy

$$
\begin{equation*}
-\Delta \mathbf{u}_{j}+\nabla p_{j}=\lambda_{j} \mathbf{u}_{j} \tag{2.120}
\end{equation*}
$$

Using this and (2.117), we obtain
Lemma 2.40. For $\Omega$ bounded with Lipschitz boundary, we have (2.119) with $\gamma_{1}<1$ and $\gamma_{2}<1$.

Proof. Let $\mathbf{u}_{0}$ be in $H$, we can express it using the basis $\left(\mathbf{u}_{j}\right)_{j \in \mathbb{N}^{*}}$ in (2.120)

$$
\mathbf{u}_{0}=\sum_{j \geq 1} \alpha_{j} \mathbf{u}_{j}
$$

The solution of the evolutionary Stokes problem with initial condition $\mathbf{u}_{0}$ can then be expressed as

$$
\mathbf{u}(t)=\sum_{j \geq 1} \alpha_{j} \exp \left(-v \lambda_{j} t\right) \mathbf{u}_{j}
$$

$$
p(t)=v \sum_{j \geq 1} \alpha_{j} \exp \left(-v \lambda_{j} t\right) p_{j}
$$

Then, the exact fine solver gives

$$
\mathscr{F}\left(\mathscr{I}, \mathbf{u}_{0}\right)=\sum_{j \geq 1} \alpha_{j} \exp \left(-v \lambda_{j} \Delta T\right) \mathbf{u}_{j}
$$

In addition, the coarse propagator solves a generalized Stokes problem of form (2.116), and its solution is

$$
\mathscr{G}\left(\mathscr{I}, \mathbf{u}_{0}\right)=\sum_{j \geq 1} \alpha_{j}\left(\frac{1}{1+v \lambda_{j} \Delta T}\right) \mathbf{u}_{j}
$$

Using those expressions, we get the Lipschitz constant for $\mathscr{G}$ and $(\mathscr{F}-\mathscr{G})$

$$
\gamma_{1}=\frac{1}{\left(1+v \lambda_{1} \Delta T\right)}<1, \quad \gamma_{2}=\max _{j}\left\{\left(1+v \lambda_{j} \Delta T\right)^{-1}-\exp \left(-v \lambda_{j} \Delta T\right)\right\}<1
$$

With these Lipschitz constants, we obtain now the convergence of the Parareal method applied on the evolutionary Stokes equation:

Theorem 2.41. Consider the Stokes equation (2.1) with $\mathbf{u}_{0} \in H$. The Parareal method applied on this equation converges with a rate similar to the case of the parabolic equation.

### 2.11 The coupled Parareal-OSWR Algorithm for the Stokes equations

We now propose a coupled Parareal-OSWR algorithm on the Stokes equations. For simplicity, we consider here only two sub-domains $\Omega_{1}, \Omega_{2}$, and then $\Gamma_{1,2}=\Gamma_{2,1}=\Gamma$. We simplify the foot indexes ${ }_{12}$ and 21 by $_{1}$ and 2 , and denote also $\xi=\left(\xi_{1}, \xi_{2}\right), \mathbf{g}=\left(g_{1}, g_{2}\right)$.

As in the previous Chapter, we shall choose the OSWR algorithm to be used as the fine solver in the Parareal algorithm, and perform only a few iterations of OSWR at each Parareal iteration. Since we shall use unconverged velocity fields as initial conditions in the coarse solver, their normal components will not necessarily be continuous across $\Gamma$; this has the important implication that the resulting velocity fields will not be globally divergence free on $\Omega$, but only locally divergence free on each $\Omega_{i}$. This may lead to low regularity pressure fields in the coarse solver. Fortunately, as only velocities are used during Parareal iterations, this low regularity poses no problem.

We recall the notations of Section 2.3

$$
\begin{aligned}
V_{i} & =\left\{\mathbf{u} \in\left[H^{1}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u}=0 \text { on } \partial \Omega_{i} \backslash \Gamma, \nabla \cdot \mathbf{u}=0 \text { in } \Omega_{i}\right\}, \\
H_{i} & =\left\{\mathbf{u} \in\left[L^{2}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u} \cdot \mathbf{n}_{\partial \Omega_{i}}=0 \text { on } \partial \Omega_{i} \backslash \Gamma, \nabla \cdot \mathbf{u}=0 \text { in } \Omega_{i}\right\}, \\
X_{i} & =\left\{\mathbf{u} \in\left[H^{1}\left(\Omega_{i}\right)\right]^{2}, \mathbf{u}=0 \text { on } \partial \Omega_{i} \backslash \Gamma\right\} .
\end{aligned}
$$

According to the above argument, we will use the following new space

$$
\begin{equation*}
K=\left\{\mathbf{u} \in\left[L^{2}(\Omega)\right]^{2},\left.\mathbf{u}\right|_{\Omega_{i}} \in H_{i}\right\} \tag{2.121}
\end{equation*}
$$

With an initial condition $U$ in this space $K$, the coarse solver for the time-dependent Stokes problem from $T_{n}$ to $T_{n+1}$ defined from the one-step Backward Euler method is well-defined: for $\mathrm{U} \in K, \mathscr{G}\left(\mathscr{I}_{n}, \mathrm{U}\right) \in X \subset K$ is the solution of

$$
\begin{equation*}
\frac{\mathbf{u}-\mathbf{U}}{\Delta T}-v \Delta \mathbf{u}-\nabla p=\mathbf{f}_{n}, \quad \nabla \cdot \mathbf{u}=0 \tag{2.122}
\end{equation*}
$$

We cannot directly apply Lemma 2.40 concerning the generalized Stokes problem because $\mathbf{U} \in K$ and $K$ is not included in $H$; however, using a simple energy estimate based on (2.122), one still has the following Lipschitz property: there exists a constant $\gamma_{1} \leq 1$ s.t. $\forall \mathbf{u}$ and $\mathbf{v} \in K$

$$
\begin{equation*}
\|\mathscr{G}(\mathscr{I}, \mathbf{u})-\mathscr{G}(\mathscr{I}, \mathbf{v})\|_{K} \leq \gamma_{1}\|\mathbf{u}-\mathbf{v}\|_{K} . \tag{2.123}
\end{equation*}
$$

Note that in the case of $K$, we do not state a Lipschitz constant that is strictly lower than 1 as in the case of space $H$. The norm on $K$ is nothing but the $L^{2}$ norm, we can use the notation $\|.\|_{\Omega}$ instead.

Then, we set, for a.e. $t \in\left(T_{n}, T_{n+1}\right)$

$$
\begin{align*}
a_{i}(\mathbf{u}, \mathbf{v}) & =v(\nabla \mathbf{u}, \nabla \mathbf{v})_{\Omega_{i}}+\frac{1}{\alpha_{i}}(\mathbf{u} \cdot \mathbf{n}, \mathbf{v} \cdot \boldsymbol{n})_{\Gamma}+\frac{1}{\beta_{i}}(\mathbf{u} \times \boldsymbol{n}, \mathbf{v} \times \boldsymbol{n})_{\Gamma},  \tag{2.124}\\
c_{i, n}^{k, \ell}(t, \mathbf{v}) & =\left(\mathbf{f}_{n}, \mathbf{v}\right)_{\Omega_{i}}+\frac{1}{\alpha_{i}}\left(g_{i, n}^{k, \ell-1}, \mathbf{v} \cdot \boldsymbol{n}\right)_{\Gamma}+\frac{1}{\beta_{i}}\left(\xi_{i, n}^{k, \ell-1}, \mathbf{v} \times \boldsymbol{n}\right)_{\Gamma}
\end{align*}
$$

The algorithm can be written as

$$
\begin{align*}
& \hline \text { Algorithm } 9 \text { (Coupled Parareal-OSWR) } \\
& \hline \text { 1. Choose an initial data }\left(\mathbf{U}_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket} \text { with } \mathbf{U}_{0}^{0}=\mathbf{u}_{0} \text { and } \mathbf{U}_{n}^{0} \text { an approximation of } \mathbf{u}\left(\cdot, T_{n}\right) \text {, for } \\
& \text { example } \mathbf{U}_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, \mathbf{U}_{n-1}^{0}\right) \text {, for } n=1, \ldots, N \text {. } \\
& \text { 2. Choose an initial Robin data }\left(\xi_{n}^{0,0}, \mathbf{g}_{n}^{0,0}\right)_{n \in \llbracket 0, N-1 \rrbracket} \text {. For example, if we have already run the } \\
& \text { coarse solver, then we also have calculated the approximate pressure } P_{n}^{0} \text { for } n=1, \ldots, N \text {, } \\
& \text { then }\left(\xi_{n}^{0,0}, \mathbf{g}_{n}^{0,0}\right) \text { with } n \in \llbracket 0, N-1 \rrbracket \text { can be constructed, e.g., from } \mathbf{U}_{n}^{0} \text { and } P_{n}^{0} \text {. } \\
& \text { for } k=0,1, \ldots \text { (Parareal iterations) } \\
& \text { 1. On each time interval } \mathscr{I}_{n}, n=0,1, \ldots, N-1 \text {, } \\
& \text { for } \ell=1, \ldots, L \text { (OSWR iterations) solve, for each } i=1,2 \text { : } \\
& \left.\left\langle\partial_{t} \mathbf{u}_{i, n}^{k, \ell}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{u}_{i, n}^{k, \ell}, \mathbf{v}\right)=c_{i, n}^{k, \ell}(t, \mathbf{v}) \text { for almost every } t \in\right] T_{n}, T_{n+1}\left[\text { and all } \mathbf{v} \in V_{i},\right.  \tag{2.125}\\
& \mathbf{u}_{i, n}^{k, \ell}\left(T_{n}\right)=\left.\mathbf{U}_{n}^{k}\right|_{\Omega_{i}}
\end{align*}
$$

and, with $j=3-i$, update the Robin term as

$$
\begin{align*}
g_{i, n}^{k, \ell} & =\frac{\alpha_{i}}{\alpha_{j}} g_{j, n}^{k, \ell-1}-\frac{\alpha_{i}+\alpha_{j}}{\alpha_{j}} \mathbf{u}_{j, n}^{k, \ell} \cdot \boldsymbol{n}_{j},  \tag{2.126}\\
\xi_{i, n}^{k, \ell} & =\frac{\beta_{i}}{\beta_{j}} \xi_{j, n}^{k, \ell-1}-\frac{\beta_{i}+\beta_{j}}{\beta_{j}} \mathbf{u}_{j, n}^{k, \ell} \times \boldsymbol{n}_{j} . \tag{2.127}
\end{align*}
$$

end for
2. Set $U_{0}^{k+1}=u_{0}$ and do Parareal corrections:

$$
\begin{equation*}
\mathbf{U}_{n+1}^{k+1}=\mathbf{u}_{n}^{k, L}\left(\cdot, T_{n+1}\right)+\mathscr{G}\left(\mathscr{I}_{n}, \mathbf{U}_{n}^{k+1}\right)-\mathscr{G}\left(\mathscr{I}_{n}, \mathbf{U}_{n}^{k}\right) . \tag{2.128}
\end{equation*}
$$

Update the interface term: $\quad \boldsymbol{\xi}_{n}^{k+1,0}=\boldsymbol{\xi}_{n}^{k, L}$ and $\quad \mathbf{g}_{n}^{k+1,0}=\mathbf{g}_{n}^{k, L}$.
end for

In both Parareal and OSWR methods, the algorithms are written using only the velocity, so is the coupled Parareal-OSWR algorithm. If needed, the pressure can be defined in the following Remark

Remark 2.42. $p_{i, n}^{k, \ell}=\partial_{t} P_{i, n}^{k, \ell}$, with $P_{i, n}^{k, \ell}$ which is such that, $\forall \mathbf{v} \in X_{i}$

$$
\begin{equation*}
\left(\mathbf{u}_{i, n}^{k, \ell}(t), \mathbf{v}\right)_{\Omega_{i}}-\left(\left.\mathbf{U}_{n}^{k}\right|_{\Omega_{i}}, \mathbf{v}\right)_{\Omega_{i}}+\int_{T_{n}}^{t} a_{i}\left(\mathbf{u}_{i, n}^{k, \ell}(s), \mathbf{v}\right) d s-\left(P_{i, n}^{k, \ell}, \nabla \cdot \mathbf{v}\right)_{\Omega_{i}}-\int_{0}^{t} c_{i, n}^{k, \ell}(s, \mathbf{v}) d s=0 \tag{2.130}
\end{equation*}
$$

As the coarse solver and the OSWR method are both well-defined, one gets the following result

Theorem 2.43. Suppose that $\mathbf{u}_{0} \in H$ and $\mathbf{f} \in L^{2}\left((0, T),\left[L^{2}(\Omega)\right]^{2}\right)$. With the starting initial conditions $\mathbf{U}_{n}^{0} \in K$ and the Robin terms $\xi_{n}^{0,0}, \mathbf{g}_{n}^{0,0} \in\left[L^{2}\left(T_{n}, T_{n+1}, L^{2}(\Gamma)\right)\right]^{2}$ the coupled Parareal-OSWR method is well-defined with $\mathbf{U}_{n}^{k} \in K ; \boldsymbol{\xi}_{n}^{k, \ell}, \mathbf{g}_{n}^{k, \ell} \in\left[L^{2}\left(T_{n}, T_{n+1}, L^{2}(\Gamma)\right)\right]^{2}$.

### 2.11.1 Convergence of the velocity via energy estimate

We consider the initial condition $\mathbf{u}_{0} \in V$, with which we have regular exact solution ( $\mathbf{u}, p$ ) as in Theorem 2.2, and then, its Robin traces on the space-time interface are well-defined and have $L^{2}$ regularity.

The proof in this section can be generalized to the case of $M$ subdomains, similarly to the pure OSWR for the Stokes equation. We suppose that $\alpha_{1}=\alpha_{2}=\alpha$ and $\beta_{1}=\beta_{2}=\beta$.
We denote by $\left(\mathbf{u}_{i, n}, p_{i, n}\right)$ the restriction of $(\mathbf{u}, p)$ to $\Omega_{i} \times\left(T_{n}, T_{n+1}\right)$.

## Notation for error estimation

Denote by $\mathbf{E}_{n}^{k}=\mathbf{U}_{n}^{k}-\mathbf{u}\left(., T_{n}\right), \mathbf{e}_{i, n}^{k, \ell}:=\mathbf{u}_{i, n}^{k, \ell}-\mathbf{u}_{i, n}, d_{i, n}^{k, \ell}=p_{i, n}^{k, \ell}-p_{i, n}, h_{i, n}^{k, \ell}=g_{i, n}^{k, \ell}-g_{i, n}$, $\zeta_{i, n}^{k, \ell}=\xi_{i, n}^{k, \ell}-\xi_{i, n}$, with

$$
\begin{align*}
& g_{i, n}:=\alpha\left(v \partial_{\boldsymbol{n}_{i}} \mathbf{u}_{i, n} \cdot \boldsymbol{n}_{i}-p_{i, n}\right)+\mathbf{u}_{i, n} \cdot \boldsymbol{n}_{i}  \tag{2.131}\\
& \xi_{i, n}:=\beta \partial_{\boldsymbol{n}_{i}} \mathbf{u}_{i, n} \times \boldsymbol{n}_{i}+\mathbf{u}_{i, n} \times \boldsymbol{n}_{i} \tag{2.132}
\end{align*}
$$

We now write the algorithm for the error (only for the velocity and Robin terms)

```
Algorithm 10 (Coupled Parareal-OSWR algorithm for the error on the Stokes equations)
    1. Choose an initial data \(\left(\mathbf{E}_{n}^{0}\right)_{n \in \llbracket 0, N \rrbracket}\) with \(\mathbf{E}_{0}^{0}=0\), for example \(\mathbf{E}_{n}^{0}:=\mathscr{G}\left(\mathscr{I}_{n-1}, \mathbf{U}_{n-1}^{0}\right)-u\left(., T_{n}\right)\),
    for \(n=1, \ldots, N\).
    2. Choose an initial Robin data \(\left(\zeta_{n}^{0,0}, \mathbf{h}_{n}^{0,0}\right)_{n \in \llbracket 0, N-1 \rrbracket}\). For example, if we have already run the
    coarse solver, then we also have calculated the approximate pressure \(d_{n}^{0}\) for \(n=1, \ldots, N\),
    then \(\left(\zeta_{n}^{0,0}, \mathbf{h}_{n}^{0,0}\right)\) with \(n \in \llbracket 0, N-1 \rrbracket\) can be constructed, e.g., from \(\mathbf{E}_{n}^{0}\) and \(d_{n}^{0}\).
    for \(k=0,1, \ldots \quad\) (Parareal iterations)
            1. On each time interval \(\mathscr{I}_{n}, n=0,1, \ldots, N-1\),
            for \(\ell=1, \ldots L\) (OSWR iterations) solve, for each \(i=1,2\) :
    \(\left\langle\partial_{t} \mathbf{e}_{i, n}^{k, \ell}, \mathbf{v}\right\rangle_{V_{i}^{\prime}, V_{i}}+a_{i}\left(\mathbf{e}_{i, n}^{k, \ell}, \mathbf{v}\right)=\frac{1}{\alpha}\left(h_{i, n}^{k, \ell-1}, \mathbf{v} \cdot \boldsymbol{n}_{i}\right)_{\Gamma}+\frac{1}{\beta}\left(\zeta_{i, n}^{k, \ell-1}, \mathbf{v} \times \boldsymbol{n}_{i}\right)_{\Gamma}, \quad\) a.e. \(t \in \mathscr{I}_{n}, \forall \mathbf{v} \in V_{i}\),
    \(\mathbf{e}_{i, n}^{k, \ell}\left(T_{n}\right)=\left.\mathbf{E}_{n}^{k}\right|_{\Omega_{i}}\)
```

and, with $j=3-i$, update the Robin term as

$$
\begin{align*}
& h_{i, n}^{k, \ell}=h_{j, n}^{k, \ell-1}-2 \mathbf{e}_{j, n}^{k, \ell} \cdot \boldsymbol{n}_{j},  \tag{2.134}\\
& \zeta_{i, n}^{k, \ell}=\zeta_{j, n}^{k, \ell-1}-2 \mathbf{e}_{j, n}^{k, \ell} \times \boldsymbol{n}_{j} . \tag{2.135}
\end{align*}
$$

end for
2. Set $\mathbf{E}_{0}^{k+1}=0$ and do Parareal corrections:

$$
\begin{equation*}
\mathbf{E}_{n+1}^{k+1}=\mathbf{e}_{n}^{k, L}\left(\cdot, T_{n+1}\right)+\tilde{\mathscr{G}}\left(\mathscr{I}_{n}, \mathrm{E}_{n}^{k+1}-\mathrm{E}_{n}^{k}\right) \tag{2.136}
\end{equation*}
$$

Update the interface term: $\quad \zeta_{n}^{k+1,0}=\zeta_{n}^{k, L}$ and $\quad h_{n}^{k+1,0}=h_{n}^{k, L}$.
end for

We can obtain a similar lemma as for the parabolic problem.
Lemma 2.44. Denote by $\mathbf{e}_{n}^{k, \ell} \in\left[L^{2}(\Omega)\right]^{2}$ the function whose restrictions are $\left.\mathbf{e}_{n}^{k, \ell}\right|_{\Omega_{i}}=\mathbf{e}_{i, n}^{k, \ell}$. We have

$$
\begin{array}{r}
\sum_{\ell=1}^{L}\left\|\mathbf{e}_{n}^{k, \ell}\left(T_{n+1}\right)\right\|_{\Omega}^{2}+2 v \sum_{\ell=1}^{L} \sum_{i=1,2} \int_{\mathscr{V}_{n}}\left\|\nabla \mathbf{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2}+\frac{1}{2 \alpha} \sum_{i=1,2} \int_{\mathscr{\mathscr { C }}_{n}}\left\|h_{i, n}^{k, L}\right\|_{\Gamma}^{2}+\frac{1}{2 \beta} \sum_{i=1,2} \int_{\mathscr{\mathscr { C }}_{n}}\left\|\zeta_{i, n}^{k, L}\right\|_{\Gamma}^{2} \\
=L\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha} \sum_{i=1,2} \int_{\mathscr{\mathscr { g }}_{n}}\left\|h_{i, n}^{k, 0}\right\|_{\Gamma}^{2}+\frac{1}{2 \beta} \sum_{i=1,2} \int_{\mathscr{\mathscr { I }}_{n}}\left\|\zeta_{i, n}^{k, 0}\right\|_{\Gamma}^{2}
\end{array}
$$

Proof. Choosing the test function $\mathbf{v}=\mathrm{e}_{i, n}^{k, \ell}$ in (2.133) we have

$$
\begin{align*}
\left\langle\partial_{t} \mathbf{e}_{i, n}^{k, \ell}, \mathbf{e}_{i, n}^{k, \ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+v\left(\nabla \mathbf{e}_{i, n}^{k, \ell}, \nabla \mathbf{e}_{i, n}^{k, \ell}\right)_{\Omega_{i}}+ & \frac{1}{\alpha}\left(\mathbf{e}_{i, n}^{k, \ell} \cdot \boldsymbol{n}_{i}, \mathbf{e}_{i, n}^{k, \ell} \cdot \boldsymbol{n}_{i}\right)_{\Gamma}+\frac{1}{\beta}\left(\mathbf{e}_{i, n}^{k, \ell} \times \boldsymbol{n}_{i}, \mathbf{e}_{i, n}^{k, \ell} \times \boldsymbol{n}_{i}\right)_{\Gamma} \\
& =\frac{1}{\alpha}\left(h_{i, n}^{k, \ell-1}, \mathbf{e}_{i, n}^{k, \ell} \cdot \boldsymbol{n}_{i}\right)_{\Gamma}+\frac{1}{\beta}\left(\zeta_{i, n}^{k, \ell-1}, \mathbf{e}_{i, n}^{k, \ell} \times \boldsymbol{n}_{i}\right)_{\Gamma} . \tag{2.138}
\end{align*}
$$

On the boundary $\Gamma$, replacing the error by the Robin terms from (2.134) and (2.135), one gets

$$
\left\langle\partial_{t} \mathbf{e}_{i, n}^{k, \ell}, \mathbf{e}_{i, n}^{k, \ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+v\left(\nabla \mathbf{e}_{i, n}^{k, \ell}, \nabla \mathbf{e}_{i, n}^{k, \ell}\right)_{\Omega_{i}}+\frac{1}{4 \alpha}\left(h_{i, n}^{k, \ell-1}-h_{j, n}^{k, \ell}, h_{i, n}^{k, \ell-1}-h_{j, n}^{k, \ell}\right)_{\Gamma}
$$

$$
\begin{aligned}
& +\frac{1}{4 \beta}\left(\zeta_{i, n}^{k, \ell-1}-\zeta_{j, n}^{k, \ell} \zeta_{i, n}^{k, \ell-1}-\zeta_{j, n}^{k, \ell}\right)_{\Gamma} \\
& =\frac{1}{2 \alpha}\left(h_{i, n}^{k, \ell-1}, h_{i, n}^{k, \ell-1}-h_{j, n}^{k, \ell}\right)_{\Gamma}+\frac{1}{2 \beta}\left(\zeta_{i, n}^{k, \ell-1}, \zeta_{i, n}^{k, \ell-1}-\zeta_{j, n}^{k, \ell}\right)_{\Gamma},
\end{aligned}
$$

or equivalently

$$
\left\langle\partial_{t} \mathbf{e}_{i, n}^{k, \ell}, \mathbf{e}_{i, n}^{k, \ell}\right\rangle_{V_{i}^{\prime}, V_{i}}+\nu\left\|\nabla \mathbf{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2}+\frac{1}{4 \alpha}\left\|h_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}+\frac{1}{4 \beta}\left\|\zeta_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}=\frac{1}{4 \alpha}\left\|h_{i, n}^{k, \ell-1}\right\|_{\Gamma}^{2}+\frac{1}{4 \beta}\left\|\zeta_{i, n}^{k, \ell-1}\right\|_{\Gamma}^{2} .
$$

Multiplying this expression by 2 and integrating on $\mathscr{I}_{n}$, we obtain

$$
\begin{align*}
\left\|\mathbf{e}_{i, n}^{k, \ell}\left(T_{n+1}\right)\right\|_{\Omega_{i}}^{2}-\left\|\mathbf{e}_{i, n}^{k, \ell}\left(T_{n}\right)\right\|_{\Omega_{i}}^{2}+2 v \int_{\mathscr{g}_{n}}\left\|\nabla \mathbf{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2}+ & \frac{1}{2 \alpha} \int_{\mathscr{g}_{n}}\left\|h_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}+\frac{1}{2 \beta} \int_{\mathscr{g}_{n}}\left\|\zeta_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}= \\
& \frac{1}{2 \alpha} \int_{\mathscr{\mathscr { G }}_{n}}\left\|h_{i, n}^{k, \ell-1}\right\|_{\Gamma}^{2}+\int_{\mathscr{I}_{n}} \frac{1}{2 \beta}\left\|\zeta_{i, n}^{k, \ell-1}\right\|_{\Gamma}^{2} . \tag{2.139}
\end{align*}
$$

From the initial condition in (2.133), we have $\mathbf{e}_{i, n}^{k, \ell}\left(T_{n}\right)=\mathbf{E}_{n}^{k} \mid \Omega_{i}$. Then, summing for $i=1,2$, we get

$$
\begin{array}{r}
\left\|\mathrm{e}_{n}^{k, \ell}\left(T_{n+1}\right)\right\|_{\Omega}^{2}+2 v \sum_{i=1,2} \int_{\mathscr{V}_{n}}\left\|\nabla \mathrm{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2}+\frac{1}{2 \alpha} \sum_{i=1,2} \int_{\mathscr{\mathscr { C }}_{n}}\left\|h_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}+\frac{1}{2 \beta} \sum_{i=1,2} \int_{\mathscr{\mathscr { C }}_{n}}\left\|\zeta_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}= \\
\left\|\mathrm{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha} \sum_{i=1,2} \int_{\mathscr{\mathscr { I }}_{n}}\left\|h_{i, n}^{k, \ell-1}\right\|_{\Gamma}^{2}+\sum_{i=1,2} \int_{\mathscr{\mathscr { I }}_{n}} \frac{1}{2 \beta}\left\|\zeta_{i, n}^{k, \ell-1}\right\|_{\Gamma}^{2}
\end{array}
$$

One notices that, since $j=3-i$ :

$$
\sum_{i=1,2} \frac{1}{2 \beta} \int_{\mathscr{I}_{n}}\left\|\zeta_{i, n}^{k, \ell}\right\|_{\Gamma}^{2}+\sum_{i=1,2} \frac{1}{2 \alpha} \int_{\mathscr{\mathscr { I }}_{n}}\left\|h_{i, n}^{k, \ell}\right\|_{\Gamma}^{2}=\sum_{i=1,2} \frac{1}{2 \beta} \int_{\mathscr{\mathscr { I }}_{n}}\left\|\zeta_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}+\sum_{i=1,2} \frac{1}{2 \alpha} \int_{\mathscr{\mathscr { I }}_{n}}\left\|h_{j, n}^{k, \ell}\right\|_{\Gamma}^{2}
$$

which represents the total energies on the interface of all Robin terms at step $\ell$. Then, summing for $\ell$ from 1 to $L$, we get the result.

In order to simplify notations, we shall denote $Y_{n}:=L^{2}\left(T_{n}, T_{n+1}, L^{2}(\Gamma)\right)$ and its norm $\|\zeta\|_{Y_{n}}^{2}=\int_{\mathscr{V}_{n}}\|\zeta\|_{\Gamma}^{2}$. We also set the following notations

$$
\|\zeta\|_{\left(Y_{n}\right)^{2}}=\sum_{i=1,2} \int_{\mathscr{\mathscr { R }}_{n}}\left\|\zeta_{i}\right\|_{\Gamma}^{2},\|\mathbf{h}\|_{\left(Y_{n}\right)^{2}}=\sum_{i=1,2} \int_{\mathscr{\mathscr { C }}_{n}}\left\|h_{i}\right\|_{\Gamma}^{2} .
$$

We build on the previous lemma to obtain the following lemma
Lemma 2.45. We have

$$
\begin{align*}
\sum_{k=0}^{K} \sum_{\ell=1}^{L}\left\|\mathbf{e}_{n}^{k, \ell}\left(T_{n+1}\right)\right\|_{\Omega}^{2}+2 v \sum_{k=0}^{K} \sum_{\ell=1}^{L} \sum_{i=1,2} & \int_{\mathscr{Y}_{n}}\left\|\nabla \mathbf{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2}+\frac{1}{2 \alpha}\left\|\mathbf{h}_{n}^{K, L}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{2 \beta}\left\|\zeta_{n}^{K, L}\right\|_{\left(Y_{n}\right)^{2}}^{2} \\
& =L \sum_{k=0}^{K}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha}\left\|\mathbf{h}_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{2 \beta}\left\|\zeta_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2} \tag{2.140}
\end{align*}
$$

Proof. Applying the previous lemma, summing in $k$ from 0 to $K$ and noting that, in our algorithm, we have $\mathbf{h}_{n}^{k, L}=\mathbf{h}_{n}^{k+1,0}$ and $\zeta_{n}^{k, L}=\zeta_{n}^{k+1,0}$, we get

$$
\begin{aligned}
& \sum_{k=0}^{K} \sum_{\ell=1}^{L}\left\|\mathbf{e}_{n}^{k, \ell}\left(T_{n+1}\right)\right\|_{\Omega}^{2}+2 v \sum_{k=0}^{K} \sum_{\ell=1}^{L} \sum_{i=1,2} \int_{\mathscr{I}_{n}}\left\|\nabla \mathbf{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2} \\
+ & \frac{1}{2 \alpha} \sum_{k=0}^{K}\left\|\mathbf{h}_{n}^{k+1,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{2 \beta} \sum_{k=0}^{K}\left\|\zeta_{n}^{k+1,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}= \\
& L \sum_{k=0}^{K}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha} \sum_{k=0}^{K}\left\|\mathbf{h}_{n}^{k, 0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{2 \beta} \sum_{k=0}^{K}\left\|\zeta_{n}^{k, 0}\right\|_{\left(Y_{n}\right)^{2}}^{2} .
\end{aligned}
$$

Remarking the telescopic sum on the interface, we get (2.140).
From the above lemma, we obtain the following convergence of the coupled Parareal-OSWR method on the Stokes equations

Theorem 2.46. For the coupled Parareal-OSWR algorithm applied on the Stokes equations, when $k \rightarrow \infty$

- $\mathbf{U}_{n}^{k}$ converges to $\mathbf{u}\left(T_{n}\right)$ in $K$ with $L^{2}$-norm.
- $\mathbf{u}_{i, n}^{k, \ell}$ converges to $\mathbf{u}_{i, n}$ in $L^{2}\left(T_{n}, T_{n+1}, V_{i}\right)$ for all $\ell=1,2, \ldots, L$.

The proof follows similarly by using $\tilde{\mathscr{G}}$ as for the parabolic case. From (2.123), we have the following lemma:

Lemma 2.47.

$$
\begin{equation*}
\sum_{k=0}^{K}\left\|\mathbf{E}_{n+1}^{k+1}\right\|_{\Omega}^{2} \leq 8 \gamma_{1}^{2} \sum_{k=0}^{K+1}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+2 \sum_{k=0}^{K}\left\|\mathbf{e}_{n}^{k, L}\left(T_{n+1}\right)\right\|_{\Omega}^{2} \tag{2.141}
\end{equation*}
$$

Proof. In (2.136), using the triangle inequality and then (2.123), we get

$$
\begin{aligned}
\left\|\mathbf{E}_{n+1}^{k+1}\right\|_{\Omega}^{2} & \leq 2\left\|\tilde{\mathscr{G}}\left(\mathscr{I}_{n}, \mathbf{E}_{n}^{k+1}-\mathbf{E}_{n}^{k}\right)\right\|_{\Omega}^{2}+2\left\|\mathbf{e}_{n}^{k, L}\left(T_{n+1}\right)\right\|_{\Omega}^{2} \\
& \leq 2 \gamma_{1}^{2}\left\|\mathbf{E}_{n}^{k+1}-\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+2\left\|\mathbf{e}_{n}^{k, L}\left(T_{n+1}\right)\right\|_{\Omega}^{2} \\
& \leq 4 \gamma_{1}^{2}\left(\left\|\mathbf{E}_{n}^{k+1}\right\|_{\Omega}^{2}+\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}\right)+2\left\|\mathbf{e}_{n}^{k, L}\left(T_{n+1}\right)\right\|_{\Omega}^{2} .
\end{aligned}
$$

Then, summing in $k$ from 0 to $K$ we have

$$
\sum_{k=0}^{K}\left\|\mathbf{E}_{n+1}^{k+1}\right\|_{\Omega}^{2} \leq 4 \gamma_{1}^{2} \sum_{k=0}^{K}\left(\left\|\mathbf{E}_{n}^{k+1}\right\|_{\Omega}^{2}+\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}\right)+2 \sum_{k=0}^{K}\left\|\mathbf{e}_{n}^{k, L}\left(T_{n+1}\right)\right\|_{\Omega}^{2}
$$

from which we deduce (2.141).
With these lemmas, we can now prove Theorem 2.46
Proof of Theorem 2.46. From Lemmas 2.45 and 2.47, we get

$$
\sum_{k=0}^{K}\left\|\mathbf{E}_{n+1}^{k+1}\right\|_{\Omega}^{2} \leq 8 \gamma_{1}^{2} \sum_{k=0}^{K+1}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+2 L \sum_{k=0}^{K}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{\alpha}\left\|\mathbf{h}_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{\beta}\left\|\zeta_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}
$$

Denoting $\gamma_{4}=8 \gamma_{1}^{2}+2 L$ and $R_{n}=\left\|\mathbf{E}_{n+1}^{0}\right\|_{\Omega}^{2}+\frac{1}{\alpha}\left\|h_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{\beta}\left\|\zeta_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}$, we can rewrite this inequality as

$$
\sum_{k=0}^{K+1}\left\|\mathbf{E}_{n+1}^{k}\right\|_{\Omega}^{2} \leq \gamma_{4} \sum_{k=0}^{K+1}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+R_{n}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

From this inequality, by induction, we obtain

$$
\sum_{k=0}^{K+1}\left\|\mathbf{E}_{n+1}^{k}\right\|_{\Omega}^{2} \leq \gamma_{4}^{n+1} \sum_{k=0}^{K+1}\left\|\mathbf{E}_{0}^{k}\right\|_{\Omega}^{2}+\sum_{j=0}^{n} \gamma_{4}^{j} R_{n-j}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

Using that $\mathbf{E}_{0}^{k}=0, \forall k \geq 0$, we finally obtain

$$
\sum_{k=0}^{K+1}\left\|\mathbf{E}_{n+1}^{k}\right\|_{\Omega}^{2} \leq \sum_{j=0}^{n} r_{4}^{j} R_{n-j}, \quad n \in \llbracket 0, N-1 \rrbracket .
$$

It shows that the sum $\sum_{k=0}^{K}\left\|\mathrm{E}_{n}^{k}\right\|_{\Omega}^{2}$ is bounded with respect to $K$, hence $\mathrm{E}_{n}^{k}$ converges to 0 in the $\left[L^{2}(\Omega)\right]^{2}$ norm when $k \rightarrow \infty$. Moreover, from Lemma 2.45, we obtain, for all $\ell=1,2, \ldots, L$

$$
2 v \sum_{k=0}^{K} \int_{\mathscr{\mathscr { O }}_{n}}\left\|\nabla \mathbf{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2} \leq L \sum_{k=0}^{K}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha}\left\|\mathbf{h}_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{2 \beta}\left\|\zeta_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}
$$

As the right-hand side sum is bounded, the left one is also bounded. Hence, it follows that $\int_{\mathscr{I}_{n}}\left\|\nabla \mathrm{e}_{i, n}^{k, \ell}\right\|_{\Omega_{i}}^{2} \rightarrow 0$ when $k \rightarrow \infty$.

In addition, the expression in Lemma 2.45 is still true if we replace $T_{n+1}$ by any $t \in\left(T_{n}, T_{n+1}\right)$. We then get

$$
\begin{aligned}
\sum_{k=0}^{K}\left\|\mathbf{e}_{i, n}^{k, \ell}(t)\right\|_{\Omega_{i}}^{2} & \leq L \sum_{k=0}^{K}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha} \int_{T_{n}}^{t}\left\|\mathbf{h}_{n}^{0,0}\right\|^{2}+\frac{1}{2 \beta} \int_{T_{n}}^{t}\left\|\zeta_{n}^{0,0}\right\|^{2} \\
& \leq L \sum_{k=0}^{K}\left\|\mathbf{E}_{n}^{k}\right\|_{\Omega}^{2}+\frac{1}{2 \alpha}\left\|\mathbf{h}_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2}+\frac{1}{2 \beta}\left\|\zeta_{n}^{0,0}\right\|_{\left(Y_{n}\right)^{2}}^{2} .
\end{aligned}
$$

Hence, the sum $\sum_{k=0}^{K}\left\|\mathbf{e}_{i, n}^{k, \ell}(t)\right\|_{\Omega_{i}}^{2}$ is bounded by a constant independent of $t$. One then gets that this is also the case for $\sum_{k=0}^{K} \int_{\mathscr{\mathscr { q }}_{n}}\left\|\mathbf{e}_{i, n}^{k, \ell}(t)\right\|_{\Omega_{i}}^{2}$ dt, and thus $\int_{\mathscr{g}_{n}}\left\|\mathbf{e}_{i, n}^{k, \ell}(t)\right\|_{\Omega_{i}}^{2} \mathrm{dt}$ tends to 0 .
Hence $\mathbf{e}_{i, n}^{k, \ell}$ tends to 0 in $\left[L^{2}\left(T_{n}, T_{n+1}, V_{i}\right)\right]^{2}$, i.e, $\mathbf{u}_{i, n}^{k, \ell} \rightarrow \mathbf{u}_{i, n}$ in $\left[L^{2}\left(T_{n}, T_{n+1}, V_{i}\right)\right]^{2}$.
We now have the convergence on the velocities. As in the pure OSWR method for Stokes equation, one can recover the pressure by solving a linear system. The convergence factor can be achieved in the same manner as for the parabolic equation in Chapter 1, provided a convergence factor strictly lower that one holds for the pure OSWR.

## Appendix

## Proof of Theorem 1.7

Proof. The proof is done in [50] (Theorem 5.15) and we recall it here : for $\ell=$ $1,2, \ldots, L$, the error $e_{i}^{\ell}:=u_{i}^{\ell}-\left.u\right|_{\Omega_{i}}$ satisfies

$$
\begin{align*}
\mathscr{L}\left(e_{i}^{\ell}\right) & =0 \quad \text { in } \Omega_{i} \times \mathscr{I},  \tag{142a}\\
e_{i}^{\ell}(., 0) & =0 \quad \text { in } \Omega_{i},  \tag{142b}\\
\mathscr{B}_{i} e_{i}^{\ell}(0, .) & =\zeta_{i}^{\ell-1} \text { in } \mathscr{I}, \tag{142c}
\end{align*}
$$

where

$$
\begin{equation*}
\zeta_{i}^{\ell}=\mathscr{B}_{i} e_{j}^{\ell}(0, \cdot), \ell \geq 1 \tag{143}
\end{equation*}
$$

Multiplying equation (142a) by $e_{i}^{\ell}$ and integrating in space on $\Omega_{i}$, we obtain

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|e_{1}^{\ell}\right\|^{2}+v\left\|\partial_{x} e_{1}^{\ell}\right\|^{2}+b\left\|e_{1}^{\ell}\right\|^{2}-\left(v \partial_{x} e_{1}^{\ell}-\frac{a}{2} e_{1}^{\ell}\right)(0, .) e_{1}^{\ell}(0, .)=0, \\
& \frac{1}{2} \frac{d}{d t}\left\|e_{2}^{\ell}\right\|^{2}+v\left\|\partial_{x} e_{2}^{\ell}\right\|^{2}+b\left\|e_{2}^{\ell}\right\|^{2}+\left(v \partial_{x} e_{2}^{\ell}-\frac{a}{2} e_{2}^{\ell}\right)(0, .) e_{2}^{\ell}(0, .)=0 .
\end{aligned}
$$

Introducing the Robin interface operators $\mathscr{B}_{i}, i=1,2$, defined in (1.2), and rewriting the terms on the interface in the form

$$
\left(v \partial_{x} e_{i}^{\ell}-\frac{a}{2} e_{i}^{\ell}\right) e_{i}^{\ell}=\frac{1}{2 p}\left(\left(\mathscr{B}_{1} e_{i}^{\ell}\right)^{2}-\left(\mathscr{B}_{2} e_{i}^{\ell}\right)^{2}\right), \quad i=1,2,
$$

we obtain the energy estimates, for $i=1,2$

$$
\frac{1}{2} \frac{d}{d t}\left\|e_{i}^{\ell}\right\|^{2}+\nu\left\|\partial_{x} e_{i}^{\ell}\right\|^{2}+b\left\|e_{i}^{\ell}\right\|^{2}+\frac{1}{2 p}\left(\left(\mathscr{B}_{j} e_{i}^{\ell}\right)(0, .)\right)^{2}=\frac{1}{2 p}\left(\left(\mathscr{B}_{i} e_{i}^{\ell}\right)(0, .)\right)^{2}, \quad j=3-i .
$$

Replacing $\left(\mathscr{B}_{i} e_{i}^{\ell}\right)(0,)=.\zeta_{i}^{\ell-1},\left(\mathscr{B}_{j} e_{i}^{\ell}\right)(0,)=.\zeta_{j}^{\ell}$ (from (142c) and (143)), and summing the above expression over $i$, we get, for all $t \in \mathscr{I}$

$$
\sum_{i}\left(\frac{1}{2} \frac{d}{d t}\left\|e_{i}^{\ell}\right\|^{2}+v\left\|\partial_{x} e_{i}^{\ell}\right\|^{2}+b\left\|e_{i}^{\ell}\right\|^{2}\right)+\frac{1}{2 p} \sum_{i}\left(\zeta_{i}^{\ell}\right)^{2}=\frac{1}{2 p} \sum_{i}\left(\zeta_{i}^{\ell-1}\right)^{2} .
$$

Then, integrating on $\mathscr{I}$, we obtain

$$
\sum_{i}\left(\frac{1}{2}\left(\left\|e_{i}^{\ell}(., T)\right\|^{2}-\left\|e_{i}^{\ell}(., 0)\right\|^{2}\right)+\int_{\mathscr{\mathscr { C }}}\left(\nu\left\|\partial_{x} e_{i}^{\ell}\right\|^{2}+b\left\|e_{i}^{\ell}\right\|^{2}\right) d t\right)+\frac{1}{2 p}\left\|\zeta^{\ell}\right\|_{\mathscr{\mathscr { C }}}^{2}=\frac{1}{2 p}\left\|\zeta^{\ell-1}\right\|_{\mathscr{G}}^{2} .
$$

In $L^{2}\left(0, T ; H^{1}\left(\Omega_{i}\right)\right)$, we consider the norm

$$
\|u\|_{L^{2}\left(0, T ; H^{1}\left(\Omega_{i}\right)\right)}^{2}:=\int_{\mathscr{S}}\left(\nu\left\|\partial_{x} u\right\|^{2}+b\|u\|^{2}\right) d t .
$$

Then we can rewrite the above equation as

$$
\sum_{i}\left(\frac{1}{2}\left(\left\|e_{i}^{\ell}(., T)\right\|^{2}-\left\|e_{i}^{\ell}(., 0)\right\|^{2}\right)+\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T ; H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta^{\ell}\right\|_{\mathscr{\mathscr { C }}}^{2}=\frac{1}{2 p}\left\|\zeta^{\ell-1}\right\|_{\mathscr{\mathscr { C }}}^{2},
$$

or equivalently

$$
\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}+\frac{1}{2 p}\left\|\zeta^{\ell}\right\|_{\mathscr{L}}^{2}=\frac{1}{2} \sum_{i}\left\|e_{i}^{\ell}(., 0)\right\|^{2}+\frac{1}{2 p}\left\|\zeta^{\ell-1}\right\|_{\mathscr{\mathscr { C }}}^{2} .
$$

Summing over $\ell$ from 1 to $L$, we get a telescopic sum on the interface and thus

$$
\begin{equation*}
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta^{L}\right\|_{\mathscr{\mathscr { L }}}^{2}=\frac{L}{2} \sum_{i}\left\|e_{i}^{\ell}(., 0)\right\|^{2}+\frac{1}{2 p}\left\|\zeta^{0}\right\|_{\mathscr{\mathscr { C }}}^{2} . \tag{144}
\end{equation*}
$$

Using that $e_{i}^{\ell}(., 0)=0, \forall \ell \geq 1, i=1,2$, we obtain

$$
\sum_{\ell=1}^{L}\left(\frac{1}{2}\left\|e^{\ell}(., T)\right\|^{2}+\sum_{i}\left\|e_{i}^{\ell}\right\|_{L^{2}\left(0, T, H^{1}\left(\Omega_{i}\right)\right)}^{2}\right)+\frac{1}{2 p}\left\|\zeta^{L}\right\|_{\mathscr{\mathscr { L }}}^{2}=\frac{1}{2 p}\left\|\zeta^{0}\right\|_{\mathscr{\mathscr { C }}}^{2} .
$$

Hence, the sum of the energies over all the iterates remains bounded, which implies that the energy in the iterates tends to zero when $\ell \rightarrow \infty$, which proves Theorem 1.7.

## Conclusions and future work

In the first chapter of this thesis, we analyzed the coupling of the Parareal method with OSWR methods. We introduced first the algorithm for the coupling with nonoverlapping OSWR, in which case we obtained an energy estimate used to prove the general convergence of the coupled method. Then, numerical results follow to ensure that the coupled method performs efficiently in practice, especially when compared to the "pure" Parareal method or "pure" OSWR method. From these numerical observations, we gave some conjectures about how we could optimize the number of OSWR iterations in the incomplete fine solvers to fasten the process. The coupling with overlapping OSWR was introduced then, and by using the linear convergence factor of the overlapping OSWR, a general convergence result and a bound on the convergence factor were then given.
In the second chapter, we studied the application of the OSWR method on the evolutionary incompressible Stokes equations. An important result needed in the analysis is the well-posedness of the time-dependent Stokes system with Robin boundary conditions. The OSWR algorithm and its well-posedness were introduced first, followed by an energy estimate for the general convergence of the velocity. On the other hand, simple observations showed that the pressure iterates may not always converge to the monodomain pressure field. Modified pressures which converge to the exact one were then proposed, which can be cheaply calculated. Inspired by the analysis of the OSWR method for parabolic equations, we further applied the Fourier transform on the errors, and obtained the formulation of the convergence factor, which allows to numerically find optimized Robin parameters. The numerical illustrations were performed, first to verify the convergence of the velocities, then to verify the convergence of the modified pressure, and finally to assess the optimized parameters in practice. It was shown that a discrete version of the convergence factor, taking into account the implicit Euler scheme used for the time discretization, was more efficient to provide near optimal Robin parameters. In the end, we gave some observations for the OSWR method applied to the Oseen equations - a close extension of the Stokes ones -, as well as for the Parareal algorithm and the Parareal-OSWR coupling on the Stokes system itself. This work can be taken further in various directions. For the coupled Parareal-OSWR method for parabolic equations, finding the best choice for the number of OSWR iterations for the incomplete fine solver is an attractive question, on which we put some promising conjecture but not a full theoretical answer. Designing a posteriori error estimates that combine contributions from the scheme error and from the current non converged iteration could lead to a further optimization of the costs by giving an efficient stopping criterion for the Parareal-OSWR iterations, which would enhance the application of the method.

On the other hand, one may try numerical experiments to validate the coupled Parareal-OSWR algorithm on the Stokes equations. In addition, similar techniques could be investigated to analyze the convergence behaviour of the coupling of other iterative methods with Parareal.
Finally, in the context of the OSWR method itself for the Stokes equations, industrial tests would be needed to validate the method on large scale calculations. One may also think of an extension to the Navier-Stokes equations, which would be a great challenge for the convergence analysis due to their nonlinearity.
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[^0]:    ${ }^{1}$ The French Alternative Energies and Atomic Energy Commission

[^1]:    ${ }^{2}$ Note that we have a better result : $u(\cdot, T) \in H^{1}(\Omega)$.

[^2]:    ${ }^{3}$ In the 1d case considered here, the interface is reduced to one point in space, thus the exchanged data depend on time only.
    ${ }^{4}$ the operator $\mathscr{M}_{i}$ should depend also on $f$ but we omit it here to simplify the notations.

[^3]:    ${ }^{5}$ Here we set $H_{\text {loc }}^{2,1}\left(\Omega_{i} \times \mathscr{R}\right)=\left\{H^{2,1}\left(\Omega_{i} \times\left(T_{1}, T_{2}\right)\right), \forall T_{1}, T_{2} \in \mathscr{R}\right\}, i=1,2$.

[^4]:    ${ }^{6}$ Note that here the term " $\partial_{x}$ " in $\mathscr{B}_{i}$ is multiplied by $v$ while this is not the case in [50]. Thus $\hat{e}_{i}^{\ell}$ is slightly different here, from the one of [50].

[^5]:    ${ }^{7}$ In the sense that $L$ will be smaller than the number of iterations required for convergence.

[^6]:    ${ }^{8}$ the operator $\mathscr{M}_{i}$ should depend also on $f$ but we omit it here to simplify the notations.

[^7]:    ${ }^{9}$ Note that here the term " $\partial_{x}$ " in $\mathscr{B}_{i}$ is multiplied by $v$ while this is not the case in [50]. Thus $\hat{e}_{i}^{\ell}$ is slightly different here, from the one of [50].

[^8]:    ${ }^{10}$ In the sense that $L$ will be smaller than the required number of iterations to converge.

