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Summary. We prove a Wiener-type criterion for super-Brownian motion and
the Brownian snake. If F is a Borel subset of Rd and x∈Rd, we provide a
necessary and su�cient condition for super-Brownian motion started at �x to
immediately hit the set F . Equivalently, this condition is necessary and su�-
cient for the hitting time of F by the Brownian snake with initial point x to
be 0. A key ingredient of the proof is an estimate showing that the hitting
probability of F is comparable, up to multiplicative constants, to the relevant
capacity of F . This estimate, which is of independent interest, re�nes previous
results due to Perkins and Dynkin. An important role is played by additive
functionals of the Brownian snake, which are investigated here via the po-
tential theory of symmetric Markov processes. As a direct application of our
probabilistic results, we obtain a necessary and su�cient condition for the ex-
istence in a domain D of a positive solution of the equation �u= u2 which
explodes at a given point of @D.

Mathematics Subject Classi�cation (1991): Primary, 60J45, 60G57;
Secondary, 60J55, 60J50, 35J65

1 Introduction

This work is concerned with regularity problems for super-Brownian motion
and the Brownian snake. These problems are closely related to the charac-
terization of polar sets for super-Brownian motion. A su�cient condition for
non-polarity, in terms of a suitable capacity, was �rst given by Perkins [23],
and later Dynkin [8] proved the necessity of this condition, by using analytic
results of Baras and Pierre [2] concerning removable singularities of semilinear
partial di�erential equations. In the present work, we re�ne the Dynkin–Perkins
result by showing that the hitting probability of a set is comparable, up to
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multiplicative constants, to its capacity. We then apply these estimates to an
analogue of the classical Wiener criterion for super-Brownian motion. In the
same way as for usual Brownian motion, this Wiener criterion has an inter-
esting analytic counterpart. Namely, if D is a domain in Rd and x∈ @D, we
obtain a necessary and su�cient condition for the existence of a positive solu-
tion of the partial di�erential equation �u= u2 in D that tends to ∞ at x. The
existence of such solutions has been investigated in a more general setting by
Marcus and V�eron [18, 19]. However, in the special case of equation �u= u2,
our results give much more precise information than the analytic methods.
We use the path-valued process called the Brownian snake as a basic tool.

Let us brie
y describe this process, referring to [14, 15] for more detailed in-
formation. The Brownian snake is a Markov process taking values in the set
of all stopped paths in Rd. By de�nition, a stopped path in Rd is a continu-
ous mapping w : [0; �]→Rd. The number �= �w= 0 is called the lifetime of
the path. We sometimes write ŵ=w(�w) for the tip of the path w. We de-
note by W the set of all stopped paths in Rd. This set is equipped with the
distance d(w;w′)= |�− �′|+ supt= 0 |w(t ∧ �)− w′(t ∧ �′)|. Let us �x x∈Rd

and denote by Wx the set of all stopped paths with initial point w(0)= x. The
Brownian snake with initial point x is the continuous strong Markov process
W =(Ws; s= 0) in Wx whose law is characterized as follows.

1. If �s denotes the lifetime of Ws, the process (�s; s= 0) is a re
ecting
Brownian motion in R+.

2. Conditionally on (�s; s= 0), the process W remains a (time-inhomogene-
ous) Markov process. Its conditional transition kernels are described by the
following properties: For s¡s′,

– Ws′(t)=Ws(t) for every t5m(s; s′) := inf [s; s′] �r;
– (Ws′(m(s; s′)+t)−Ws′(m(s; s′)); 05t5�s′−m(s; s′)) is a standard Brownian
motion in Rd independent of Ws.

Informally, one should think of Ws as a Brownian path in Rd with a ran-
dom lifetime �s evolving like (re
ecting) linear Brownian motion. When �s
decreases, the path Ws is “erased” from its tip. When �s increases, the path Ws

is extended (independently of the past) by adding “small pieces” of Brownian
motion at its tip.
We may and will assume that the process (Ws; s= 0) is the canonical pro-

cess on the space 
 :=C(R+;W) of all continuous functions from R+ into
W: The canonical �ltration on 
 is denoted by (F◦

s )s= 0. For w∈W, we
denote by Pw the law of the Brownian snake started at w. We denote by x the
trivial path in Wx with lifetime 0 and for simplicity we write Px instead of Px.
It is immediate that x is a regular recurrent point for the Markov pro-

cess W . We denote by Nx the associated excursion measure. Then Nx is a
�-�nite measure on the set 
0 of all !∈
 for which there exists a number
�= �(!)= 0 such that �s(!)- 0 if and only if 0¡s¡�. The law of W under
Nx is described by properties analogous to 1 and 2, with the only di�erence
that the law of re
ecting Brownian motion in 1 is replaced by the Itô measure
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of positive excursions of linear Brownian motion (see [15]). We can normalize
Nx so that, for every �¿0, Nx(sups= 0 �s¿�)= (2�)−1. The following scaling
property of Nx is often useful. For �¿0, de�ne W (�) = (W (�)

s ; s= 0) by

W (�)
s (t)= x + �(W�−4s(�

−2t)− x) ; 05 t5 �W (�)
s
= �2��−4s:

Then the law of W (�) under Nx is �2Nx. As a consequence, one can check
that, for every �¿0,

Nx

(
sup
s=0

|Ŵs − x|= �
)
= c(d) �−2;

with a constant c(d)¡∞ depending only on d. We also introduce the random
sets

R= {Ŵs; s= 0}; R∗= {Ŵs; s= 0; �s¿0} ;
that will be of interest under the excursion measure Nx. Notice that R=R∗ ∪
{x}, Nx a.e.

Let us now explain the connection between the Brownian snake and super-
Brownian motion. Denote by (Lt

s(�); s= 0; t= 0) the jointly continuous collec-
tion of local times of the process (�s; s= 0). Notice that (L0s (�); s= 0) is also
the local time of W at x. We set �1 := inf{s= 0; L0s (�)¿1} and, for every
t= 0, we let Xt be the random measure on Rd de�ned by

〈Xt; ’〉=
�1∫
0
dsLt

s(�)’(Ŵs):

Then (Xt; t= 0) is under Px a super-Brownian motion in Rd started at �x (see
[14]). The associated historical process is the process (Xt ; t= 0) de�ned by

〈Xt ;�〉=
�1∫
0
dsLt

s(�)�(Ws):

Let RX denote the range of X , de�ned as in [4]:

RX =
⋃
�¿0

( ⋃
t=�
suppXt

)
;

where suppXt is the topological support of Xt , and A denotes the closure of a
subset A of Rd. Then, it is easily checked (cf. [14], proof of Proposition 2.2)
that

RX = {Ŵs; 05 s5 �1; �s¿0}: (1)

A Borel subset F of Rd is called R-polar if Px(RX ∩ F-∅)= 0 for some
(or equivalently for every) x∈Rd. From (1) and excursion theory, we have

Px(RX ∩ F- ∅)= 1− exp−Nx(R∗ ∩ F-∅); (2)

and therefore F is R-polar if and only if Nx(R∗ ∩F-∅)= 0 for x∈Rd. For
every �= 0, let cap�(F) be the capacity de�ned by

cap�(F)= (inf (
∫∫

�(dy)�(dy′)  �(y; y′)))−1;
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where the in�mum is taken over all probability measures � supported on F ,
and

 �(y; y′) :=


1 + log+

1
|y − y′| if �=0;

|y − y′|−� if �¿0:

Perkins and Dynkin proved that there are no nonempty R-polar sets when
d5 3 and, when d= 4, a set F is R-polar if and only if capd−4(F)= 0.
We denote by B(y; r) the open ball of radius r centered at y, and by B(y; r)

the closed ball.

Theorem 1. Suppose that d= 4. There exist two positive constants �; � such
that; if F is a Borel set contained in the ball B(0; 1=2); and if |x|= 1; then

�|x|−2 cap0(F)
1 + (log |x|) cap0(F)

5Nx(R ∩ F-∅)5 �|x|−2 cap0(F)
1 + (log |x|) cap0(F)

if d=4;

�|x|2−d capd−4(F)5Nx(R ∩ F-∅)5 �|x|2−d capd−4(F); if d= 5:

The same bounds hold with Px(RX ∩ F-∅) instead of Nx(R ∩ F- ∅).
Remarks. (i) The last assertion is an immediate consequence of the �rst part
of the theorem and (2).

(ii) When d5 3, since points are not R-polar, a simple scaling argument
shows that, under the assumptions of Theorem 1, if F- ∅,

�|x|−25Nx(R ∩ F- ∅)5 �|x|−2:
(iii) Bounds analogous to Theorem 1 can also be given for the probability

that the ranges of p independent super-Brownian motions have a common
point in the set F . For simplicity, consider the case d= 5. Let k= 1 and
let Y 1; : : : ; Y k be k independent super-Brownian motions started respectively at
�x1 ; : : : ; �xk , where 15 |xj|5 2. There exist two positive constants �k and �k

such that, if F is a Borel subset of B(0; 1=2), then

�k capk(d−4)(F)5P(RY 1 ∩ · · · ∩RY k ∩F-∅)5 �k capk(d−4)(F); (3)

where RY j
denotes the range of Y j. These bounds follow from Theorem 1

by using a technique of Peres [22]: By Theorem 1 and Corollary 4.3(i) of
[22], each set RY j

is intersection-equivalent in B(0; 1=2) (in the sense of [22,
De�nition 1]) to a percolation set Qd(2−(d−4)) constructed as in [22], with
the minor modi�cation that one starts from the cube [−1=2; 1=2]d rather than
from [0; 1]d. From Lemmas 2.2 and 2.3 of [22], one gets that RY 1 ∩ · · · ∩ RY k

is intersection equivalent in B(0; 1=2) to Qd(2−k(d−4)), and the bounds (3)
then follow from Corollary 4.3(i) of [22]. As was observed by Yuval Peres
(personal communication), a qualitative version of the previous argument, us-
ing only the Dynkin–Perkins characterization of polar sets, already gives the
weaker fact that the probability considered in (3) is strictly positive if and only
if capk(d−4)(F)¿0.
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From (3), or from its weak version, one can derive the converse of a
theorem of Perkins ([23, Theorem 5.9]). According to this theorem, the con-
dition capk(d−4)(F)¿0 is su�cient for the set F to contain k-multiple points
of super-Brownian motion with positive probability. The necessity of the con-
dition follows from (3), using also Lemma 16 of Serlet [25] which allows
us to derive information on k-multiple points of a single super-Brownian mo-
tion from intersections of k independent superprocesses. As a special case, we
recover the known fact that there are no k-multiple points when k(d− 4)=d.

The lower and upper bounds of Theorem 1 are proved in a very di�erent
way. The proof of the lower bound uses the familiar idea of constructing an
additive functional of the Brownian snake that will be nonzero only if the
process hits F . In Sect. 2, we develop a general theory of additive functionals
of the Brownian snake. In view of forthcoming applications, we have presented
this theory in more generality than was really needed here. Additive functionals
of the Brownian snake play an important role in the probabilistic representation
of solutions of �u= u2 in a domain (see [17]). Our construction of additive
functionals should also be compared with the results of Dynkin and Kuznetsov
[10], who introduce more general functionals of Markov snakes. When the
relevant properties of additive functionals have been established, the proof of
the lower bound of Theorem 1 becomes easy, and is presented in Sect. 3.
The proof of the upper bound of Theorem 1 is given in Sect. 4. It relies

on analytic estimates inspired from Baras and Pierre [2], along the lines of
[16], Sect. 3. These analytic ingredients are here supplemented by a suitable
application of Itô’s formula.
Let us now turn to the Wiener criterion. We set

�F := inf{t¿0; suppXt ∩ F- ∅}:
Let (G◦t )t= 0 denote the natural �ltration of X , and let (Gt)t= 0 be its aug-
mentation with the class of all Px-negligible sets of (
;F◦

∞). As X is Markov
with respect to (G◦t+), standard arguments show that the �ltration (Gt)t= 0 is
right-continuous. In particular G0+ =G0 is Px-trivial. We show in Sect. 5 that
�F is a stopping time of the �ltration (Gt). Thus, Px(�F =0)=0 or 1.
We say that x is super-regular for F if Px(�F =0)=1. Let Fsr denote the

set of all points that are super-regular for F . From the known path properties
of super-Brownian motion (see [4, 23]) it is obvious that int(F) ⊂ Fsr ⊂F ,
where int(F) denotes the interior of F .
We also set TF= inf{s¿0; Ŵs∈F; �s¿0}. The following proposition shows

that super-regularity can be characterized from the behavior of the Brownian
snake in di�erent ways.

Proposition 2. Let F be a Borel subset of Rd. The following properties are
equivalent:

(i) x is super-regular for F ;
(ii) Px(TF =0)=1;
(iii) Nx(R∗ ∩ F- ∅)=∞.
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The next theorem, which is analogous to the classical Wiener criterion (see
e.g. [24]), provides a characterization of the set of super-regular points.

Theorem 3. Let F be a Borel subset of Rd and; for every x∈Rd; n= 1; let

Fn(x)= {y∈F; 2−n5 |y − x|¡2−n+1}:
If d5 3; Fsr =F . If d= 4; x∈Fsr if and only if

∞∑
n=1
2n(d−2)capd−4(Fn(x))=∞: (4)

The case d5 3 of Theorem 3 is very easy: If x∈F , then we may �nd
a sequence (xn) in F converging to x. By the scaling properties of Nx,
we have Nx(R∗ ∩ F- ∅)=Nx(xn ∈R∗)= c|x − xn|−2, where c¿0 because
points are not R-polar in dimension d5 3. The desired result then follows
from Proposition 2.
The proofs of Proposition 2 and Theorem 3 (when d= 4) are given in

Sect. 5. The necessity of the condition (4) is easy from the upper bound in
Theorem 1 and the characterization of super-regularity given by Proposition
2(iii). The key idea of the su�ciency part is to introduce M = sup{�s; s= 0}
and to observe that

Nx(R∗ ∩ F- ∅)=Nx(TF ¡∞)=
∞∑
n=1
Nx(TF ¡∞; 2−2n5M ¡2−2n+2):

Using a re�nement of the lower bound of Theorem 1, one can check that each
term Nx(TF ¡∞; 2−2n5M ¡2−2n+2) is bounded below by a constant times
the corresponding term in the series (4).
The classical Wiener criterion was originally formulated in analytic terms

[27]. Similarly, one can give an analytic formulation of Theorem 3. The proof
of the next theorem, which is also given in Sect. 5, is easy from the connec-
tions between super-Brownian motion or the Brownian snake and the partial
di�erential equation �u= u2 (see [8] or [15]).

Theorem 4. Let D be a domain in Rd such that x∈ @D. Set F =Rd\D; and
let Fn(x) be as in the previous theorem. The following two conditions are
equivalent.

(i) There exists a nonnegative solution of �u= u2 in D such that

lim
D3y→x

u(y)=∞:

(ii) Either d5 3; or d= 4 and (4) holds.

Notice that every nonnegative solution of �u= u2 is bounded above by the
maximal solution, which has a simple probabilistic expression (see e.g. [15,
Sect. 5]). Therefore, if d5 3, or if d= 4 and (4) holds at every x∈ @D, the
maximal solution tends to ∞ at every x∈ @D.
The existence of positive solutions to the more general equation �u= up

with in�nite boundary conditions has been recently investigated by Marcus and
V�eron ([18, Theorem 2.3] see also [26, Sect. 4.2]). Marcus and V�eron show
that such solutions exist under an exterior cone condition on D, which can
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be weakened to an exterior segment condition when 1¡p¡(d− 1)=(d− 3).
Clearly, Theorem 4 gives a much more precise result in the special case p=2.

In Sect. 6, as an application of Theorem 3, we treat the special case when
D is the complement of a thorn with vertex at x. The super-regularity of x is
then characterized by an integral test analogous to the classical result for usual
Brownian motion.

2 Additive functionals of the Brownian snake

Our goal in this section is to construct a general class of additive functionals
of the Brownian snake and to investigate their properties. Clearly our results
are related to the theory of additive functionals for general Markov processes
that has been developed by di�erent authors under various assumptions (see,
in particular, [3, 7, 12]). However, as we were unable to derive our results
from a known theory, and also because we will need several speci�c facts,
we will present a short self-contained construction in the special case of the
Brownian snake. We follow ideas from Dynkin [7] and rely on some results
of Fitzsimmons and Getoor [11].
Throughout this section, x is a �xed point of Rd. For w∈Wx, the law of

the Brownian snake started at w and killed when it hits the trivial path x is
denoted by P∗w. We may consider (Ws;P∗w) as a Markov process in Wx, with
transition kernels Q∗

s , and the trivial path x plays the role of a cemetery point
for this Markov process. The set of nontrivial paths in Wx is denoted as W∗

x .
Let U (w; dw′) denote the potential kernel of the killed process. According to
[16], we have for w∈W∗

x

U (w; dw′)= 2
�w∫
0
da

∞∫
a
dbRa; b(w; dw′);

where the kernel Ra; b(w; dw′) can be de�ned as follows. Under Ra; b(w; dw′),
the path w′ coincides with w on [0; a], and is then distributed as a Brownian
path started from w(a) at time a, and stopped at time b. Let Pb

x (dw)=
R0; b(x; dw) be the law of a Brownian path started at x and stopped at time b.
Then, the process (Ws;P∗w) is symmetric with respect to the �-�nite measure

Mx(dw)=
∞∫
0
dbPb

x (dw):

The measure Mx and the excursion measure Nx are linked by the formula

Nx

( �∫
0
’(Ws) ds

)
=Mx(’);

for any nonnegative measurable function ’ on Wx. It is easy to verify that the
process (Ws;P∗w) satis�es all assumptions of Fitzsimmons and Getoor [11]. Let
F be a Borel subset of W∗

x and let HF = inf{s= 0; Ws ∈F}. Then F is called
Mx-polar if

Mx(dw) a:e: P∗w(HF¡∞)= 0:
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A property is said to hold quasi-everywhere (q.e.) if it holds outside an Mx-
polar set.
Let � be a �nite measure on W∗

x . It is straightforward to check that
�U is then �-�nite (in fact �U ({w; �w5 b})¡∞ for every b¿0). When
�U is absolutely continuous with respect to Mx, we may choose (see [11]
and the references therein) a Borel measurable excessive version U (�) of the
Radon–Nikodym derivative of �U with respect to Mx. We say that � has �nite
energy if in addition

E(�) := 〈�; U (�)〉¡∞:

This condition and the quantity E(�) do not depend on the choice of U (�)
(see [11]).
Recall that (F◦

s ; s= 0) is the canonical �ltration on 
. For every s= 0,
the shift operator �s on 
 is de�ned by Wr(�s!)=Ws+r(!). Finally, we extend
the de�nition given in the introduction by setting �(!)= inf{s¿0; �s(!)= 0},
for every !∈
.

De�nition. An (F◦
t )-adapted increasing process A on 
; such that A0 = 0; is

called an additive functional of the killed Brownian snake if the following
properties hold. There exist a Borel subset N of W∗

x and a Borel subset �
of 
 such that:

(a) N is Mx-polar, and for every w∈W∗
x \N; P∗w(HN¡∞)= 0;

(b) for every s= 0; �s(�) ⊂ �;
(c) Nx(
\�)=0 and, for every w∈W∗

x \N; P∗w(�)=1;
(d) for every !∈�; the function s→As(!) is continuous, constant over

[�;∞) and such that, for every r; s= 0; Ar+s(!)=Ar(!) + As(�r!).

Theorem 5. Let � be a �nite measure onW∗
x with �nite energy. There exists

an additive functional A of the killed Brownian snake such that the following
properties hold:

(i) E∗w(A∞)=U (�)(w); q.e.;
(ii) for every nonnegative Borel function f on W∗

x ;

Nx

( ∞∫
0
f(Ws)dAs

)
= 〈�; f〉 ;

(iii) Nx(A2∞)= 2E(�).

Moreover; if � denotes the time-reversal operator on 
0 (i.e. Ws(�!)=W(�−s)+
(!)); then

As ◦ �=A� − A(�−s)+ for every s= 0; Nx a:e:

Proof. Denote by B(E) the Borel �-�eld on a metric space E. Because
E(�)¡∞, we may apply Proposition 3.7 of [11] to construct an Mx-exit
law � associated with U (�). Precisely, there exists a family �=(�s)s¿0
of nonnegative functions on W∗

x such that the mapping (s; x)→�s(x) is
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B(]0;∞[)⊗B(W∗
x )-measurable, for every s; s′¿0, Q∗

s �s′ =�s+s′ , Mx a.e.,
and

U (�)=
∞∫
0
�s ds; Mx a:e: (5)

Furthermore, �s ∈ L2(Mx) for every s¿0 and

Mx

( ∞∫
0
�2s ds

)
=
1
2
E(�)¡∞: (6)

Finally, we have also �Q∗
s =�s ·Mx for every s¿0 ([11, Theorem (3.16)]).

Notice that, in [11], the mapping (s; x)→�s(x) is B(]0;∞[)⊗ Ee-measurable,
where Ee denotes the �-�eld generated by excessive functions. Here however,
as the excessive function U (�) is Borel measurable, the same argument as
in [11] shows that this mapping can be taken to be B(]0;∞[)⊗B(W∗

x )-
measurable.
For every �¿0, we set

A�
s=

s∫
0
��(Wr)dr:

We will construct the additive functional A as a suitable limit of A� when �
goes to 0. It will be convenient to use the Kuznetsov measure Kx associated
with Mx. Let us brie
y describe the construction of Kx (this construction is
a trivial extension of the well-known case of linear Brownian motion killed
at 0). Let 
̃ := C(R;W) be the canonical space of all continuous functions
from R intoW, and denote again by W the canonical process on 
̃. For !∈ 
̃
and s∈R, let �s!∈
 be de�ned by Wr(�s!)=Ws+r(!), for every r= 0. The
measure Kx is characterized by the following two properties:

(a) Kx(d!) a.e., there exist �(!)¡�(!) such that Ws(!)- x if and only if
�(!)¡s¡�(!);

(b) the law under Kx(d!) of the pair (�(!); ��(!)!) is �⊗Nx, where �
denotes Lebesgue measure on R.

For every �xed s∈R, the law of Ws under Kx(· ∩ {Ws- x}) is Mx. Further-
more, on the set {Ws- x}, the conditional distribution of (Ws+r ; r= 0) knowing
(Wu; u5 s) is P∗Ws

.
For !∈ 
̃ and −∞¡r¡s¡∞, we set

A�
[r; s](!)=

s∫
r
��(Wu(!))du:

Lemma 6. For −∞¡r¡s¡∞; the limit

A[r; s] = lim
�→0

A�
[r; s]

exists in L2(Kx); and

Kx((A[r; s])2)= 2Mx

( s−r∫
0

du (s− r − u)�2u=2

)
¡∞: (7)
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Proof. We evaluate

Kx(A�
[r; s]A

�′
[r; s]) =Kx

( s∫
r
du

s∫
r
dv ��(Wu)��′(Wv)

)

=
s∫
r
du

s∫
u
dvMx(��Q∗

v−u��′) +
s∫
r
dv

s∫
v
duMx(��′Q∗

u−v��)

= 2
s∫
r
du

s∫
u
dvMx(�2(v−u+�+�′)=2)

= 2
s−r∫
0

du (s− r − u)Mx(�2(u+�+�′)=2):

We used the symmetry of the operators Q∗
s on L2(Mx) together with the equal-

ity Q∗
s �r =�r+s. From (6), it follows that

lim
�; �′↓0

Kx(A�
[r; s]A

�′
[r; s]) = 2Mx

( s−r∫
0

du (s− r − u)�2u=2

)
¡∞;

which completes the proof.

Lemma 7. There exists Kx a.e. a �nite measure Ã(ds) on R; supported on
]�(!); �(!)[ and without atoms, such that; for every r¡s; A[r; s] =

∫ s
r Ã(du);

Kx a.e.

Proof. Let m, n be two positive integers. By (7), we have

Kx

(
2nm∑

i=−2nm+1
(A[(i−1)2−n; i2−n])

2
)
=2m

2−n∫
0

dvMx(�2v=2) 2
n(2−n − v);

and by (6), this quantity converges to 0 as n tends to ∞, for any �xed m. We
conclude that, for every m= 1,

sup
−2−nm¡i5 2−nm

A[(i−1)2−n; i2−n]

decreases to 0 as n →∞, Kx a.e. For any real number s of the type s= i2−n,
set Ãs=A[0; s] if s= 0, Ãs= − A[s;0] if s¡0. The previous observation implies
that Kx a.e. the function s→ Ãs can be extended to a continuous nondecreasing
function from R into R. By construction, the function Ã is constant over
]−∞; �] and over [�;∞[. It is then easy to check that the measure Ã(ds) has
the desired properties.

We now choose a sequence (�p) decreasing to 0 in such a way that the con-
vergence of Lemma 6 holds Kx a.e. for all rational r¡s along the subsequence
(�p). We set for every !∈
 and every s= 0,

As(!)= lim inf
p→∞ A�p

s (!);
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so that the process (As; s= 0) is clearly adapted with respect to the �ltration
(F◦

s ). We let � be the Borel subset of all !∈
 such that the functions A�p
s (!)

are �nite and converge to As(!) uniformly on R+. For !∈�, the function
s→As(!) is continuous, nondecreasing and constant over [�;∞[. It is also
clear that �s(�) ⊂ �, and the additivity property Ar+s(!)=Ar(!) + As(�r!)
holds for every !∈�.
From Lemma 7 and the choice of the sequence (�p), we see that Kx a.e.

A�p
[r; s] converges to A[r; s] uniformly on the set {(r; s)∈R2; r5 s}. It follows
that Nx(�c)= 0 and P∗Mx

(�c)= 0. We set

N := {w∈W∗
x ; P∗w(�)¡1}

Then Mx(N )= 0. Let w∈Wx \N , and assume that P∗w(HN¡∞)¿0. By the sec-
tion theorem (see [5, p. 219]), we may �nd a stopping time T of the �ltration
(F◦

s ) such that P∗w(T¡∞)¿0 and WT ∈N on the set {T¡∞}. By the strong
Markov property, the conditional distribution of �T! knowing F◦

T is P∗WT
.

By the de�nition of N , we get that P∗w(T¡∞; �T!∈|�)¿0. On the other
hand, since w∈| N , we know that, on {T¡∞},

A�p
s (�T!)=A�p

T+s(!)− A�p
T (!)

converges P∗w a.s. uniformly on R+. We thus get a contradiction, which proves
that P∗w(HN¡∞)= 0 when w∈|N . In particular, N is Mx-polar.
At this point, we have checked that A satis�es all properties of the de�nition

of an additive functional. Let us turn to the proof of (i). As a consequence of
Lemma 6, we have

As= lim
p→∞A�p

s ;

in L2(P∗Mx
). Hence, Mx(dw) a.e.,

E∗w(As) = lim
p→∞E

∗
w(A

�p
s )= lim

p→∞

s∫
0
Q∗

r ��p(w) dr

= lim
p→∞

�p+s∫
�p

�u(w) du=
s∫
0
�u(w) du:

It follows that, Mx a.e.,

E∗w(A∞)=
∞∫
0
�u(w) du=U (�)(w);

using (5). We can then replace Mx a.e. by q.e. To this end, note that by the
property (a) of the de�nition of an additive functional, we may restrict the
state space of the killed Brownian snake to Wx\N . The additivity property (d)
then shows that the function w→E∗w(A∞) is excessive. We have just checked
that this function coincides with the excessive function U (�), Mx a.e. However
two excessive functions that are equal Mx a.e. must coincide q.e.
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Let us now check (iii). We observe that the convergence of A�p∞ towards
A∞ holds in L2(Nx). Indeed

Nx(A�
∞A�′

∞) = 2Nx

( ∞∫
0
dr��(Wr)

∞∫
r
ds��′(Ws)

)

= 2Nx

( ∞∫
0
dr��(Wr)U��′(Wr)

)
= 2Mx(��U��′)

= 2
∞∫
0
ds
∫
Mx(dw)��(w)Q∗

s ��′(w)

= 2
∞∫
0
dsMx(�2(s+�+�′)=2);

which increases as �; �′→ 0 to 2
∫∞
0 dsMx(�2s=2)= 2E(�). Formula (iii) fol-

lows.
It remains to prove (ii). We may assume that f is bounded and contin-

uous and that f(w)= 0 if �w5 �, for some �xed �¿0. Clearly, the event
{∫∞0 f(Ws) dAs¿0} has �nite Nx-measure. Since A�

∞ is bounded in L2(Nx),
we have

Nx

( ∞∫
0
f(Ws) dAs

)
= lim

p→∞Nx

( ∞∫
0
f(Ws) dA

�p
s

)

= lim
p→∞Nx

(∞∫
0
f(Ws)��p(Ws) ds

)
= lim

p→∞
∫
Mx(dw)f(w)��p(w)

= lim
p→∞〈�Q

∗
�p ; f〉

= lim
p→∞〈�; Q

∗
�pf〉

= 〈�; f〉:
In the fourth equality, we used the identity �Q∗

s =�s ·Mx.
The last assertion in Theorem 5 is immediate from our construction since

it is obvious that A�
s ◦ �=A�

� − A�
(�−s)+ , for every s= 0, Nx a.e.

For !∈
0 and s= 0, we de�ne �̂s!∈
 by Wr(�̂s!)=W(s−r)+(!). The
following technical lemma will be useful in Sect. 3.

Lemma 8. Let � and A be as in Theorem 5, and let ’;  be two nonnegative
Borel functions on 
. Then;

Nx

( �∫
0
’ ◦ �s  ◦ �̂s dAs

)
=
∫
�(dw)E∗w(’)E

∗
w( ):
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Proof. As a consequence of the strong Markov property under Nx (see [15]),
we have for any progressively measurable nonnegative function gs(!) on
R+ × 
,

Nx

( �∫
0
gs ’ ◦ �s dAs

)
=Nx

( �∫
0
gsE∗Ws

(’) dAs

)
:

On the other hand, the time-reversal invariance of Nx, and the time-reversal
property stated in Theorem 5 give for any Borel function f on Wx

Nx

( �∫
0
f(Ws)  ◦ �̂s dAs

)
=Nx

( �∫
0
f(Ws)  ◦ �s dAs

)
:

We use both facts in the following calculation

Nx

( �∫
0
’ ◦ �s  ◦ �̂s dAs

)
=Nx

( �∫
0
E∗Ws

(’)  ◦ �̂s dAs

)

=Nx

( �∫
0
E∗Ws

(’)  ◦ �s dAs

)

=Nx

( �∫
0
E∗Ws

(’)E∗Ws
( ) dAs

)
=
∫
�(dw)E∗w(’)E

∗
w( );

by Theorem 5(ii).

3 Lower bounds for hitting probabilities

Our main goal in this section is to prove the lower bound of Theorem 1. In
this section and the next one, we assume that d=4. We denote by M the
maximum of the lifetime process:

M := sup{�s; 05s5�} :

Lemma 9. There exists a positive constant 
 = 
(d) such that; if F is a Borel
subset of B(0; 1)\B(0; 1=3) and x ∈ B(0; 1=4); then

Nx(R ∩ F-∅; 14 ¡M51)=
 capd−4(F) :

Proof. We may suppose that capd−4(F)¿ 0, and then �nd a probability mea-
sure � on F such that∫ ∫

�(dy)�(dy′)  d−4(y′ − y)52 (capd−4(F))
−1 : (8)

We denote by G the Green function of Brownian motion in Rd, G(x; y) =
cd|y − x|2−d for a positive constant cd. For y-x, let Pxy denote the law of
Brownian motion started at x and conditioned to die at y. In other words, Pxy
is the law of the h-transform of Brownian motion started at x, with h = G(·; y)
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(see [6]). We may and will consider Pxy as a probability measure on the set
{w∈Wx; ŵ=y}. Fix x ∈ B(0; 1=4) and let � be the �nite measure onWx de�ned
by

�(dw) =
∫
�(dy)G(x; y)Pxy(dw) :

Notice that � is supported on {w∈Wx; ŵ∈F}.
According to [16], Sect. 3, the energy of � is

E(�) = 2
∫
dz G(x; z)(

∫
�(dy)G(z; y))2

= 2
∫∫

�(dy)�(dy′)(
∫
dz G(x; z)G(z; y)G(z; y′)):

On the other hand, an elementary calculation shows that there exists a con-
stant Cd (independent of the choice of x ∈ B(0; 1=4)) such that for y; y′ ∈
B(0; 1)\B(0; 13 ), ∫

dz G(x; z)G(z; y)G(z; y′)5Cd  d−4(y′ − y) :

Using (8), we now obtain

E(�)54Cd (capd−4(F))
−1¡∞ : (9)

Therefore we can introduce the additive functional A� associated with � by
Theorem 5. From Theorem 5 (ii) applied with f(w) = 1Fc(ŵ), it is obvious
that the event {A�

∞¿ 0} is Nx a.e. contained in {R ∩ F-∅}. Therefore,
Nx(R ∩ F-∅; 14 ¡M51)=Nx(A�

∞¿ 0; 14 ¡M51)

=
Nx(A�

∞; 14 ¡M51)2

Nx((A
�
∞)2)

; (10)

by the Cauchy–Schwarz inequality.
From Theorem 5(iii) and (9) we have

Nx((A�
∞)

2))58Cd (capd−4(F))
−1 : (11)

It remains to get a lower bound on Nx(A�
∞; 1=4¡M51). To this end, we

apply Lemma 8 with ’ =  = 1{1=4¡M51}, observing that ’=’ ◦ �s · ’ ◦ �̂s,
for every s ∈ (0; �), Nx a.e. We obtain

Nx(A�
∞; 14 ¡M51)=

∫
�(dw)(P∗w(1=4¡M51))2

=
∫
�(dw) 1{1=4¡�w51=2} (P∗w(M51))2

=
∫
�(dw) 1{1=4¡�w51=2}(1− �w)2

= 1
4 �(

1
4 ¡�w5 1

2 ) :

We have used the fact that (�s; s=0) is distributed under P∗w as a linear
Brownian motion started at �w and stopped when it hits 0.
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From the de�nition of �, we have

�( 14 ¡�w5 1
2 ) =

∫
�(dy)G(x; y)Pxy( 14 ¡�5 1

2 );

and, if pt stands for the Brownian transition kernel,

Pxy( 14 ¡�5 1
2 ) =

∫ 1=2
1=4 dt pt(x; y)∫∞
0 dt pt(x; y)

=C′d ;

for some positive constant C′d independent of x ∈ B(0; 1=4), y ∈ B(0; 1)\B(0; 13 ).
We thus obtain

Nx(A�
∞; 14 ¡M51)= 1

4 (cd2
2−d)C′d :

Lemma 9 follows by combining this bound with (10) and (11).

Proof of the lower bound of Theorem 1 (case d=4). We use a simple scaling
lemma whose proof follows immediately from the de�nition of capd−4(F).

Lemma 10. If F is a Borel subset of B(0; 1=2) and � ∈]0; 1];
(i) if d = 4; (cap0(�F))

−1 = (cap0(F))
−1 + log 1� ;

(ii) if d=5; capd−4(�F) = �4−d capd−4(F).

Then, let F be a Borel subset of B(0; 1=2) and |x|=1. We set

F̃ =
{
z = x +

1
|x|+ 1=2(y − x); y ∈ F

}
;

in such a way that F̃ ⊂ B(x; 1)\B(x; 1=3). By Lemma 9 and a trivial translation
argument, we have

Nx(R ∩ F̃-∅)=
 capd−4(F̃) : (12)

On one hand, Lemma 10 gives

capd−4(F̃) =


cap0(F)

1 + log(|x|+ 1=2)cap0(F)
if d = 4 ;

(|x|+ 1=2)4−dcapd−4(F) if d=5 :

(13)

On the other hand, the scaling properties of Nx give

Nx(R ∩ F̃-∅) = (|x|+ 1
2)
2Nx(R ∩ F-∅) : (14)

The lower bound of Theorem 1 follows immediately from (12)–(14).

Remark. In the previous proof, we did not use the exact statement of Lemma 9
but only the lower bound Nx(R ∩ F-∅)=
 capd−4(F), which can be obtained
more easily. The precise form of Lemma 9 will be needed in Sect. 5.
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4 Upper bounds for hitting probabilities

In this section, we prove the upper bound of Theorem 1. We use analytic
techniques inspired from Baras and Pierre [2]. First recall that if K is a compact
subset of Rd, the capacity c2;2(K) is de�ned by

c2;2(K) = inf{‖’‖22;2; ’∈C∞0 (R
d); ’=1 on a neighborhood of K} ;

where C∞0 (R
d) denotes the set of all C∞ functions on Rd with compact

support, and ‖ ‖2;2 stands for the Sobolev norm:
‖’‖2;2 = ‖’‖2 + ‖∇’‖2 + ‖∇2’‖2 :

For the sake of completeness, we recall the relations between capd−4(K)
and c2;2(K).

Lemma 11. There exist two positive constants c1; c2 such that; for every
compact subset K of B(0; 1);

c1 capd−4(K)5c2;2(K)5c2 capd−4(K) :

Proof. We use some results about equivalence of capacities due to Adams and
Polking [1] and Meyers [21]. Denote by g2(x; y) the usual Bessel kernel

g2(x; y) =
∞∫
0
dt e−t (4�t)−d=2 exp−|y − x|2

4t
:

The Bessel capacity B2(K) of a compact subset K of Rd is then de�ned by

B2(K) = inf{‖f‖22 ; f ∈ C∞0 (R
d);
∫
dyf(y) g2(x; y)=1; ∀x ∈ K} :

According to Theorem A of [1], the capacities c2;2(K) and B2(K) are equiv-
alent, in the sense that c1 B2(K)5c2;2(K)5c2 B2(K) for some positive con-
stants c1; c2 independent of K . On the other hand, Theorem 14 of [21] shows
that the Bessel capacity B2(K) is equivalent to C2(K)2, where

C2(K) = sup{〈�; 1〉; � is a �nite measure supported on K and ‖�g2‖251} :

Clearly, we have also

C2(K)2 = (inf{‖�g2‖22 ; � is a probability measure supported on K})−1 :
However, a few lines of calculations show that, if � is supported on B(0; 1),

�1
∫∫

�(dy)�(dy′)  4(y′ − y)5 ‖�g2‖22 =
∫
dz(
∫
�(dy) g2(y; z))2

5 �2
∫∫

�(dy)�(dy′)  4(y′ − y) ;

where �1, �2 are positive constants depending only on d. Thus, capd−4(K)
and C2(K)2 are equivalent in the previous sense, provided we consider only
compact subsets of B(0; 1). The desired result follows.
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Lemma 12. There exists a positive constant �′ = �′(d) such that; for every
compact subset K of B(0; 1=2); if c2;2(K)¿ 0; one can �nd a function ’ ∈
C∞0 (R

d) such that

(i) 05’51;
(ii) ’ = 1 on a neighborhood of K;
(iii) ’ = 0 on B(0; 3=4)c;
(iv) ‖’‖22;25�′ c2;2(K).

Proof. According to [1, p. 530], there exist two constants Q; �1 depending
only on d, such that, for every compact subset K of B(0; 12 ) with c2;2(K)¿ 0,
we can �nd a function � ∈ C∞(Rd) which satis�es

(a) 05�5Q,
(b) �=1 on a neighborhood of K ,
(c) ‖�‖22;25�1 c2;2(K).

We let H be a C∞ function from R+ into [0; 1] such that H (t) = t for
05 t5 1

2 and H (t) = 1 for t=1. We also choose � ∈ C∞0 (R
d) such that

05�(x)51, �(x) = 1 if |x|5 2
3 , �(x) = 0 if |x|= 3

4 . We claim that the
function

’(x) = �(x)H (�(x))

satis�es the desired properties. Properties (i)–(iii) are immediate. We then
observe that

‖’‖25C ‖�‖2; ‖∇’‖25C (‖�‖2 + ‖∇�‖2) ;
where the constant C only depends on the choice of � and H . Furthermore,

‖∇2’‖25C′(‖�‖2 + ‖∇�‖2 + ‖∇2�‖2 + ‖|∇�|2‖2) :
To handle the term ‖|∇�|2‖2 we use the easy inequality(∫ | ∇�(y)|4dy)1=2 5C′′‖�‖∞‖∇2�‖25C′′Q‖∇2�‖2 ; (15)

by (a). Property (iv) then follows from (c) and the previous observations.

Proof of the upper bound of Theorem 1. It is enough to consider the case when
capd−4(F)¿0. We �rst assume that F =K is a compact subset of B(0; 1=2)
such that c2;2(K)¿0. We know from [15], Proposition 5.3 (see also [8]) that

u(x) = Nx(R ∩ K-∅)
solves the equation �u = 4u2 in Kc. Then, let ’ be as in Lemma 12 and set
 = 1− ’, so that  is a C∞ function which vanishes on a neighborhood of
K and is equal to 1 on B(0; 3=4)c.

First step. We prove that there exists a constant A = A(d) such that∫
Rd

 (y)4 u(y)2 dy5A ‖’‖22;2 : (16)
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It will be convenient to replace u by a periodic function. To this end, for every
R¿ 2, we set

KR = K + RZd = {z = y + (k1R; : : : ; kdR); y ∈ K; k1; : : : ; kd ∈ Z} ;

and
uR(x) = Nx(R ∩ KR-∅) :

Then uR solves �uR = 4 u2R on Kc
R, u5uR and uR has period R in every

direction. If UR = [−R=2; R=2]d, we have thus

4
∫
UR

 (y)4 uR(y)2 dy =
∫
UR

 (y)4 �uR(y) dy =
∫
UR

�( 4)(y) uR(y) dy ;

where the last equality follows from integration by parts using the periodicity
of uR and the fact that  = 1 on a neighborhood of @UR. Then,

1
4

∫
UR

|�( 4)| uR dy5 3
∫
UR

 2|∇ |2uR dy+
∫
UR

 3|� | uR dy

5 3(
∫
UR

 4u2R dy)
1=2(
∫ |∇ |4dy)1=2

+(
∫
UR

 6u2R dy)
1=2(
∫ |� |2dy)1=2

5 (
∫
UR

 4u2R dy)
1=2(3(

∫ |∇ |4dy)1=2 + (∫ |� |2dy)1=2):

(17)

Since 05 51, the same argument as in (15) gives
∫ |∇ |4dy5A′ ‖∇2 ‖225

A′ ‖’‖22;2, where the constant A′ only depends on d. The previous bound then
gives ∫

UR

 4 u2R dy5A‖’‖22;2
again with a constant A that depends only on d. Since u5uR, the same bound
holds with uR replaced by u, and (16) follows by letting R tend to in�nity.

From (17), we have also, with a constant A′′ = A′′(d),∫
UR

|�( 4)| uR dy5A′′‖’‖22;2 ;

and the same argument gives∫
Rd

|�( 4)| u dy5A′′‖’‖22;2 : (18)

Second step. Let x∈B(0; 1)c and let (Bt; t=0) denote a d-dimensional Brownian
motion that starts at x under the probability Px. For a¿ |x|, we set Ta =
inf{t=0; |Bt |=a}. Then from Itô’s formula, Px a.s.,

( 4u)(Bt) = u(x) +
t∫
0
∇( 4u)(Bs) · dBs +

1
2

t∫
0
�( 4u)(Bs)ds :
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By applying the optional stopping theorem at Ta ∧ t, we get

Ex(( 4u)(BTa∧ t)) = u(x)+
1
2
Ex

(
Ta∧ t∫
0
�( 4u)(Bs)ds

)

= u(x)+
1
2
Ex

(
Ta∧ t∫
0
( 4�u+2∇( 4) · ∇u+ u�( 4))(Bs)ds

)
:

Since �u = 4u2=0 on Kc, we thus get

u(x)5Ex(( 4u)(BTa∧ t))− 1
2
Ex

(
Ta∧ t∫
0
(2∇( 4) · ∇u+ u�( 4))(Bs)ds

)
:

Note that both functions ∇( 4) and �( 4) vanish outside the ball B(0; 3=4),
and that u(y) tends to 0 as |y| → ∞. By letting t, and then a tend to in�nity,
we easily obtain

u(x)5−1
2
Ex

(∞∫
0
(2∇( 4) · ∇u+ u�( 4))(Bs)ds

)
= −cd

∫
Rd

(∇( 4) · ∇u+
1
2
u�( 4))(y) |y − x|2−d dy : (19)

We will now bound the right-hand side of (19). Since |x|=1 and  = 1
outside B(0; 34 ), we can �nd a constant C depending only on d such that∫

Rd

| (u�( 4))(y)| |y − x|2−d dy5C |x|2−d ∫
Rd

| u�( 4))(y)| dy

5C A′′ |x|2−d ‖’‖22;2 ; (20)

by (18).
We then consider the other term in the right-hand side of (19). We ob-

serve that if hd(y) = |y − x|2−d, we can �nd a constant C′ (independent of
x ∈ B(0; 1)c) such that |∇hd(y)|5C′|x|1−d, for every y ∈ B(0; 34 ). Thus an
integration by parts gives∣∣∣∣∣ ∫Rd

(∇( 4) · ∇u)(y) |y − x|2−d dy

∣∣∣∣∣
=

∣∣∣∣∣ ∫Rd

(u�( 4))(y) |y − x|2−d dy+
∫
Rd

(u∇ 4 · ∇hd)(y) dy

∣∣∣∣∣
5C A′′ |x|2−d ‖’‖22;2 + 4C′|x|1−d ∫

Rd

u  3|∇ | dy

5C A′′ |x|2−d ‖’‖22;2 + 4C′|x|1−d

( ∫
Rd

u2  4 dy

)1=2( ∫
Rd

| ∇ |2dy
)1=2

5(C A′′ + 4C′ A1=2) |x|2−d ‖’‖22;2 ; (21)
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using (16) once again. Then, by combining (19)–(21), Lemma 12(iv) and
Lemma 11, we get

Nx(R ∩ K-∅) = u(x)5� |x|2−d capd−4(K) ;

with a constant � depending only on d. This is the desired upper bound when
d=5. When d = 4, we use a scaling argument and apply the previous bound
to x′ = x=|x|, K ′ = |x|−1K . It follows that

Nx(R ∩ K-∅) = |x|−2Nx′(R ∩ K ′-∅) 5�|x|−2 cap0(K ′)

=
�|x|−2 cap0(K)

1 + (log |x|) cap0(K)
;

by Lemma 10. This gives the upper bound of Theorem 1, when F is compact.
When F is not compact, we observe that the mapping F → Nx(R ∩ F-∅)

is the restriction to Borel sets of a Choquet capacity (see e.g. [20, Ch. 2]).
Therefore,

Nx(R ∩ F-∅) = sup{Nx(R ∩ K-∅); K ⊂ F; K compact} :

This completes the proof of Theorem 1.

5 Regularity and Wiener’s test

5.1 Regularity for super-Brownian motion and for the Brownian snake

In this subsection, we prove Proposition 2. We �rst state a technical lemma.

Lemma 13. For every t ¿ 0; set

RX
t =

⋃
�¿0

( ⋃
�5r5t

suppXt

)
;

and; for every Borel subset F of Rd; set

�′F = inf{t ¿ 0; RX
t ∩ F-∅} :

Then �F = �′F , Px a.s.; and �F is a stopping time of the �ltration (Gt).

Proof. From the de�nition of the process X in terms of W; it is easy to verify
that

RX
t = {Ŵs; 05 s5 �1; 0¡�s5 t}; Px a:s: (22)

We then check that, if K is compact, then

{RX
t ∩ K-∅} = {�K 5 t} Px a:s: (23)

The inclusion {�K 5 t} ⊂ {RX
t ∩ K-∅} a.s. is easy, as we know from Perkins

[23] that the mapping t→ suppXt is a.s. right-continuous with respect to the
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Hausdor� metric, which implies that

suppX�K ∩ K-∅ a:s: on {�K ¡∞}:
To get the reverse inclusion, set for every �∈ (0; t)

T �; t
K = inf{s= 0; �5 �s5 t; Ŵs ∈K};

in such a way that

{RX
t ∩ K-∅} = ⋃

0¡�¡t
{T �; t

K 5 �1}; Px a:s:

by (22). Notice that T �; t
K is a stopping time of the �ltration (F◦

t ). Set S = �T �; t
K

on {T �; t
K ¡∞}. The strong Markov property of re
ected Brownian motion

ensures that

LS
T �; t
K +�(�)¿LS

T �; t
K
(�) ∀�¿0; Px a:s: on {T �; t

K ¡∞}:

From the de�nition of the random measure XS , it follows that ŴT �; t
K
∈ suppXS ,

a.s. on {T �; t
K ¡�1}. Hence suppXS ∩ K-∅ a.s. on {T �; t

K ¡�1}. This completes
the proof of (23).
We also observe that {(t; !); suppXt ∩ K-∅} is progressive with respect

to the �ltration (Gt), and therefore �K is a (Gt)-stopping time. In particular,
{RX

t ∩ K-∅}∈Gt .
Then, let F be a Borel subset of Rd. Because the mapping F → Px(RX

t ∩
F-∅) is a Choquet capacity, we may �nd an increasing sequence (Kn) of
compact subsets of F such that

{RX
t ∩ F-∅} =

∞⋃
n=1

{RX
t ∩ Kn-∅} Px a:s:

In particular, {RX
t ∩ F-∅}∈Gt . By taking a diagonal subsequence, we may

assume that the previous equality holds for every rational t with the same
sequence (Kn). Then, for every rational t¿0,

{�′F ¡t}=
∞⋃
p=1

{RX
t−p−1 ∩ F-∅}

=
∞⋃
p=1

∞⋃
n=1

{RX
t−p−1 ∩ Kn-∅} ⊂ {�F ¡t}; a:s: (24)

by (23). Since the inequality �′F 5 �F also holds trivially, we conclude from
(24) that �F = �′F a.s. Moreover, (24) shows that {�F ¡t}∈Gt . Since the �l-
tration (Gt) is right-continuous, we conclude that �F is a stopping time.

Proof of Proposition 2. The implication (iii)⇒ (ii) is clear from excursion
theory. If (ii) holds, then (22) and the continuity of the mapping s → �s ensure
that Px(RX

t ∩ F-∅) = 1 for every t¿0. With the notation of Lemma 13,
we have thus Px(�′F 5 t) = 1 for every t¿0. Since �F = �′F a.s. we get (i).
Finally, if (i) holds, it is plain that Px(RX ∩ F-∅) = 1, and (iii) follows
from (2).
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5.2. Wiener’s test: the necessity part

We consider a Borel subset F of Rd (d= 4) and x∈F . By a translation
argument, we may assume that x = 0. We then set for every n=1

Fn := {y∈F; 2−n5 |y|¡2−n+1}:
We aim to prove that the condition

∞∑
n=0
2n(d−2) capd−4(Fn)¡∞ (25)

implies that 0 is not super-regular for F , or equivalently that N0(R∗ ∩
F-∅)¡∞. Notice that since points are R-polar in dimension d= 4, we
have R∗ = R\{0}, N0 a.s.
We set F̃n := 2nFn in such a way that F̃n is a Borel subset of B(0; 2)\B(0; 1).

By a scaling argument,

N0(R∗ ∩ F-∅)5
∞∑
n=0
N0(R ∩ Fn-∅) +N0(R ∩ B(0; 1)c-∅)

=
∞∑
n=0
22nN0(R ∩ F̃n-∅) +N0(R ∩ B(0; 1)c-∅): (26)

Then, let (Bi; 15 i5p) be a �nite collection of balls of radius 1
2 whose

centers belong to B(0; 2)\B(0; 1) and which cover B(0; 2)\B(0; 1). Using
Theorem 1, we have

N0(R ∩ F̃n-∅)5
p∑

i=1
N0(R ∩ (F̃n ∩ Bi)-∅)5 �

p∑
i=1
capd−4(F̃n ∩ Bi): (27)

From Lemma 10, we know that

capd−4(F̃n ∩Bi)=


cap0(Fn ∩ 2−nBi)

1− log(2n)cap0(Fn ∩ 2−nBi)
if d = 4;

2n(d−4)capd−4(Fn ∩ 2−nBi) if d= 5:
(28)

For d = 4, the condition (25) implies that cap0(Fn) log 2n5 1=2 for all n su�-
ciently large. Thus, both for d = 4 and d= 5, we get from (27) and (28) that

N0(R ∩ F̃n-∅)5 2 �p 2n(d−4) capd−4(Fn) (29)

for all n su�ciently large. From (26) and (29), we see that the condition (25)
implies N0(R∗ ∩ F-∅)¡∞.

5.3. Wiener’s test: the su�ciency part

We keep the notation of the previous subsection, but we will now prove that
under the condition ∞∑

n=0
2n(d−2) capd−4(Fn) =∞; (30)

one has N0(R∗ ∩ F-∅) =∞.
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Recall the notation M = sup{�s; s= 0}. Then,

N0(R∗ ∩ F-∅)=
∞∑
n=1
N0(R∗ ∩ Fn-∅; 2−2n¡M5 2−2n+2): (31)

Let us �x a positive integer n. Notice that 2n−1Fn ⊂ B(0; 1)\B(0; 12 ). From the
scaling properties of N0 and Lemma 9, we get

N0(R∗ ∩ Fn-∅; 2−2n¡M5 2−2n+2)

= 22(n−1)N0(R∗ ∩ (2n−1Fn)-∅ ; 14¡M5 1)

= 22(n−1)
 capd−4(2
n−1Fn): (32)

When d= 5, capd−4(2
n−1Fn) = 2(d−4)(n−1)cap4(Fn), and when d = 4,

cap0(2
n−1Fn)= cap0(Fn). In both cases, the desired result follows from (31)

and (32).

5.4. Connections with partial di�erential equations

In this subsection, we prove Theorem 4. From [15], Proposition 5.3, the
function

u(y) = 4Ny(R ∩ Dc-∅); y∈D;

is the maximal nonnegative solution of equation �u = u2 in D. Therefore the
proof reduces to checking that x is super-regular for F = Dc if and only if

lim
D3y→x

Ny(R ∩ F-∅) =∞: (33)

When d5 3, we know that every x∈ @D is super-regular for F . On the
other hand it is also very easy to check that (33) holds. Indeed, a scaling
argument gives

Ny(R ∩ F-∅)=Ny(x∈R) = c |y − x|−2;
with a constant c¿0.
From now on, we take d= 4. We �rst assume that x is super-regular

for F , or equivalently that (4) holds. Let N= 1 be an integer, and let
y∈B(x; 2−N−1) ∩ D. We have

Ny(R ∩ F-∅)=
N∑

n=1
Ny(R ∩ F-∅; 2−2n¡M5 2−2n+2):

We can use Lemma 9 as in the derivation of (32) to get for every n∈
{1; : : : ; N},

Ny(R ∩ F-∅; 2−2n¡M5 2−2n+2)= 
22(n−1) capd−4(2
n−1Fn(x)):

Hence,

Ny(R ∩ F-∅)= 

N∑

n=1
22(n−1) 2(d−4)(n−1)capd−4(Fn(x))

and the desired result (33) follows from (4).
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Conversely, assume that (33) holds. Fix N= 1 and choose �∈ (0; 1=2] such
that

Ny(R ∩ Dc-∅)=N

for every y∈B(x; �) ∩ D. Let �¿0 and set T (�) = inf{s= 0; �s= �}. Note
that the law of WT (�) under Nx(· | T (�)¡∞) is the law of a Brownian path
started at x and stopped at time �. Then, using the strong Markov property at
time T (�) and then Proposition 2.5 of [15], we have

Nx(R∗ ∩ Dc-∅)=Nx(T (�)¡∞ ;E∗WT (�)
(R∗ ∩ Dc-∅))

=Nx

(
T (�)¡∞;

(
1− exp−2

�∫
0
dtNWT (�)(t)(R ∩ Dc-∅)

))
= (2�)−1Ex

(
1− exp−2N

�∫
0
dt 1]0; �[(|Bt − x|)

)
:

By letting � → 0, we conclude that Nx(R∗ ∩ Dc-∅)=N , which completes
the proof since N was arbitrary.

6 The special case of thorns

In this section, we give a more explicit form of the condition of Theorem 3
when F is a thorn with vertex x = 0 (cf. [24, p. 68] for the classical case of
Brownian motion in Rd). We consider a function h from R+ into R+ such
that h(r) = o(r) as r → 0 and r−1h(r) is nondecreasing, at least for r¿0
su�ciently small. The thorn Th is then de�ned by

Th = {x = (x1; : : : ; xd)∈Rd; xd= 0; (x21 + · · ·+ x2d−1)
1=25 h(xd)}:

The following result should be compared with the classical case.

Theorem 14. (i) If d5 4; 0 is always super-regular for Th.
(ii) If d = 5; 0 is super-regular for Th if and only if

∫
0+

(
log

r
h(r)

)−1 dr
r
=∞:

(iii) If d= 6; 0 is super-regular for Th if and only if

∫
0+

(
h(r)
r

)d−5 dr
r3
=∞:

For h(r) = r�, �¿1, we see that 0 is super-regular for Th if d5 5, or if
d= 6 and �5 (d− 3)=(d− 5).
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Proof. Suppose �rst that d5 4. Then it su�ces to consider the case h = 0,
and the corresponding thorn T0 is the half-line {x1 = · · · = xd−1 = 0; xd= 0}.
A scaling argument immediately shows that N0(R∗ ∩ T0-∅) = �N0(R∗ ∩
T0-∅) for every �¿0. Moreover N0(R∗ ∩ T0-∅)¿0 because points are
not R-polar in dimension d5 3. It follows that N0(R∗ ∩ T0-∅) =∞.
When d= 5, we use the following estimate on the capacity of cylinders.

Lemma 15. There exist two positive constants �1 and �2 such that; if C
denotes the cylinder C = {(x1; : : : ; xd)∈Rd; 05 xd5 �; (x21 + · · ·+ x2d−1)

1=2

5 r}; where 0¡r5 1 and �¿2r;

if d = 5; �1
�

log �
r

5 capd−4(C)5 �2
�

log �
r

;

if d= 6; �1

(
�
r

)
rd−45 capd−4(C)5 �1

(
�
r

)
rd−4:

Proof. From the scaling properties of capd−4(·), we can restrict our attention to
the case r = 1. For the lower bound, we let m denote Lebesgue measure on C
and consider the probability measure � = (m(C))−1m. Elementary calculations
show that ∫

C

∫
C

dy dz |y − z|4−d5C �

(
1 +

�∫
1
du u4−d

)
and it follows that

∫
C

∫
C

�(dy) �(dz) |y − z|4−d5

{
C′ �−1 log � if d = 5;

C′ �−1 if d= 6:

The desired lower bound then follows from the de�nition of capd−4(C).
Let us now turn to the proof of the upper bound. If d= 6, this is very

easy. Let Ci = {x∈C; i5 xd¡i + 1}. Then, by the subadditivity property of
capd−4(·) (see e.g. Landkov [13, p. 141]), we have

capd−4(C)5
∑

05i5�
capd−4(Ci)5 (�+ 1)capd−4(C1):

Finally, if d = 5, we use the following potential-theoretic fact (see [13, Ch. 2]).
For every compact subset K of Rd, there exists a �nite measure �K supported
on K (the equilibrium measure of K with respect to the kernel |x|4−d) such
that ∫

�K (dy) |x − y|4−d5 1; ∀x∈ supp �K (34)

and capd−4(K) = 〈�K ; 1〉. A simple argument using the triangle inequality then
gives ∫

�K (dy) |x − y|4−d5 2d−4; ∀x∈Rd;
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Hence, by taking d = 5, K = C and b = (0; : : : ; 0; 1), we get for a constant
c¿0,

2 �=
�∫
0
du
∫
�C(dy) |y − ub|−1

=
∫
�C(dy)

�∫
0
du |y − ub|−1= c capd−4(C) log �;

which completes the proof of Lemma 15.

We now complete the proof of Theorem 14. As previously, take

Fn = {x∈ Th; 2−n5 |x|¡2−n+1}:
We may for every n su�ciently large �nd two cylinders C+n , C

−
n with

respective radii r+n = h(2−n+1), r−n = h(2−n) and respective lengths �+n =
2−n+1, �−n = 2

−n−1, such that

C−n ⊂ Fn ⊂ C+n :

Suppose �rst that d= 6. From Lemma 15 we get for n su�ciently large,

�1

(
2−n−1

h(2−n)

)
h(2−n)d−45 capd−4(Fn)5 �2

(
2−n+1

h(2−n+1)

)
h(2−n+1)d−4:

By Theorem 3, we see that 0 is super-regular for Th if and only if

∞∑
n=1
2(d−3)n h(2−n)d−5 =∞:

Since the function r−1h(r) is nondecreasing for r small, the latter condition
is clearly equivalent to the one stated in Theorem 14 (iii). The case d=5 is
similar.

References

1. Adams, D.R., Polking, J.C.: The equivalence of two de�nitions of capacity. Proc. Amer.
Math. Soc. 37, 529–534 (1973)

2. Barras, P., Pierre, M.: Singularit�es �eliminables pour des �equations semilin�eaires. Ann.
Inst. Fourier 34, 185–206 (1984)

3. Blumenthal, R.M., Getoor, R.K.: Markov processes and potential theory. New York:
Academic Press, 1968

4. Dawson, D.A., Iscoe, I., Perkins, E.A.: Super-Brownian motion: Path properties and
hitting probabilities. Probab. Theory Relat. Fields 83, 135–205 (1989)

5. Dellacherie, C., Meyer, P.A.: Probabilit�es et Potentiels, Chapitres I �a IV. Paris:
Hermann, 1975

6. Doob, J.L.: Conditional Brownian motion and the boundary limits of harmonic func-
tions. Bull. Soc. Math. 85, 431–458 (1957)

7. Dynkin, E.B.: Green’s and Dirichlet spaces associated with �ne Markov processes.
J. Funct. Anal. 47, 381–418 (1982)



Wiener’s test for super-Brownian motion 129

8. Dynkin, E.B.: A probabilistic approach to one class of non linear di�erential equations.
Probab. Theory Relat. Fields 89, 89–115 (1991)

9. Dynkin, E.B.: Superprocesses and partial di�erential equations. Ann. Probab. 21,
1185–1262 (1993)

10. Dynkin, E.B., Kuznetsov, S.E.: Markov snakes and superprocesses. Probab. Theory
Relat. Fields 103, 433–473 (1995)

11. Fitzsimmons, P.J., Getoor, R.K.: On the potential theory of symmetric Markov pro-
cesses. Math. Annal. 281, 495–512 (1988)

12. Fukushima, M.: Dirichlet forms and Markov processes. Kodansha: North-Holland, 1980
13. Landkov, N.S.: Foundations of Modern Potential Theory. Berlin Heidelberg New York:

Springer, 1972
14. Le Gall, J.-F.: A class of path-valued Markov processes and its applications to super-

processes. Probab. Theory Relat. Fields 95, 25–46 (1993)
15. Le Gall, J.-F.: A path-valued Markov process and its connections with partial di�eren-

tial equations. In: Proc. First European Congr. of Mathematics, Vol. II, pp. 185–212.
Birkh�auser, Boston 1994

16. Le Gall, J.-F.: Hitting probabilities and potential theory for the Brownian path-valued
process. Ann. Inst. Fourier 44, 277–306 (1994)

17. Le Gall, J.-F.: The Brownian snake and solutions of �u = u2 in a domain. Probab.
Theory Relat. Fields 102, 393–432 (1995)

18. Marcus, M., V�eron, L.: Uniqueness of solutions with blow up at the boundary for a
class of nonlinear elliptic equations. C.R. Acad. Sci. Paris, S�erie I 317, 559–563 (1993)

19. Marcus, M., Veron, L.: Uniqueness and asymptotic behavior of solutions with boundary
blow up for a class of non linear elliptic equation. Ann. Inst. H. Poincar�e, Analyse Non
Lin�eaire 14 (1997)

20. Matheron, G.: Random sets and integral geometry. New York: Wiley, 1975
21. Meyers, N.G.: A theory of capacities for potentials of functions in Lebesgue classes.

Math. Scand. 26, 255–292 (1972)
22. Peres, Y.: Intersection-equivalence of Brownian paths and certain branching processes.

Comm. Math. Phys. 177, 417–434 (1996)
23. Perkins, E.A.: Polar sets and multiple points for super-Brownian motion. Ann. Probab.

18, 453–491 (1990)
24. Port, S.C., Stone, C.J.: Brownian motion and classical potential theory. New York:

Academic Press, 1978
25. Serlet, L.: On the Hausdor� measure of multiple points and collision points of super-

Brownian motion. Stoch. Stoch. Reports 54, 169–198 (1995)
26. V�eron, L.: Singularities of solutions of second order quasilinear equations. Longman:

Addison-Wesley (to appear)
27. Wiener, N.: The Dirichlet problem. J. Math. Phys. 3, 127–146 (1924)




