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#### Abstract

We consider the function $\mu(G)$, introduced by W. Narkiewicz, which associates to an abelian group $G$ the maximal cardinality of a half-factorial subset of it. In this article, we start a systematic study of this function in the case where $G$ is a finite cyclic group and prove several results on its behaviour. In particular, we show that the order of magnitude of this function on cyclic groups is the same as the one of the number of divisors of its cardinality.
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## 1 Introduction

A monoid $H$ (a commutative, cancellative semigroup with unit element) is called atomic if each non-unit $a \in H$ has a factorization $a=u_{1} \cdot \ldots \cdot u_{k}$ with irreducible elements (atoms) $u_{i} \in H$. The integer $k$ is called the length of the factorization. An
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atomic monoid $H$ is called half-factorial, if for each non-unit $a \in H$ all factorizations of $a$ have the same length. Half-factoriality is a central topic in the theory of non-unique factorization (cf. [3] for a survey and [5,7,12,21] for recent results).

A main tool in this subject, and in particular in this article, are block monoids, introduced in [24]. For a subset $G_{0}$ of an (additive) abelian group $G$ the block monoid over $G_{0}$, denoted $\mathscr{B}\left(G_{0}\right)$, is defined as the monoid of all zero-sum sequences in $G_{0}$.

If $H$ is a Krull monoid, for example the multiplicative monoid of a Krull or a Dedekind domain, with class group $G$ and $G_{0} \subset G$ denotes the set of classes containing primes, then $H$ is half-factorial if and only if $\mathscr{B}\left(G_{0}\right)$ is half-factorial. A subset $G_{0}$ of an abelian group is called half-factorial, if $\mathscr{B}\left(G_{0}\right)$ is half-factorial. (See for instance [17,4], and [18] for the algebraic theory of Krull monoids.)

The following problem has been posed by W. Narkiewicz [24, Problem II]: Determine, for $G$ a finite abelian group,

$$
\mu(G)=\max \left\{\left|G_{0}\right|: G_{0} \subset G \text { half-factorial }\right\}
$$

The interest in this constant came from the role it plays when investigating the following counting function: For the monoid of non-zero principal ideals of the ring of integers of an algebraic number field and a positive integer $k$, let $\mathbf{G}_{k}(x)$ be defined as the number of elements with norm not exceeding $x$ and factorizations of at most $k$ different lengths. Then

$$
\mathbf{G}_{k}(x) \asymp x(\log x)^{-1+\mu(G) /|G|}(\log \log x)^{\psi_{k}(G)},
$$

where $G$ denotes the class group, $\mu(G)$ is defined as above, and $\psi_{k}(G)$ just depends on $k$ and the structure of half-factorial sets of $G$ with cardinality $\mu(G)$; in fact also more precise asymptotic results as well as analogous results for other monoids are known (cf. [25, Chapter 9] or [31,20,11,16, 14, 13, 27, 28]).

The problem of determining $\mu(G)$ for finite abelian groups in general, and even for cyclic groups, is wide open. Apart some special results (in particular for small groups) and the results on cyclic groups we mention below, the value of $\mu(G)$ is so far only known in the case where $G$ is an elementary $p$-group (see [14, 26]).

In this article we focus on the investigation of $\mu(G)$ for finite cyclic groups. In the remainder of this section we recall, to the best of our knowledge, what was known so far on $\mu(G)$ for cyclic groups. Let $n$ be a positive integer. It is well known (see [32], also cf. Preliminaries) that

$$
\begin{equation*}
\mu(\mathbb{Z} / n \mathbb{Z}) \leq \tau(n) \tag{1.1}
\end{equation*}
$$

where $\tau(n)$ denotes the number of (positive) divisors of $n$.
If $m>1$ is a positive integer, then $\mu(\mathbb{Z} / m n \mathbb{Z})>\mu(\mathbb{Z} / n \mathbb{Z})$ (see [10]). If additionally, $m$ and $n$ are coprime, then (see [14])

$$
\begin{equation*}
\mu(\mathbb{Z} / m n \mathbb{Z}) \geq \mu(\mathbb{Z} / m \mathbb{Z})+\mu(\mathbb{Z} / n \mathbb{Z})-1 \tag{1.2}
\end{equation*}
$$

If $n$ is a prime power or the product of two primes, then it is known that equality holds in (1.1) (see [30,31,35] and [14]).

However, it is also known that equality does not always hold in (1.1); namely this was proved for 30, 105, and 210 (see [36] and [6]). Recently, M. Radziejewski
[29] investigated (computationally) half-factorial sets for groups of small order, his results for cyclic groups can be (roughly) summarized as follows: Equality in (1.1) holds for all $n \leq 105$ except $30,60,66,84,90,102,105$, and for these $n$ the difference $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})$ equals 1 .

By combining (1.2) with the results for prime powers and products of two primes, the following general lower bound was established in [14]: Let $n$ be decomposed as a product of prime powers, $n=\prod_{i=1}^{r} q_{i}^{\alpha_{i}} \prod_{j=1}^{s} t_{j}$ with pairwise distinct primes $q_{1}, \ldots, q_{r}, t_{1}, \ldots, t_{s}$ and with integers $\alpha_{1}, \ldots, \alpha_{r} \geq 2$, then

$$
\begin{equation*}
\mu(\mathbb{Z} / n \mathbb{Z}) \geq 1+\left\lfloor\frac{3 s}{2}\right\rfloor+\sum_{i=1}^{r} \alpha_{i} \tag{1.3}
\end{equation*}
$$

Half-factorial sets, consisting of "small" residue classes that were constructed by W. Hassler [19] yield other interesting lower bounds for $\mu(\mathbb{Z} / n \mathbb{Z})$, for instance

$$
\begin{equation*}
\mu(\mathbb{Z} / n \mathbb{Z}) \geq \mid\{d: d \mid n \text { and } 1 \leq d \leq \sqrt{2 n / \tau(n)}\} \mid . \tag{1.4}
\end{equation*}
$$

It is not clear how to derive from his construction a good explicit lower bound for $\mu(\mathbb{Z} / n \mathbb{Z})$. Some information on the distribution of the divisors of the integer $n$ is available (see the article [8], where the so-called arcsine-law for the repartition of divisors is originally proved; see also [34]); however these are mean-value results, which would only yield a result for almost all integers. And, in any case it cannot lead to the lower bound we obtain in Theorem 2.1, where we show that $\mu(\mathbb{Z} / n \mathbb{Z})>\tau(n) / 2$ and thus that $\tau(n)$ is the true order of magnitude of $\mu(\mathbb{Z} / n \mathbb{Z})$. Moreover, we obtain several further results on $\mu(\mathbb{Z} / n \mathbb{Z})$, which, among others, explain the exceptions to equality in (1.1) that we mentioned above. We outline them in the following section.

## 2 New results

One of our main results is a new lower bound for $\mu(\mathbb{Z} / n \mathbb{Z})$ that shows that $\tau(n)$ is the true order of magnitude of $\mu(\mathbb{Z} / n \mathbb{Z})$.
Theorem 2.1 Let $n=q_{1}^{\alpha_{1}} q_{2}^{\alpha_{2}} \cdots q_{r}^{\alpha_{r}}$ with distinct primes $q_{1}<\cdots<q_{r}$ and positive integers $\alpha_{1}, \ldots, \alpha_{r}$. Then $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 1+C \tau(n)$ with $C=\alpha_{r} /\left(\alpha_{r}+1\right)$; and if $r>1$ and $\left(q_{1}, \ldots, q_{r}\right) \neq(2,3,5)$, then the inequality holds for $C=\alpha_{r-1} /\left(\alpha_{r-1}+1\right)$ as well.
In particular, for any $n$,

$$
\mu(\mathbb{Z} / n \mathbb{Z}) \geq 1+\frac{1}{2} \tau(n)
$$

The proof of this theorem, in Section 5, relies on a technical result (Lemma 5.1), which shows that in a lot of special cases the bound given by Theorem 2.1 can be improved. As an example for this, we obtain the following result.

Theorem 2.2 Let $k, n$ be positive integers and $k \neq 1$. Then

$$
\lim _{v \rightarrow \infty} \frac{\mu\left(\mathbb{Z} / k^{v} n \mathbb{Z}\right)}{\tau\left(k^{v} n\right)}=1
$$

There is however a case in which no improvement on the lower bound of Theorem 2.1 can be expected by this method, namely the case of squarefree integers.

At first glance, in view of the results mentioned in the Introduction, it could seem "numerically evident" that $\mu(\mathbb{Z} / n \mathbb{Z})$ is even much closer to $\tau(n)$ than proved by Theorem 2.1, and that $\mu(\mathbb{Z} / n \mathbb{Z})<\tau(n)$ is rather an exceptional phenomenon. However, we shall see that this is not the case and try to understand how large the gap $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})$ respectively how small the ratio $\mu(\mathbb{Z} / n \mathbb{Z}) / \tau(n)$ can be.

Looking at the known exceptions to equality in (1.1), we notice that all of them have (at least) three distinct prime divisors. (Yet, not every $n$ with three distinct prime divisors is an exception, the smallest example being 42.) The following theorem, to be proved in Section 6, shows that indeed there exists no exception with less than three distinct prime divisors, which explains to a certain extent why "small" exceptions are "rare".
Theorem 2.3 If $n \in \mathbb{N}$ is a product of at most two prime powers, then a subset $G_{0} \subset \mathbb{Z} / n \mathbb{Z}$ is half-factorial if and only if $G_{0} \subset\{d g: 1 \leq d \mid n\}$ for some (generating) element $g \in \mathbb{Z} / n \mathbb{Z}$; in particular,

$$
\mu(\mathbb{Z} / n \mathbb{Z})=\tau(n)
$$

In view of Theorem 2.1, we concentrate our further investigations on squarefree integers, the seemingly most natural type of integers to study in the perspective to find integers $n$ for which $\mu(\mathbb{Z} / n \mathbb{Z}) / \tau(n)$ is "small".

We start, in Section 7, with investigating integers that are the product of three distinct primes. Here, our main result is the following theorem, which (in this case) improves the lower bound for $\mu(\mathbb{Z} / n \mathbb{Z})$.

Theorem 2.4 If $n \in \mathbb{N}$ is a product of three distinct primes, then

$$
\mu(\mathbb{Z} / n \mathbb{Z}) \in\{7,8\}=\{\tau(n)-1, \tau(n)\}
$$

Moreover, each of the two values, 7 and 8 , is taken by $\mu(\mathbb{Z} / n \mathbb{Z})$ for infinitely many $n \in \mathbb{N}$ that are a product of three distinct primes.
In fact, we obtain more precise results. Among others, we determine the value of $\mu(\mathbb{Z} / p q r \mathbb{Z})$ for $r$ from certain congruence classes modulo $p q$; from our investigations it seems conceivable to believe that the value of $\mu(\mathbb{Z} / p q r \mathbb{Z})$ depends only, at least for sufficiently large $r$, on the congruence class of $r$ modulo $p q$. Moreover, we show, for some special subsets of $\mathbb{N}$, that the values, 7 and 8 , occur with the same frequency (cf. Proposition 7.5). In particular, our results explain all the exceptions to $\mu(\mathbb{Z} / n \mathbb{Z})=\tau(n)$ mentioned in the Introduction (cf. Remark 7.6).

We continue with the case of products of four primes and establish the following result.

Theorem 2.5 If $n \in \mathbb{N}$ is a product of four distinct primes, then

$$
\mu(\mathbb{Z} / n \mathbb{Z}) \in[12,16]=[\tau(n)-4, \tau(n)]
$$

Moreover, each of the two statements

$$
\mu(\mathbb{Z} / n \mathbb{Z}) \in\{12,13\} \text { and } \mu(\mathbb{Z} / n \mathbb{Z}) \in\{14,15,16\}
$$

holds for infinitely many $n \in \mathbb{N}$ that are a product of four distinct primes.

In Remark 8.4, after the proof of this result, we discuss possible improvements to it.

Theorems 2.4 and 2.5 could indicate that one can replace the factor $1 / 2$, occurring in Theorem 2.1, by a $3 / 4$ but not, in general, by anything larger. However, this remains far from being proved. At least our study is a good indication that the following conjecture could be true:

Conjecture 2.6 The lower bound $\inf _{n \in \mathbb{N}} \mu(\mathbb{Z} / n \mathbb{Z}) / \tau(n)>1 / 2$ holds.
By Theorems 2.1 and 2.5 we know that $1 / 2 \leq \inf _{n \in \mathbb{N}} \mu(\mathbb{Z} / n \mathbb{Z}) / \tau(n) \leq 13 / 16$.
In Section 9, we continue our investigations on "small values" of $\mu(\mathbb{Z} / n \mathbb{Z})$. Up to now, the maximal known value for the difference $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})$ was only 1 , and Theorem 2.5 yields examples for $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})=3$. The following result provides examples where the difference $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})$ is arbitrarily large; the proof of this theorem relies on a recursive construction and thus can be used to obtain explicit examples.

Theorem 2.7 There exists a sequence of integers $\left(n_{i}\right)_{i \in \mathbb{N}}$ such that $\tau\left(n_{i}\right)$ tends to $+\infty$ and $\tau\left(n_{i}\right)-\mu\left(\mathbb{Z} / n_{i} \mathbb{Z}\right) \gg \log \tau\left(n_{i}\right)$.

## 3 Preliminaries

We denote by $\mathbb{Z}$ the set of integers, by $\mathbb{N}$ the set of positive integers, and by $\mathbb{N}_{0}=$ $\mathbb{N} \cup\{0\}$. We define the sequence $\left(p_{i}\right)_{i \in \mathbb{N}}$ as the ordered sequence of primes $p_{1}=$ $2, p_{2}=3$ and so on. In this article, $[a, b]$ means the set of integers $i \in \mathbb{Z}$ such that $a \leq i \leq b$. For $x$ a residue class modulo $n$ or an integer, the notation $[x]_{n}$ means the integer in $[0, n-1]$ congruent to $x$ modulo $n$.

We focus on finite cyclic groups; for convenience of notation we will mainly consider the groups of residue classes $\mathbb{Z} / n \mathbb{Z}$ and denote by $\bar{m}$ the residue class of $m$ modulo $n$. We denote by $\mathscr{D}_{n} \subset \mathbb{Z} / n \mathbb{Z}$ the set of residue classes modulo $n$ that contain a positive divisor of $n$.

Next, we recall some notation and results for block monoids and half-factorial sets (cf. for instance [4,10]). Let $G$ be an additively written (finite) abelian group $G$ and $G_{0} \subset G$ a subset. By a sequence (in $G_{0}$ ) we mean an element of $\mathscr{F}\left(G_{0}\right)$, the free abelian monoid with basis $G_{0}$, in other words a multiset. As usual, we use multiplicative notation for sequences, that is

$$
S=\prod_{i=1}^{l} g_{i}=\prod_{g \in G_{0}} g^{v_{g}} \in \mathscr{F}\left(G_{0}\right)
$$

where $g_{i} \in G_{0}$ and $v_{g} \in \mathbb{N}_{0}$. We refer to the divisors of a sequence as subsequences. The identity element of $\mathscr{F}\left(G_{0}\right)$ is called the empty sequence. For $S$ a sequence and $T \mid S$ a subsequence, we denote by $T^{-1} S$ the codivisor of $T$ with respect to $S$.

Moreover, $\mathrm{v}_{g}(S)=v_{g}$ is called the multiplicity of $g$ in $S, \sigma(S)=\sum_{i=1}^{l} g_{i}$ the sum of $S$, and $\mathrm{k}(S)=\sum_{i=1}^{l} 1 / \operatorname{ord}\left(g_{i}\right)$ the cross number of $S$. A sequence $S$ is called a zero-sum sequence, if $\sigma(S)=0 \in G$, and a sequence is called zero-sumfree if $\sigma(T) \neq 0$ for each non-empty subsequence $T$ of $S$.

Recall that the block monoid $\mathscr{B}\left(G_{0}\right)$ is defined as $\left\{S \in \mathscr{F}\left(G_{0}\right): \sigma(S)=0\right\}$. It is an atomic monoid; its set of atoms is denoted by $\mathscr{A}\left(G_{0}\right)$.

A key result for the investigation of half-factorial subsets of finite abelian groups is the following characterization of half-factorial sets (see [30,31,35] and [4] for a proof in the terminology used in this article): For $G$ a finite (or torsion) abelian group, a subset $\emptyset \neq G_{0} \subset G$ is half-factorial if and only if

$$
\begin{equation*}
\left\{\mathrm{k}(A): A \in \mathscr{A}\left(G_{0}\right)\right\}=\{1\} . \tag{3.1}
\end{equation*}
$$

Investigations on half-factorial sets in cyclic groups are considerably simplified by the following result (see [32,10]), which we use frequently.

Lemma 3.1 Let $n \in \mathbb{N}$ and $G_{0} \subset \mathbb{Z} / n \mathbb{Z}$.
(a) If $G_{0}$ is a half-factorial set, then there exists an automorphism $f: \mathbb{Z} / n \mathbb{Z} \rightarrow$ $\mathbb{Z} / n \mathbb{Z}$ such that $f\left(G_{0}\right) \subset \mathscr{D}_{n}$.
(b) If there exists an automorphism $f: \mathbb{Z} / n \mathbb{Z} \rightarrow \mathbb{Z} / n \mathbb{Z}$ such that $f\left(G_{0}\right) \subset \mathscr{D}_{n}$, then $\mathrm{k}(A) \in \mathbb{N}$ for each $A \in \mathscr{A}\left(G_{0}\right)$.
Clearly, part (a) of this lemma implies (1.1).
For an atom $A=\prod_{\bar{d} \in \mathscr{D}_{n}} \bar{d}^{v_{d}} \in \mathscr{A}\left(\mathscr{D}_{n}\right)$, here and throughout we tacitly assume that $d$ is chosen in $[1, n]$, the cross number is given by

$$
\mathrm{k}(A)=\sum_{\bar{d} \in \mathscr{O}_{n}} v_{d} \frac{d}{n}=\frac{1}{n} \sum_{d \mid n} v_{d} d
$$

Given a sum (a weighted sum over the divisors of $n$ ) of the form

$$
\begin{equation*}
\sum_{d \mid n} v_{d} d \text { resp. } \sum_{\bar{d} \in \mathscr{D}_{n}} v_{d} \frac{d}{n} \tag{3.2}
\end{equation*}
$$

with coefficients $v_{d} \in \mathbb{N}_{0}$, then a subsum (of this sum), is defined as a sum $\sum_{d \mid n} w_{d} d$ resp. $\sum_{\bar{d} \in \mathscr{D}_{n}} w_{d} \frac{d}{n}$ with coefficients $w_{d} \in\left[0, v_{d}\right]$; that is, a subsum corresponds to the cross number of a subsequence. This terminology and notation goes back to A. Zaks [35,36].

A further tool in our investigations will be the "rolling"-method, introduced in [23]; the following lemma is a modification of [23, Lemma 4] (we have more restrictive assumptions and thus a stronger conclusion). It develops the following basic fact: Let $A \in \mathscr{A}\left(G_{0}\right)$ be an atom and let $S \mid A$ be a subsequence, then $A^{\prime}=$ $\sigma(S) S^{-1} A$ is an atom. Of course, to be able to apply this reduction process in investigations on half-factorial sets, the underlying set and the cross number must remain unchanged.

In order to state the lemma conveniently, we introduce the following notation: Let $G_{0} \subset \mathscr{D}_{n}$ and $g \in G_{0}$. Then

$$
\mathrm{r}\left(g, G_{0}\right)=\min \left(\{\operatorname{ord}(g)\} \cup\left\{\frac{\operatorname{ord}(g)}{\operatorname{ord}(h)}: h \in G_{0} \backslash\{g\} \text { with } \operatorname{ord}(h) \mid \operatorname{ord}(g)\right\}\right) .
$$

Lemma 3.2 Let $n \in \mathbb{N}$ and $G_{0} \subset \mathscr{D}_{n} \subset \mathbb{Z} / n \mathbb{Z}$. For each $A \in \mathscr{A}\left(G_{0}\right)$ there exists some $A^{\prime} \in \mathscr{A}\left(G_{0}\right)$ with $\mathrm{k}(A)=\mathrm{k}\left(A^{\prime}\right)$ and either

$$
A^{\prime}=g^{\operatorname{ord}(g)} \text { for some } g \in G_{0} \quad \text { or } \quad \mathrm{v}_{g}\left(A^{\prime}\right)<\mathrm{r}\left(g, G_{0}\right) \text { for each } g \in G_{0}
$$

Proof Let $A \in \mathscr{A}\left(G_{0}\right)$. If $\mathrm{v}_{g}(A)<\mathrm{r}\left(g, G_{0}\right)$ for each $g \in G_{0}$, then the result follows trivially. Thus, suppose $h \in G_{0}$ with maximal order such that $\mathrm{v}_{h}(A) \geq \mathrm{r}\left(h, G_{0}\right)$. If $\mathrm{r}\left(h, G_{0}\right)=\operatorname{ord}(h)$, the result follows trivially as well.

Assume $r\left(h, G_{0}\right)<\operatorname{ord}(h)$, and let $f \in G_{0}$ with $r\left(h, G_{0}\right)=\operatorname{ord}(h) / \operatorname{ord}(f)$. Then $f=\mathrm{r}\left(h, G_{0}\right) h$, and we set $A^{*}=f^{v} h^{-v r\left(h, G_{0}\right)} A$, where $v \in \mathbb{N}$ such that $\mathrm{v}_{h}(A)=$ $v r\left(h, G_{0}\right)+w$ for some $w \in\left[0, r\left(h, G_{0}\right)-1\right]$. Now, $\mathrm{v}_{g}\left(A^{*}\right)<\mathrm{r}\left(g, G_{0}\right)$ for each $g \in$ $G_{0}$ with $\operatorname{ord}(g) \geq \operatorname{ord}(h)$. Thus, iterating this argument, we obtain the result.

## 4 Auxiliary number-theoretical results

First, we introduce some notation. For $\mathscr{A}=\left\{a_{1}, \ldots, a_{s}\right\}$ a subset of an (additive) group and $h$ an integer, we define the set of $h$-multiples of $\mathscr{A}$ as $h \cdot \mathscr{A}=$ $\left\{h a_{1}, \ldots, h a_{s}\right\}$. We also define $\Sigma(\mathscr{A})$ as the set of all sums of elements (with repetition allowed) of $\mathscr{A}$. If the number of repetitions of the $a_{i}$ 's is bounded then we shall write

$$
\Sigma_{K_{1}, \ldots, K_{s}}\left(a_{1}, \ldots, a_{s}\right)=\left\{k_{1} a_{1}+k_{2} a_{2}+\cdots+k_{s} a_{s}: k_{1}, \ldots, k_{s} \in \mathbb{N}_{0}, k_{i} \leq K_{i}\right\}
$$

If $\operatorname{gcd}\left(a_{1}, \ldots, a_{s}\right)=1$, then it is very well known that $\Sigma(\mathscr{A})$ contains all sufficiently large integers. The largest integer not in $\Sigma(\mathscr{A})$ is called the Frobenius number of the set; it is denoted $F(\mathscr{A})=F\left(a_{1}, a_{2}, \ldots, a_{s}\right)$.

For coprime positive integers $a$ and $b$, it is well known (cf. the seminal article by J.J. Sylvester [33]) that

$$
\begin{equation*}
F(a, b)=a b-a-b \tag{4.1}
\end{equation*}
$$

which easily yields that

$$
\begin{equation*}
[a b-a-b+1, a b-1] \subset \Sigma_{b-1, a-1}(a, b) \tag{4.2}
\end{equation*}
$$

We will need a slight development related to this.
Proposition 4.1 Let $a$ and $b$ be two coprime positive integers.
(a) $\Sigma_{b-1, a-2}(a, b) \supset[a b-a-b+1, a b-1] \backslash\left\{(a-1) b+k_{1} a: 0 \leq k_{1} \leq\lfloor(b-\right.$ 1) $/ a\rfloor\}$.

In particular, the set $\Sigma_{b-1, a-2}(a, b)$ contains the interval $[a b-a, a b-1]$ with at most one exception.
(b) If $b \not \equiv 1(\bmod a)$, then $a b-1 \in \Sigma_{b-1, a-2}(a, b)$.

Proof By (4.2), we may write

$$
\begin{aligned}
& \Sigma_{b-1, a-2}(a, b) \cap[a b-a-b+1, a b-1] \\
\supset & \left(\Sigma_{b-1, a-1}(a, b) \backslash\left\{(a-1) b+k_{1} a: 0 \leq k_{1} \leq b-1\right\}\right) \cap[a b-a-b+1, a b-1] \\
= & {[a b-a-b+1, a b-1] \backslash\left\{(a-1) b+k_{1} a: 0 \leq k_{1} \leq\lfloor(b-1) / a\rfloor\right\}, }
\end{aligned}
$$

since $(a-1) b+k_{1} a \in[a b-a-b+1, a b-1]$ with $k_{1} \geq 0$ implies $0 \leq k_{1} \leq\lfloor(b-$ $1) / a\rfloor$. This proves (a) except the "in particular"-statement; yet it follows easily, since two different elements in $[a b-a, a b-1]$ that are not in $\Sigma_{b-1, a-2}(a, b)$ would differ by at least $a$.

If $a b-1 \notin \Sigma_{b-1, a-2}(a, b)$, then by (a) the integer $a b-1$ can be written in the form $(a-1) b+k_{1} a$ for some integer $k_{1}$ (such that $0 \leq k_{1} \leq\lfloor(b-1) / a\rfloor$ ), which implies that $a b-1 \equiv(a-1) b(\bmod a)$ or, equivalently, $b \equiv 1(\bmod a)$. This proves (b).

The following result will be of use in Section 8.
Lemma 4.2 Let $a, b$, and $c$ be integers, such that $a b$ and $c$ are coprime. Then

$$
a b c-1 \in \Sigma_{b-1, c-1, a-1}(c, a b, b c)
$$

Proof We notice $\Sigma_{b-1, a-1}(c, b c)=c \cdot[0, a b-1]$ and thus $\Sigma_{b-1, c-1, a-1}(c, a b, b c)=$ $\Sigma_{a b-1, c-1}(c, a b)$. By (4.2) we have $[a b c-a b-c+1, a b c-1] \subset \Sigma_{a b-1, c-1}(c, a b)$, which implies the result.

Here is another combinatorial lemma, which is needed in the sequel.
Lemma 4.3 Let $n \in \mathbb{N}$ and $a, b \in[1, n-1]$ and $\beta \in[1, n-1]$ with $\operatorname{gcd}(\beta, n)=1$. Let $\mathscr{A}=\{\overline{1}, \ldots, \bar{a}\} \subset \mathbb{Z} / n \mathbb{Z}$ and $\mathscr{B}=\{\overline{1}, \ldots, \bar{b}\} \subset \mathbb{Z} / n \mathbb{Z}$. We assume that $(\beta$. $\mathscr{A}) \cap \mathscr{B}=\emptyset$.
(a) Then $a+b \leq n-1$.
(b) If $\beta \neq n-1$, then $a+b \leq n-2$. Moreover, if $a+b=n-2$, then either $a=1$ and $\beta=n-2$, or $b=1$ and $\beta=(n-1) / 2$.

Proof Since $\beta$ is invertible modulo $n$, obviously the sets $\beta \cdot \mathscr{A}$ and $\mathscr{B}$ are included in $\{\overline{1}, \ldots, \overline{n-1}\}$, therefore $(\beta \cdot \mathscr{A}) \cap \mathscr{B}=\emptyset$ implies $|\mathscr{A}|+|\mathscr{B}| \leq n-1$, that is (a).

We now suppose $\beta \neq n-1$. Without restriction we assume that $a \leq b$, otherwise we consider the situation for $\left[\beta^{-1}\right]_{n}$ instead. Since $(\beta \cdot \mathscr{A}) \cap \mathscr{B}=\emptyset$, we have $b<[j \beta]_{n}$ for each $j \in[1, a]$. Therefore, if there exists some $j \in[1, a]$ with $[j \beta]_{n}<n / 2$, then we have $a+b \leq 2 b \leq 2[j \beta]_{n}-2 \leq n-3$. Thus we assume $[j \beta]_{n} \geq n / 2$ for each $j \in[1, a]$, and obtain $[j \beta]_{n}=j \beta-(j-1) n$ for each $j \in[1, a]$; in particular

$$
[a \beta]_{n}=a \beta-(a-1) n=n-(n-\beta) a \leq n-2 a,
$$

where equality holds if and only if $\beta=n-2$. Since $b<[a \beta]_{n}$, we get $b+2 a<n$, that is $b+a \leq n-2$ with equality if and only if $a=1$. This finishes the proof of (b).

We end the section with a lemma on primes.
Lemma 4.4 For any $s \in \mathbb{N} \backslash\{1,3\}$, we have

$$
\sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{1}{1-1 / p_{k}}\right)<p_{s-1}
$$

Proof For $s \in\{2,4\}$ the statement is clearly true. Thus, let $s \geq 5$ and assume the statement is true for $s-1$. We have

$$
\begin{aligned}
\sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{p_{k}}{p_{k}-1}\right) & =\left(\frac{p_{s}}{p_{s}-1}\right)\left(1+\sum_{j=0}^{s-3}\left(\prod_{k=j+2}^{s-1} \frac{p_{k}}{p_{k}-1}\right)\right) \\
& <\frac{p_{s}}{p_{s}-1}\left(1+p_{s-2}\right) \\
& =1+p_{s-2}+\frac{1+p_{s-2}}{p_{s}-1} \leq p_{s-1},
\end{aligned}
$$

where we used the induction hypothesis and the fact that $p_{s} \geq p_{s-1}+2$.
For larger values of $s$ this lemma can be strengthened. We only remark that bounding the left-hand expression by $(s-1) \prod_{k=2}^{s} \frac{1}{1-1 / p_{k}}=\frac{s-1}{2} \prod_{k=1}^{s} \frac{1}{1-1 / p_{k}}$ and then using Mertens' formula (cf. for instance [34]), one obtains, for sufficiently large $s$, an upper bound of, say, $0.9 s \log s$; note that $e^{\gamma}<1.8$, where $\gamma$ denotes Euler's constant. Thus, the left-hand expression can be bounded by $p_{s-c(s)}$ with $c(\cdot)$ increasing and unbounded (in fact of linear order).

## 5 Lower bounds for $\mu(\mathbb{Z} / n \mathbb{Z})$

In this section we prove Theorems 2.1 and 2.2. The following technical lemma is the main tool in these proofs. First, we introduce some notation. For $m=$ $q_{1}^{v_{1}} q_{2}^{v_{2}} \cdots q_{s}^{v_{s}}$ with distinct primes $q_{1}<\cdots<q_{s}$ and $v_{i} \in \mathbb{N}$, let

$$
P(m)=\sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{1}{1-1 / q_{k}}\right)
$$

Lemma 5.1 Let $m=q_{1}^{v_{1}} q_{2}^{v_{2}} \cdots q_{s}^{v_{s}}$ with distinct primes $q_{1}<\cdots<q_{s}$ and $v_{i} \in \mathbb{N}$. Let $\ell>1$ an integer and $n=m \ell$. Further, let $\mathscr{E}=\{\bar{d}: d \mid m\} \subset \mathbb{Z} / n \mathbb{Z}$. If $P(m)<\ell$, then $\mathscr{E}$ is half-factorial. Moreover, $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 1+\tau(m)$.

Proof We denote

$$
I_{\alpha_{1}, \ldots, \alpha_{k}}=\left\{\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{N}_{0}^{k} \text { such that } 0 \leq n_{i} \leq \alpha_{i} \text { for } 1 \leq i \leq k\right\}
$$

so that $\mathscr{E}=\left\{\overline{q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}}}\right.$ with $\left.\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in I_{v_{1}, v_{2}, \ldots, v_{s}}\right\}$.
Let us consider an atom in $\mathscr{A}(\mathscr{E})$,

$$
A=\prod_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in I_{v_{1}, v_{2}, \ldots, v_{s}}} \overline{q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}}} a_{i_{1}, i_{2}, \ldots, i_{s}}
$$

with non-negative integers $a_{i_{1}, i_{2}, \ldots, i_{s}}$. By (3.1), in order to prove that $\mathscr{E}$ is halffactorial, we have to show that

$$
\left.\mathrm{k}(A)=\sum_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in I_{v_{1}, v_{2}, \ldots, v_{s}}} \frac{a_{i_{1}, i_{2}, \ldots, i_{s}}}{\operatorname{ord}\left(\overline{i_{1}} q_{1}^{i_{2}} \cdots q_{s}^{i_{s}}\right.}\right) \quad=1
$$

or equivalently

$$
\begin{equation*}
\sum_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in I_{v_{1}, v_{2}, \ldots, v_{s}}} a_{i_{1}, i_{2}, \ldots, i_{s}} q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}}=n . \tag{5.1}
\end{equation*}
$$

But, by Lemma 3.1(b) we have $\mathrm{k}(A) \in \mathbb{N}$, thus it is enough, in order to prove (5.1), to show that

$$
\begin{equation*}
S=\sum_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in I_{v_{1}, v_{2}, \ldots, v_{s}}} a_{i_{1}, i_{2}, \ldots, i_{s}} q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}}<2 n \tag{5.2}
\end{equation*}
$$

By Lemma 3.2, and computing $\mathrm{r}(\cdot, \mathscr{E})$, we may assume, for each $1 \leq j \leq s$, that

$$
\begin{equation*}
a_{i_{1}, i_{2}, \ldots, i_{s}} \leq q_{j}-1 \quad \text { if } \quad i_{j}<v_{j} \tag{5.3}
\end{equation*}
$$

and $a_{v_{1}, v_{2}, \ldots, v_{s}} \leq \ell-1$.
Now, we introduce the following partition of the set of indices $I_{v_{1}, v_{2}, \ldots, v_{s}}$ :

$$
\begin{aligned}
I_{v_{1}, v_{2}, \ldots, v_{s}}= & I_{v_{1}-1, v_{2}, \ldots, v_{s}} \cup\left(\left\{v_{1}\right\} \times I_{v_{2}-1, v_{3}, \ldots, v_{s}}\right) \cup\left(\left\{\left(v_{1}, v_{2}\right)\right\} \times I_{v_{3}-1, v_{4} \ldots, v_{s}}\right) \\
& \cup \cdots \cup\left(\left\{\left(v_{1}, v_{2}, \ldots, v_{s-1}\right)\right\} \times I_{v_{s}-1}\right) \cup\left\{\left(v_{1}, v_{2}, \ldots, v_{s}\right)\right\} .
\end{aligned}
$$

Then the sum $S$ can be splitted into $S=S_{0}+S_{1}+\cdots+S_{s}$ where

$$
\begin{gathered}
S_{0}=\sum_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in I_{v_{1}-1, v_{2}, \ldots, v_{s}}} a_{i_{1}, i_{2}, \ldots, i_{s}} q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}}, \\
S_{j}=a_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in\left\{\left(v_{1}, v_{2}, \ldots, v_{j}\right)\right\} \times I_{v_{j+1}-1, v_{j+2}, \ldots, v_{s}}} a_{i_{1}, i_{2}, \ldots, i_{s}}^{i_{s}} q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}},
\end{gathered}
$$

for $1 \leq j \leq s-1$, and finally $S_{s}=\sum_{\left(i_{1}, i_{2}, \ldots, i_{s}\right) \in\left\{\left(v_{1}, v_{2}, \ldots, v_{s}\right)\right\}} a_{i_{1}, i_{2}, \ldots, i_{s}} q_{1}^{i_{1}} q_{2}^{i_{2}} \cdots q_{s}^{i_{s}}$.
For any $0 \leq j \leq s-1$, using (5.3), we obtain (the empty product is considered as 1 )

$$
\begin{aligned}
S_{j} & \leq q_{1}^{v_{1}} q_{2}^{v_{2}} \cdots q_{j}^{v_{j}} \sum_{\left(i_{j+1}, i_{j+2}, \ldots, i_{s}\right) \in I_{v_{j+1}-1, v_{j+2}, \ldots, v_{s-1}, v_{s}}}\left(q_{j+1}-1\right) q_{j+1}^{i_{j+1}} q_{j+2}^{i_{j+2}} \cdots q_{s}^{i_{s}} \\
& =q_{1}^{v_{1}} q_{2}^{v_{2}} \cdots q_{j}^{v_{j}}\left(q_{j+1}-1\right)\left(\sum_{i_{j+1}=0}^{v_{j+1}-1} q_{j+1}^{i_{j+1}}\right)\left(\prod_{k=j+2}^{s}\left(\sum_{i_{k}=0}^{v_{k}} q_{k}^{i_{k}}\right)\right) \\
& \leq q_{1}^{v_{1}} q_{2}^{v_{2}} \cdots q_{j}^{v_{j}} q_{j+1}^{v_{j+1}}\left(\prod_{k=j+2}^{s}\left(q_{k}^{v_{k}} \frac{1}{1-1 / q_{k}}\right)\right) \\
& =m \prod_{k=j+2}^{s} \frac{1}{1-1 / q_{k}} ;
\end{aligned}
$$

in particular $S_{s-1} \leq m$.
Finally, $S_{s}$ consists of one single term and, since $a_{v_{1}, v_{2}, \ldots, v_{s}} \leq \ell-1$, we have

$$
S_{s}=a_{v_{1}, v_{2}, \ldots, v_{s}} q_{1}^{v_{1}} q_{2}^{v_{2}} \cdots q_{s-1}^{v_{s-1}} q_{s}^{v_{s}} \leq(\ell-1) m
$$

Summing everything together, we obtain

$$
S \leq \sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{1}{1-1 / q_{k}}\right) m+m+(\ell-1) m=P(m) m+\ell m .
$$

Since by assumption $P(m)<\ell$, we obtain $S<2 n$. Thus $\mathscr{E}$ is half-factorial.
To show the "moreover"-statement, it suffices to note that $|\mathscr{E}|=\tau(m)$ and that $\mathscr{E} \cup\{\bar{n}\}$ is half-factorial as well.

Having this lemma at hand, we derive easily the lower bound in Theorem 2.1.
Proof (Theorem 2.1) First, we prove $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 1+\left(\alpha_{r} /\left(\alpha_{r}+1\right)\right) \tau(n)$. We write $n=m q_{r}$. Since $\tau(m)=\left(\alpha_{r} /\left(\alpha_{r}+1\right)\right) \tau(n)$, it suffices to verify that the conditions of Lemma 5.1 are fulfilled for $n=m q_{r}$, that is $P(m)<q_{r}$.

Note that $m=\prod_{i=1}^{s} q_{i}^{v_{i}}$, where $s=r, v_{i}=\alpha_{i}$ for $1 \leq i \leq r-1$ and $v_{r}=\alpha_{r}-1$ in case $\alpha_{r}>1$, and $s=r-1$ and $\alpha_{i}=v_{i}$ for each $1 \leq i \leq s$ in case $\alpha_{r}=1$.

Since $q_{k} \geq p_{k}$ for any $k$, we obtain

$$
P(m)=\sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{1}{1-1 / q_{k}}\right) \leq \sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{1}{1-1 / p_{k}}\right)
$$

and $p_{s} \leq q_{s} \leq q_{r}$. Therefore, it is enough to prove

$$
\sum_{j=0}^{s-2}\left(\prod_{k=j+2}^{s} \frac{1}{1-1 / p_{k}}\right)<p_{s}
$$

and this follows by Lemma 4.4 and direct checking (for $s \in\{1,3\}$ ).
Now, let $r>1$ and $\left(q_{1}, \ldots, q_{r}\right) \neq(2,3,5)$; and we may assume $\alpha_{r-1}>\alpha_{r}$. The argument is analogous to the above. We write $n=m^{\prime} q_{r-1}$ and have to verify $P\left(m^{\prime}\right)<q_{r-1}$. By the same reasoning as above, this follows for $r \neq 3$ by Lemma 4.4; and for $r=3$ and $q_{1} q_{2} q_{3} \neq 30$ it can be seen directly.

From the proof of Theorem 2.1 it follows that the best estimate for $\mu(\mathbb{Z} / n \mathbb{Z})$ we can obtain using this method is given by

$$
1+\max \left\{\tau\left(m^{\prime}\right): n=m^{\prime} \ell^{\prime} \text { and } P\left(m^{\prime}\right)<\ell^{\prime}\right\}
$$

In particular, the constant $C$ in Theorem 2.1 could be replaced by $\max \left\{\alpha_{i} /\left(\alpha_{i}+\right.\right.$ 1): $i \in[r-c(r), r]\}$ for some increasing unbounded $c(\cdot)$ (cf. the discussion after Lemma 4.4).

Clearly, if $n$ has small prime divisors that occur with high multiplicity, one obtains better lower bounds by "omitting" several small prime divisors rather than a single large one that occurs with small multiplicity. A similar reasoning appears in the following proof of Theorem 2.2.

Proof (Theorem 2.2) Clearly, $P(m)$ just depends on the squarefree kernel of $m$. Thus $P\left(k^{v} n\right)=P(k n)$ for each $v \in \mathbb{N}$. Let $v_{0} \in \mathbb{N}$ such that $k^{v_{0}}>P(k n)$. Then, by Lemma 5.1 with $k^{v+v_{0}} n=\left(k^{v} n\right) k^{v_{0}}$, we have

$$
\tau\left(k^{v} n\right) \leq \mu\left(\mathbb{Z} / k^{v+v_{0}} n \mathbb{Z}\right)
$$

for every $v \in \mathbb{N}_{0}$. The result follows, since (the last inequality by (1.1))

$$
1=\lim _{v \rightarrow \infty} \frac{\tau\left(k^{v} n\right)}{\tau\left(k^{v+v_{0}} n\right)} \leq \lim _{v \rightarrow \infty} \frac{\mu\left(k^{v+v_{0}} n\right)}{\tau\left(k^{v+v_{0}} n\right)} \leq 1 .
$$

In view of the above discussion, we underline the fact that in the case of a squarefree integer $n$, from the method of this section, we cannot expect any improvement of the constant $1 / 2$ in Theorem 2.1.

## 6 Products of at most two prime powers

In this section we begin our investigations on $\mu(\mathbb{Z} / n \mathbb{Z})$ for special types of integers. As mentioned in the Introduction, it is known that $\mu(\mathbb{Z} / n \mathbb{Z})=\tau(n)$ if $n$ is a prime power or the product of two primes. We extend this result to integers that are the product of at most two prime powers (Theorem 2.3).

First, we recall a key tool for the proof; then the actual proof will be very short. For $G$ a finite abelian group, the cross number of $G$, denoted $\mathrm{K}(G)$ and introduced by U. Krause [22], is defined as

$$
\mathrm{K}(G)=\max \{\mathrm{k}(A): A \in \mathscr{A}(G)\}
$$

Its value is (only) known for certain types of groups. We make use of a result by A. Geroldinger and R. Schneider [15] that yields, as a special case, $\mathrm{K}(\mathbb{Z} / n \mathbb{Z})$ for $n$ the product of two prime powers.

Proof (Theorem 2.3) The "only if"-part follows by Lemma 3.1(a). To prove the "if"-part, it suffices to show that $\mathscr{D}_{n}$ is half-factorial. Thus, by (3.1) and Lemma 3.1(b), it suffices to assert that $\mathrm{k}(A)<2$ for each atom $A \in \mathscr{A}\left(\mathscr{D}_{n}\right)$.

Let $n=p^{\alpha} q^{\beta}$ with distinct primes $p$ and $q$, and $\alpha, \beta \in \mathbb{N}_{0}$. By [15, Theorem 2] (with $r \in\{1,2\}$ and $s=0$ ), we know

$$
\mathrm{k}(A) \leq \mathrm{K}(\mathbb{Z} / n \mathbb{Z})=\frac{1}{p^{\alpha} q^{\beta}}+\frac{p^{\alpha}-1}{p^{\alpha}}+\frac{q^{\beta}-1}{q^{\beta}}
$$

which clearly is less than 2 . The "in particular"-statement is obvious.

## 7 Products of three primes - Proof of Theorem 2.4

We first prove $\mu(\mathbb{Z} / n \mathbb{Z}) \in\{7,8\}$ for $n$ the product of three distinct primes (cf. the proof of Theorem 2.4, main part). We continue with several results that yield the precise value for $\mu(\mathbb{Z} / p q r \mathbb{Z})$ provided that the primes $p, q$, and $r$ fulfil certain conditions; in particular, these results show that each of the values, 7 and 8 , occurs for infinitely many triples of primes (cf. Corollary 7.3 and Proposition 7.4), which completes the proof of Theorem 2.4. For special cases, such as $n=2 \cdot 3 \cdot p$, we will even show that both values occur with the same frequency (cf. Proposition 7.5).

Proof (Theorem 2.4, main part) Let $n=p q r$ with $p, q$, and $r$ distinct primes. We show that $\mu(\mathbb{Z} / n \mathbb{Z}) \in\{7,8\}$, and by (1.1) it suffices to show $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 7$. We consider $G_{0}=\{\overline{1}, \bar{p}, \bar{q}, \bar{r}, \overline{p q}, \overline{q r}, \overline{p q r}\} \subset \mathscr{D}_{n}$ and prove that this set is half-factorial. Let $A=\prod_{\bar{d} \in G_{0}} \bar{d}^{a_{d}} \in \mathscr{A}\left(G_{0}\right)$.

By (3.1) and Lemma 3.1(b), it suffices to show $\mathrm{k}(A)<2$. If $A=\bar{d}^{\operatorname{ord}(\bar{d})}$ for some $\bar{d} \in G_{0}$, this is obvious. Thus we assume, by Lemma 3.2, that $a_{d}<\mathrm{r}\left(\bar{d}, G_{0}\right)$ for each $\bar{d} \in G_{0}$; that is $a_{1}<p, a_{p}<q, a_{q}<p, a_{r}<q, a_{p q}<r, a_{q r}<p$, and $a_{p q r}<1$.

We have $n \mathrm{k}(A)=a_{1}+a_{p} p+a_{q} q+a_{r} r+a_{p q} p q+a_{q r} q r+a_{p q r} p q r$, and using the above inequalities, we have

$$
\begin{aligned}
n \mathrm{k}(A) & \leq(p-1)+(q-1) p+(p-1) q+(q-1) r+(r-1) p q+(p-1) q r \\
& =2 n+p q-q-r-1
\end{aligned}
$$

Since $p q-q-r-1$ can be non-negative we cannot conclude directly that $\mathrm{k}(A)<$ 2. However, we note that if $a_{p q}<r-1$ or $a_{q r}<p-1$, then $\mathrm{k}(A)<2$. Also, $a_{q}=0$ yields $\mathrm{k}(A)<2$. Consequently, we assume $a_{p q}=r-1, a_{q r}=p-1$, and $a_{q}>0$.

By (4.2), the equation $p X+r Y=p r-1$ has an integral solution $(X, Y)=$ $(a, b)$ with $a \in[0, r-1]$ and $b \in[0, p-1]$. Thus, the sequence $S=\bar{q} \overline{p q}^{a} \overline{q r}^{b}$ is a subsequence of $A$, and it is a zero-sum sequence with $k(S)=1$. Hence, we have either $A=S$ and $\mathrm{k}(A)=1$, or $A \neq S$ and a contradiction to $A$ being an atom.

The following proposition and its corollary provide sufficient conditions, for distinct primes $p, q$, and $r$, to fulfil $\mu(\mathbb{Z} / p q r \mathbb{Z})=7$, and in particular show the infinitude of triples of primes with $\mu(\mathbb{Z} / p q r \mathbb{Z})=7$. Indeed, just to show the infinitude of such triples, we could also argue as in the proof of [9, Lemma 11]; however that argument was not designed for the present purpose (the aim there was, in our terminology, to construct atoms $A \in \mathscr{A}\left(\mathscr{D}_{n}\right)$ with large cross number) and we would only get weaker results.

Proposition 7.1 Let $p, q$, and $r$ be distinct primes and $a, b, c \in \mathbb{N}_{0}$ such that $p q<$ $a+b p+c q<2 p q$ and $p q$ is not a subsum, and $r(a+b p+c q) \equiv-1(\bmod p q)$. Then $\mu(\mathbb{Z} / p q r \mathbb{Z})=7$.

Recall that "subsums" are defined in the paragraph after (3.2). In particular, the condition $p q$ is not a subsum (of $a+b p+c q$ ) simply means that the linear equation $p q=X+p Y+q Z$ does not have an (integral) solution $(X, Y, Z) \in[0, a] \times[0, b] \times$ $[0, c]$. From now on we use this terminology extensively.

Proof By Theorem 2.4 it suffices to show that $\mathscr{D}_{p q r}$ is not half-factorial. We set $f=2 p q-(a p+b q+c) \in[1, p q-1]$ and consider $B=\overline{1} \overline{p q}^{v} \bar{r}^{a} \overline{p r}^{b} \overline{q r}^{c}$ with

$$
v=\frac{f r-1}{p q} \in[1, r-1] .
$$

It is a zero-sum sequence with cross number $\mathrm{k}(B)=2$.
By (3.1) it suffices to show that $B$ is an atom. Assume to the contrary there exists some $A \in \mathscr{A}\left(\mathscr{D}_{\text {pqr }}\right)$ with $A \mid B$ and $A \neq B$. By Lemma 3.1(b) it follows that $\mathrm{k}(A)=1$.

Let $A=\overline{1}^{\varepsilon} \overline{p q}^{w} \bar{r}^{i} \overline{p r}^{j} \overline{q r}^{k}$; note that $\varepsilon \in\{0,1\}$. Then

$$
\begin{equation*}
p q r=(p q r) \mathrm{k}(A)=\varepsilon+w p q+i r+j p r+k q r . \tag{7.1}
\end{equation*}
$$

Considering (7.1) modulo $r$ we obtain $w p q \equiv-\varepsilon(\bmod r)$.
If $\varepsilon=1$, since the unique solution of $p q X \equiv-1(\bmod r)$ with $X \in[0, r-1]$ is $v$, it follows that $w=v$. If $\varepsilon=0$, we obtain $w p q \equiv 0(\bmod r)$, that is $w=0$.

However, by the conditions on $a, b, c$, we have that $S=\bar{r}^{a} \overline{p r}^{b} \overline{q r}^{c}$ is zerosumfree, a contradiction.

Remark 7.2 (a) Let all assumptions be as in Proposition 7.1. The proof of the proposition yields immediately the slightly more precise statement that the set $\{\overline{1}, \overline{p q}, \bar{r}, \overline{p r}, \overline{q r}\} \subset \mathbb{Z} / n \mathbb{Z}$ is not half-factorial. Moreover, if $a=0$, then even the set $\{\overline{1}, \overline{p q}, \overline{p r}, \overline{q r}\}$ is not half-factorial. (That $b=0$ or $c=0$ is impossible.)
(b) The proof of Proposition 7.1 shows that it is not necessary to assume that $p, q$, and $r$ are prime, but that it suffices to assume that $p q$ and $r$ are coprime.

We point out that the existence of a non-half-factorial subset $G_{0} \subset \mathscr{D}_{n}$ with $\left|G_{0}\right|=4$ is an extremal case, since any subset of $\mathscr{D}_{n}$ with three elements is halffactorial (see [2]).

Corollary 7.3 Let $n=p q r$ with distinct primes $p, q$, and $r$.
(a) If $r \equiv-\alpha^{-1}(\bmod p q)$ for some $\alpha \in[1, \min \{p-1, q-1\}]$, then we have $\mu(\mathbb{Z} / n \mathbb{Z})=7$. In particular, for any two distinct primes $p^{\prime}$ and $q^{\prime}$ we have $\mu\left(\mathbb{Z} / p^{\prime} q^{\prime} r^{\prime} \mathbb{Z}\right)=7$ for infinitely many primes $r^{\prime}$.
(b) If $p=2$ and $r \equiv(1-2 j)^{-1}(\bmod q)$ for some $j \in[1,(q-1) / 2]$, then we have $\mu(\mathbb{Z} / n \mathbb{Z})=7$.

Proof To prove (a), it suffices to show that the conditions of Proposition 7.1 are fulfilled. We note that by (4.1) for any $\alpha \in[1, \min \{p-1, q-1\}]$ there exist nonnegative integers $a, b$ such that $a p+b q=p q+\alpha$, and in fact necessarily $a \in[0, q-$ $1]$ and $b \in[0, p-1]$. Thus $p q$ is not a subsum of $a p+b q$. We have $r(a p+b q) \equiv$ $r \alpha \equiv-1(\bmod p q)$, thus the conditions of Proposition 7.1 are fulfilled.

The "in particular"-statement follows immediately, since there exist infinitely many primes congruent to $-\beta^{-1}\left(\bmod p^{\prime} q^{\prime}\right)$ for every $\beta \in\left[1, \min \left\{p^{\prime}-1, q^{\prime}-1\right\}\right]$ by Dirichlet's theorem on primes in arithmetic progressions.

The proof of (b) is similar. Note that $2 q$ is not a subsum of $2 q<a+b 2+c q<$ $4 q$ if and only if $a=0, c=1$, and $b \in[(q+1) / 2, q-1]$ (to avoid any confusion, we keep our notations for weighted sums, even in this special case where it might look strange). Thus, $\mu(\mathbb{Z} / 2 q r \mathbb{Z})<8$ if $r(q+2 b) \equiv-1(\bmod 2 q)$ for some $b \in$ $[(q+1) / 2, q-1]$, and the result follows.

Next we give, in case $p=2$, a sufficient condition for $\mu(\mathbb{Z} / p q r \mathbb{Z})=8$. It yields, again by Dirchlet's theorem on primes in arithmetic progressions, the infinitude of such triples of primes and thus completes the proof of Theorem 2.4.

Proposition 7.4 Let $q$ and $r$ be two distinct odd primes. If $r \equiv 1(\bmod q)$, then $\mu(\mathbb{Z} / 2 q r \mathbb{Z})=8$.

Proof We need to show $\mathscr{D}=\mathscr{D}_{2 q r}=\{\overline{1}, \overline{2}, \bar{q}, \overline{2 q}, \bar{r}, \overline{2 r}, \overline{q r}, \overline{2 q r}\}$ is half-factorial. Let $A=\prod_{\bar{d} \in \mathscr{D}} \bar{d}^{a_{d}} \in \mathscr{A}(\mathscr{D})$. By Lemma 3.1(b) and (3.1), we know $\mathrm{k}(A) \in \mathbb{N}$ and it suffices to show $\mathrm{k}(A)<2$. By Lemma 3.2 we may assume without restriction that $\mathrm{v}_{\bar{d}}(A)<\mathrm{r}(\bar{d}, \mathscr{D})$ for each $\bar{d} \in \mathscr{D}$, that is $a_{1}<2, a_{2}<q, a_{q}<2, a_{2 q}<r, a_{r}<2$, $a_{2 r}<q, a_{q r}<2$, and $a_{2 q r}=0$.

It follows easily, using the bounds on the $a_{i}$ 's, that $\mathrm{k}(A)<3$. Thus it suffices to prove that $\mathrm{k}(A) \neq 2$. Assume to the contrary $\mathrm{k}(A)=2$, that is

$$
2 q r \mathrm{k}(A)=a_{1}+a_{2} 2+a_{q} q+a_{2 q}(2 q)+a_{r} r+a_{2 r}(2 r)+a_{q r}(q r)=4 q r
$$

We now show that $2 q r$ is a subsum, which will be contradictory to $A$ being an atom.

We note that $a_{1}+a_{2} 2+a_{q} q+a_{2 q}(2 q) \leq 2 q r-1+q$. Therefore $a_{r} r+a_{2 r}(2 r)+$ $a_{q r}(q r) \geq 2 q r$, since the left-hand side in this expression is divisible by $r$, and we may assume $a_{r}=0, a_{q r}=1$, and $a_{2 r} \in[(q+1) / 2, q-1]$, since otherwise we get immediately that $2 q r$ is a subsum.

Thus

$$
\begin{equation*}
a_{r} r+a_{2 r}(2 r)+a_{q r}(q r)=r(2 q-1+2 j) \tag{7.2}
\end{equation*}
$$

with some $j \in[1,(q-1) / 2]$, where $a_{2 q}=j+(q-1) / 2$, and $a_{1}+a_{2} 2+a_{q} q+$ $a_{2 q}(2 q)=r(2 q+1-2 j)$. We consider (7.2) modulo $2 q$ and obtain, since $r \equiv 1$ $(\bmod 2 q)$, that $a_{1}+a_{2} 2+a_{q} q \equiv 1-2 j(\bmod 2 q)$ and thus $a_{1}+a_{2} 2+a_{q} q=1-$ $2 j+2 q$. It follows that $a_{2 q}(2 q)=(r-1)(2 q+1-2 j)$. If $a_{q}=1$, we have the subsum $q+\frac{r-1}{2}(2 q)+q r=2 q r$. If $a_{q}=0$, we have $a_{1}=1$ and $a_{2 q} \geq(q-1) / 2$, and thus the subsum $1+\frac{q-1}{2} 2+\frac{r-1}{2}(2 q)+q r=2 q r$.

We apply the results we obtained so far to determine $\mu(\mathbb{Z} / 6 p \mathbb{Z}), \mu(\mathbb{Z} / 10 p \mathbb{Z})$, and $\mu(\mathbb{Z} / 14 p \mathbb{Z})$ for all primes $p$.

Proposition 7.5 Let $n=p q r$ with distinct primes $p, q$, and $r$.
(a) If $6 \mid n$, then $\mu(\mathbb{Z} / n \mathbb{Z})=8$ for $n / 6 \equiv 1(\bmod 3)$ and $\mu(\mathbb{Z} / n \mathbb{Z})=7$ for $n / 6 \equiv 2$ $(\bmod 3)$.
(b) If $10 \mid n$, then $\mu(\mathbb{Z} / n \mathbb{Z})=8$ for $n / 10 \equiv 1$ or $2(\bmod 5)$ and $\mu(\mathbb{Z} / n \mathbb{Z})=7$ for $n / 10 \equiv 3$ or $4(\bmod 5)$.
(c) If $14 \mid n$, then $\mu(\mathbb{Z} / n \mathbb{Z})=8$ for $n / 14 \equiv 1,3$ or $5(\bmod 7)$ and $\mu(\mathbb{Z} / n \mathbb{Z})=7$ for $n / 14 \equiv 2,4$ or $6(\bmod 7)$.

Proof Part (a) and the majority of cases in (b) and (c) follow by Corollary 7.3 and Proposition 7.4. In (b) it remains to consider the case $n / 10 \equiv 2(\bmod 5)$ and in (c) the case $n / 14 \equiv 3$ or $5(\bmod 7)$. The other being similar, we only give the details for (b).

Thus, assume $n=10 p$ with $p$ prime and $p \equiv 2(\bmod 5)$. We need to show that the set $\mathscr{D}_{n}$ is half-factorial. Let $A=\prod_{\bar{d} \in \mathscr{D}_{n}} \bar{d}^{a_{d}} \in \mathscr{A}\left(\mathscr{D}_{n}\right)$. As in the proof of Proposition 7.4, it suffices to show $k(A) \neq 2$, and we assume to the contrary $k(A)=2$. That is, we have

$$
a_{1}+a_{2} 2+a_{5} 5+a_{10} 10+a_{p} p+a_{2 p}(2 p)+a_{5 p}(5 p)+a_{10 p}(10 p)=20 p
$$

We show that $10 p$ is a subsum, which will be a contradiction.

By Lemma 3.2 we may assume $a_{1}, a_{5}, a_{p}, a_{5 p} \in[0,1], a_{2}, a_{2 p} \in[0,4]$, and $a_{10} \in$ $[0, p-1]$. It follows that

$$
a_{p} p+a_{2 p}(2 p)+a_{5 p}(5 p)=k p
$$

with $10 \leq k \leq 14$. For $k \in\{10,12,14\}$ we obtain immediately $10 p$ as a subsum.
If $k=11$, then $a_{1}+a_{2} 2+a_{5} 5+a_{10} 10=9 p$. We consider the equation modulo 10 and obtain that $a_{1}+a_{2} 2+a_{5} 5 \equiv 63(\bmod 10)$ and thus $a_{1}+a_{2} 2+a_{5} 5 \in$ $\{3,13\}$. If $a_{1}+a_{2} 2+a_{5} 5=3$, then $a_{10}=3\left(\frac{3 p-1}{10}\right)$, therefore $2+2\left(\frac{3 p-1}{10}\right) 10+$ $2(2 p)=10 p$ is a subsum; if $a_{1}+a_{2} 2+a_{5} 5=13$, then $a_{10}=\frac{9 p-13}{10}$, and $5+$ $\left(\frac{5 p-5}{10}\right) 10+5 p=10 p$ is a subsum.

The argument for $k=13$ is similar.
In the following remark we apply the results obtained in this section to give an explanation for all exceptions to $\mu(\mathbb{Z} / n \mathbb{Z})=\tau(n)$ mentioned in the Introduction.

Remark 7.6 For $n \in\{30,66,102\}$ we have $\mu(\mathbb{Z} / n \mathbb{Z})<\tau(n)$ by Proposition 7.5, since $n$ is of the form $6 p$ with $p$ congruent to -1 modulo 3 ; in contrast to 42 and 78. For $n=105$ this follows by Corollary 7.3 with $p=3, q=5$, and $\alpha=2$; and for $n=84$ by Remark $7.2(\mathrm{~b})$ with $p=3$ and $q=4$ since $7 \cdot 5 \equiv-1(\bmod 12)$ and $3 \cdot 3+2 \cdot 4=12+5$.

Finally, 60,90 , and 210 are exceptions, since $\mathscr{D}_{60}, \mathscr{D}_{90}$, and $\mathscr{D}_{210}$ contain the non-half-factorial set $2 \cdot \mathscr{D}_{30}, 3 \cdot \mathscr{D}_{30}$, and $7 \cdot \mathscr{D}_{30}$, respectively (see Lemma 9.1 for a less informal argument).

## 8 Products of four primes - Proof of Theorem 2.5

In this section we consider squarefree numbers with exactly four prime divisors; we prove Theorem 2.5 and mention possible improvements to it (cf. Remark 8.4). The proof of Theorem 2.5 is split into the following three auxiliary results.

Lemma 8.1 Let $n=p q r s$ with distinct primes $p, q, r$, and $s$. Then $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 12$.
Proof Assume $p<q<r<s$. We assert that the set

$$
G_{0}=\{\overline{1}, \bar{p}, \bar{q}, \bar{r}, \bar{s}, \overline{p q}, \overline{p r}, \overline{q r}, \overline{s r}, \overline{p q r}, \overline{s q r}, \overline{p q r s}\} \subset \mathscr{D}_{n} \subset \mathbb{Z} / n \mathbb{Z}
$$

is half-factorial.
Let $A=\prod_{\bar{d} \in G_{0}} \bar{d}^{a_{d}} \in \mathscr{A}\left(G_{0}\right)$. We have $n \mathrm{k}(A)=\sum_{\bar{d} \in G_{0}} a_{d} d$ and need to show that $\mathrm{k}(A)=1$. By Lemma 3.1 we know $\mathrm{k}(A) \in \mathbb{N}$, and we assume to the contrary that $\mathrm{k}(A) \geq 2$.

By Lemma 3.2 we may assume $a_{1}, a_{q}, a_{r}, a_{q r}, a_{s q r} \leq p-1, a_{p}, a_{p r}, a_{s r} \leq q-1$, $a_{s}, a_{p q} \leq r-1, a_{p q r} \leq s-1$, and finally $a_{p q r s}=0$, from which we obtain

$$
n \mathrm{k}(A) \leq 2 n+2 p q r+p q-q r-(r+s+q+1)
$$

This implies that $(p-1)-a_{s q r}+(s-1)-a_{p q r} \leq 2$, since otherwise we get $k(A)<2$, a contradiction. We distinguish three cases:

- Case A: $a_{s q r}=p-2$ and $a_{p q r}=s-1$.

By Proposition 4.1 we know that, for some integer $x_{1}$,

$$
\begin{aligned}
\mathscr{S} & =\{x p q r+y s q r: x \leq s-1 \text { and } y \leq p-2\} \\
& \supset q r \cdot\left([p s-p, p s-1] \backslash\left\{x_{1}\right\}\right) .
\end{aligned}
$$

Since $p s-1$ or $p s-2$ is in $[p s-p, p s-1] \backslash\left\{x_{1}\right\}$, we get that $n-q r=q r(p s-$ 1) or $n-2 q r$ belongs to $\mathscr{S}$. It follows that $a_{q r} \geq 2$ would yield $n$ as subsum, a contradiction to $A$ being an atom. Thus we assume $a_{q r} \leq 1$. However, using the additional conditions $a_{s q r}=p-2$ and $a_{q r} \leq 1$, we get the new bound

$$
\begin{aligned}
n \mathrm{k}(A) & \leq 2 n+p q r-s q r+q r+p q-(r+s+q+1) \\
& \leq 2 n-(r+s+q+1)
\end{aligned}
$$

since $s-p-1 \geq 4$ and $r>p$. This is a contradiction to $\mathrm{k}(A) \geq 2$.

- Case B: $a_{s q r}=p-1$ and $a_{p q r}=s-1$.

Similarly to the previous case we obtain, by (4.2),

$$
\begin{aligned}
\mathscr{S}^{\prime} & =\{x p q r+y s q r: x \leq s-1 \text { and } y \leq p-1\} \\
& \supset q r \cdot[p s-p-s+1, p s-1] .
\end{aligned}
$$

If $a_{q r}>0$, we get that $n$ is a subsum, a contradiction. Thus, we obtain $a_{q r}=0$.
Using this additional condition, we have the bound

$$
\begin{equation*}
n \mathrm{k}(A) \leq 2 n+p q r+p q-(r+s+q+1) \tag{8.1}
\end{equation*}
$$

We observe that we must have $a_{s r} \neq 0$. Otherwise, we have

$$
\begin{aligned}
n \mathrm{k}(A) & \leq 2 n+p q r+p q-s q r+s r-(r+s+q+1) \\
& =2 n+p q(r+1)-q(r-1) s-(r+s+q+1)
\end{aligned}
$$

and we derive a contradiction to $\mathrm{k}(A) \geq 2$, since $p \leq q, q \leq r-1$ and $r+1 \leq s$. We distinguish the two subcases $a_{p r}=0$ and $a_{p r} \neq 0$.
Case B.1: $a_{p r}=0$.
In this case, we get $n \mathrm{k}(A) \leq 2 n+p r+p q-(r+s+q+1)$. Therefore, $a_{s r} \in\{q-$ $2, q-1\}$.

If $a_{s r}=q-1$, then by applying Lemma 4.2 with $a=p, b=q$, and $c=s$ we obtain that $r(p q s-1)$ is a subsum, therefore $a_{r}=0$. Then $n \mathrm{k}(A) \leq 2 n+p q-$ $(s+q+1)$. Thus, we have $a_{p q}=r-1$. Now we apply Lemma 4.2 with $a=s$, $b=q$, and $c=p$ and obtain that $q(p r s-1)$ is a subsum, which implies $a_{q}=0$ and consequently $n \mathrm{k}(A)<2 n$, a contradiction.

We can now assume that $a_{s r}=q-2$. Therefore, we have the bound

$$
n \mathrm{k}(A) \leq 2 n+p r+p q-s r-(r+s+q+1)
$$

We will refine the previous argument (using again (4.2)):

$$
\begin{aligned}
\mathscr{S}^{\prime \prime} & =\{x s r+y p q r+z s q r: x \leq q-2, y \leq s-1, z \leq p-1\} \\
& =r \cdot(\{x s: x \leq q-2\}+q \cdot\{y p+z s: y \leq s-1, z \leq p-1\} \\
& \supset r \cdot(s \cdot[0, q-2]+q \cdot[p s-s, p s-1]) \\
& =q r(p s-s)+r \cdot \Sigma_{s-1, q-2}(q, s) \\
& \supset q r(p s-s)+r \cdot\left([q s-q, q s-1] \backslash\left\{x_{2}\right\}\right)
\end{aligned}
$$

for some $x_{2}$, by Proposition 4.1; and in fact $\mathscr{S}^{\prime \prime}$ contains $r(p q s-1)$ or $r(p q s-2)$. This implies $a_{r} \leq 1$ and improves the estimate for $n \mathrm{k}(A)$ to

$$
n \mathrm{k}(A) \leq 2 n+p r+p q-s r-(r+s+q+1)-(p-2) r<2 n
$$

a contradiction.
Case B.2: $a_{p r} \neq 0$.
If there exist $1 \leq x^{\prime} \leq a_{p r}$ and $1 \leq y^{\prime} \leq a_{s r}$ such that

$$
\begin{equation*}
x^{\prime} p+y^{\prime} s \equiv 0 \quad(\bmod q) \tag{8.2}
\end{equation*}
$$

that is $x^{\prime} p+y^{\prime} s=j q$ for some integer $j$, then we obtain $n$ as subsum. This follows, since $j<p+s-1$, and thus $q r(p q-j) \in \mathscr{S}^{\prime}$.

Thus we assume that there exists no solution to (8.2) and consider two distinct subcases.

Case B.2.1: $p \not \equiv s(\bmod q)$.
This means that $\beta=\left[-p s^{-1}\right]_{q}$ is different from $q-1$. Writing $\mathscr{A}=\left\{1, \ldots, a_{p r}\right\}$ and $\mathscr{B}=\left\{1, \ldots, a_{s r}\right\}$, we are in a position to apply Lemma 4.3 in $\mathbb{Z} / q \mathbb{Z}$. This implies that $a_{p r}+a_{s r} \leq q-2$. But, if $a_{p r}+a_{s r}<q-2$, then we can improve the estimate in (8.1) to

$$
n \mathrm{k}(A) \leq 2 n+p q r+p q-(r+s+q+1)-(q+1) p r<2 n
$$

and are done.
Thus we may assume that $a_{p r}+a_{s r}=q-2$. We are therefore in the equality case of Lemma 4.3 and either $a_{p r}=q-3$ and $a_{s r}=1$, or $a_{p r}=1$ and $a_{s r}=q-3$.

If $a_{p r}=q-3$ and $a_{s r}=1$, then we are done as well, since

$$
\begin{aligned}
n \mathrm{k}(A) & \leq 2 n+p q r+p q-(r+s+q+1)-2 p r-(q-2) s r \\
& <2 n-(s-p)(q-2) r+p q,
\end{aligned}
$$

in view of $q<r$ and $(s-p)(q-2) \geq 5(p-1)>p$, a contradiction to $k(A) \geq 2$.
Thus we have $a_{p r}=1$ and $a_{s r}=q-3$. Moreover, $\beta \equiv-2(\bmod q)$. This implies that $p \equiv 2 s(\bmod q)$. Since $p+q<2 s$ and $p \neq 2 s-2 q$, we get $p \leq 2 s-3 q$. On the other hand, $n \mathrm{k}(A)$ is bounded as follows:

$$
n \mathrm{k}(A) \leq 2 n+p q+2 p r-2 s r-(r+s+q+1)
$$

We may thus assume that $p q+2 p r>2 s r$. Thus

$$
2 s<\frac{p q}{r}+2 p<3 p \leq 6 s-9 q
$$

and $s>9 q / 4$. Therefore $2 s r>9 q r / 2>p q+2 p r$, a contradiction.
Case B.2.2: $p \equiv s(\bmod q)$.
Notice that this implies $s \geq p+2 q$ since otherwise $s=p+q$, and therefore $p=2$ and $s=q+2$, which is not possible since $s \geq r+2 \geq q+4$.

Since there is no solution to (8.2), Lemma 4.3 shows that $a_{p r}+a_{s r} \leq q-1$. This implies $a_{s r}=q-1$ and $a_{p r}=0$, since otherwise we would get

$$
\begin{aligned}
n \mathrm{k}(A) & \leq 2 n+p q r+p q-(r+s+q+1)-(q-2) p r-s r \\
& =2 n+p q+2 p r-s r-(r+s+q+1)
\end{aligned}
$$

and $s r \geq(p+2 q) r \geq p q+2 p r$ would imply $n \mathrm{k}(A)<2 n$.
Thus we have $a_{s r}=q-1$ and $a_{p r}=0$. Now $n \mathrm{k}(A) \leq 2 n+p q+p r-(r+s+$ $q+1$ ).

By applying Lemma 4.2 with $a=p, b=q$, and $c=s$, we obtain that $r(p q s-$ $1)$ is a subsum, and consequently $a_{r}=0$. Then $n \mathrm{k}(A) \leq 2 n+p q-(s+q+1)$. Therefore, we have $a_{p q}=r-1$. Now we apply again Lemma 4.2 with $a=s$, $b=q$, and $c=p$ to obtain that $q(p r s-1)$ is a subsum, which implies $a_{q}=0$. Then $n \mathrm{k}(A) \leq 2 n-(s+q+1)<2 n$. This closes the proof of this subcase and thus of Case B.

- Case C: $a_{s q r}=p-1$ and $a_{p q r}=s-2$.

We show that we can reduce this case to Case B. Again, by Proposition 4.1, for some integer $x_{3}$,

$$
\begin{aligned}
\mathscr{S}^{\prime \prime \prime} & =\{x p q r+y s q r: x \leq s-2 \text { and } y \leq p-1\} \\
& \supset q r \cdot\left([p s-p, p s-1] \backslash\left\{x_{3}\right\}\right)
\end{aligned}
$$

The case $x_{3}=p s-1$ is impossible by Proposition 4.1 since it implies $p \equiv 1$ $(\bmod s)$ and therefore $p=1$, a contradiction. Thus $a_{q r}=0$, since otherwise we obtain $n$ as subsum.

Using the conditions $a_{p q r}=s-2$ and $a_{q r}=0$, we get $n \mathrm{k}(A) \leq 2 n+p q-(s+$ $r+q+1)$. Thus, assume $a_{p q}=r-1, a_{p r}=q-1$, and $a_{p}>0$, since otherwise we obtain $\mathrm{k}(A)<2$. We note that, in view of (4.2),

$$
\{x p q+y p r: x \leq r-1 \text { and } y \leq q-1\}=p \cdot \Sigma_{r-1, q-1}(q, r) \ni p q r-p .
$$

Let $a \in[0, r-1]$ and $b \in[0, q-1]$ with $a p q+b p r=p q r-p$. Then $S=\bar{p} \overline{p q}^{a} \overline{p r}^{b}$ is a subsequence of $A$. We note that $\sigma(S)=\overline{p q r} \in G_{0}$ and $\mathrm{k}(S)=\mathrm{k}(\overline{p q r})=1 / s$. Thus, $A^{\prime}=\overline{p q r} S^{-1} A$ is an atom in $G_{0}$ with $\mathrm{k}\left(A^{\prime}\right)=\mathrm{k}(A) \geq 2$. (cf. the discussion preceding Lemma 3.2). We note that $\mathrm{v}_{\overline{p q r}}\left(A^{\prime}\right)=1+\mathrm{v}_{\overline{p q r}}(A)=s-1$ and $\mathrm{v}_{\overline{q q r}}\left(A^{\prime}\right)=$ $p-1$. However, in Case B we showed that such an atom cannot exist. This settles Case C and finishes the proof.

The following lemma shows that $\mu(\mathbb{Z} / p q r s \mathbb{Z}) \leq 13$ for infinitely many 4tuples of distinct primes $p, q, r$, and $s$. For notational convenience we switch the notation to $q_{1}, q_{2}, q_{3}$, and $q_{4}$ for the intervening primes.

Lemma 8.2 Let $n=q_{1} q_{2} q_{3} q_{4}$ with distinct primes $q_{1}, q_{2}, q_{3}$, and $q_{4}$. If for each $\{i, j, k\} \subset[1,4]$ with $|\{i, j, k\}|=3$ the set

$$
\left\{\overline{1}, \overline{q_{i} q_{j}}, \overline{q_{i} q_{k}}, \overline{q_{j} q_{k}}\right\} \subset \mathbb{Z} / q_{i} q_{j} q_{k} \mathbb{Z}
$$

is not half-factorial, then $\mu(\mathbb{Z} / n \mathbb{Z}) \leq 13$. In particular, this is the case if $q_{3} \equiv-1$ $\left(\bmod q_{1} q_{2}\right)$ and $q_{4} \equiv-1\left(\bmod q_{1} q_{2} q_{3}\right)$.

Proof We have to show that the cardinality of each half-factorial subset of $\mathbb{Z} / n \mathbb{Z}$ is not greater than 13. Equivalently, we have to show that if $G_{0} \subset \mathbb{Z} / n \mathbb{Z}$ with $\left|G_{0}\right|=$ 14 , then $G_{0}$ is not half-factorial. By Lemma 3.1(a) we can restrict to considering subsets $G_{0} \subset \mathscr{D}_{n}$.

Let $G_{0} \subset \mathscr{D}_{n}$ with $\left|G_{0}\right|=14$, that is $\left|\mathscr{D} \backslash G_{0}\right|=2$. For $v \in[0,4]$, let $\mathscr{D}^{v}=$ $\left\{\overline{\prod_{i \in I} q_{i}}: I \subset[1,4],|I|=v\right\} \subset \mathscr{D}_{n}$. Clearly, $\mathscr{D}_{n}=\bigcup_{i=0}^{4} \mathscr{D}^{v}$.

We distinguish three cases.
Case A: $\left|G_{0} \cap \mathscr{D}^{3}\right|=4$. Since $\left|\mathscr{D}^{1}\right|=4$, we have $G_{0} \cap \mathscr{D}^{1} \neq \emptyset$. We assume without restriction $\overline{q_{1}} \in G_{0} \cap \mathscr{D}^{1}$. We consider $H_{0}=\left\{\overline{q_{1}}, \overline{q_{1} q_{2} q_{3}}, \overline{q_{1} q_{2} q_{4}}, \overline{q_{1} q_{3} q_{4}}\right\} \subset G_{0}$. By assumption $\left\{\overline{1}, \overline{q_{2} q_{3}}, \overline{q_{2} q_{4}}, \overline{q_{3} q_{4}}\right\} \subset \mathbb{Z} / q_{2} q_{3} q_{4} \mathbb{Z}$ is not half-factorial. Consequently, $H_{0}$ is not half-factorial.

Case B: $\left|G_{0} \cap \mathscr{D}^{3}\right|=3$. We assume without restriction $\overline{q_{2} q_{3} q_{4}} \notin G_{0}$. If $\overline{q_{1}} \in G_{0}$, then $\left\{\overline{q_{1}}, \overline{q_{1} q_{2} q_{3}}, \overline{q_{1} q_{2} q_{4}}, \overline{q_{1} q_{3} q_{4}}\right\} \subset G_{0}$ and, as in Case A, $G_{0}$ is not half-factorial.

Thus assume $\overline{q_{1}} \notin G_{0}$. Then $H_{0}=\left\{\overline{q_{2}}, \overline{q_{1} q_{2} q_{3}}, \overline{q_{1} q_{2} q_{4}}, \overline{q_{3} q_{4}}\right\} \subset G_{0}$. We notice that $H_{0}^{\prime}=\left\{\overline{q_{2}}, \overline{q_{1} q_{2} q_{3}}, \overline{q_{1} q_{2} q_{4}}, \overline{q_{2} q_{3} q_{4}}\right\}$, is not half-factorial, yet this is not a subset of $G_{0}$. However, since every atom in $H_{0}$ has to contain $\overline{q_{3} q_{4}}$ with a multiplicity that is divisible by $q_{2}$, we can conclude, replacing $\overline{q_{3} q_{4}} q_{2}$ by $\overline{q_{2} q_{3} q_{4}}$ that $H_{0}$ is not half-factorial, since $H_{0}^{\prime}$ is not half-factorial.

Case C: $\left|G_{0} \cap \mathscr{D}^{3}\right|=2$. We assume $G_{0} \cap \mathscr{D}^{3}=\left\{\overline{q_{1} q_{2} q_{3}}, \overline{q_{1} q_{2} q_{4}}\right\}$. We have $\overline{q_{1}} \in$ $G_{0}$ and $\overline{q_{3} q_{4}} \in G_{0}$. As in Case B we obtain that $\left\{\overline{q_{1}}, \overline{q_{1} q_{2} q_{3}}, \overline{q_{1} q_{2} q_{4}}, \overline{q_{3} q_{4}}\right\} \subset G_{0}$ is not half-factorial.

It remains to show the "in particular"-statement. It suffices to prove that for all $1 \leq i<j<k \leq 4$ the set

$$
\left\{\overline{1}, \overline{q_{i} q_{j}}, \overline{q_{i} q_{k}}, \overline{q_{j} q_{k}}\right\} \subset \mathbb{Z} / q_{i} q_{j} q_{k} \mathbb{Z}
$$

is not half-factorial. By Remark 7.2(a) this set is not half-factorial, if $q_{k} \equiv-\alpha^{-1}$ $\left(\bmod q_{i} q_{j}\right)$ where $b q_{i}+c q_{j}=\alpha>q_{i} q_{j}$ with non-negative $b$ and $c$ such that $q_{i} q_{j}$ is not a subsum, that is $b \leq q_{j}-1$ and $c \leq q_{i}-1$. By (4.1) we know that we can write $\alpha=q_{i} q_{j}+1$ as such a sum. Since by the choice of the primes we have $q_{k} \equiv-1$ $\left(\bmod q_{i} q_{j}\right)$ for all $1 \leq i<j<k \leq 4$, the result follows.

To prove Theorem 2.5 it remains to show the following.
Lemma 8.3 There exist infinitely many 4-tuples of distinct primes $p, q, r$, and $s$ such that $\mu(\mathbb{Z} /$ pqrs $\mathbb{Z}) \geq 14$.

Proof It suffice to consider a quite special situation; we prove, for $n=30 p$ with $p \equiv 1(\bmod 30)$, that $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 14$.

We show that the set $G_{0}=\{\overline{1}, \overline{2}, \overline{3}, \overline{5}, \overline{6}, \overline{15}, \overline{30}, \bar{p}, \overline{2 p}, \overline{3 p}, \overline{5 p}, \overline{6 p}, \overline{15 p}, \overline{30 p}\} \subset$ $\mathbb{Z} / n \mathbb{Z}$ is half-factorial. We note that by the proof of Theorem 2.4 the set $H_{0}=$ $\{\overline{1}, \overline{2}, \overline{3}, \overline{5}, \overline{6}, \overline{15}, \overline{30}\} \subset \mathbb{Z} / 30 \mathbb{Z}$ is half-factorial. By abuse of notation we write $G_{0}=$ $H_{0} \cup p \cdot H_{0}$.

As usual, it suffices to show for $\sum_{\bar{d} \in G_{0}} a_{d} d=k n$ for some integer $k \geq 2$, and $a_{d} \in\left[0, \mathrm{r}\left(g, G_{0}\right)-1\right]$, that $n$ is a subsum. It follows by the restriction on the $a_{d}$ 's that in fact only $k=2$ is possible. We have

$$
\sum_{\bar{d} \in G_{0}} a_{d} d \equiv \sum_{\bar{d} \in H_{0}} a_{d} d \equiv 0 \quad(\bmod p)
$$

Thus

$$
a_{30} \equiv \frac{p-1}{30} \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d \quad(\bmod p) .
$$

Since $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d \leq 57$ we have

$$
a_{30}=\frac{p-1}{30} \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d \quad \text { or } \quad a_{30}=\frac{p-1}{30} \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d-p
$$

If the former is the case, then $\sum_{\bar{d} \in p \cdot H_{0}} a_{d} d=k n-p \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d$. We note that $\sum_{d \in p \cdot H_{0}} a_{d} d=p \sum_{d \in H_{0}} a_{p d} d$ and therefore, since we have $a_{30 p}=0$,

$$
p \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}}\left(a_{d}+a_{p d}\right) d=k n .
$$

Since the set $H_{0} \backslash\{\overline{30}\}$ is a half-factorial subset of $\mathbb{Z} / 30 \mathbb{Z}$, it follows that the sum $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}}\left(a_{d}+a_{p d}\right) d=30 k$ has 30 as a subsum. For $\bar{d} \in H_{0} \backslash\{\overline{30}\}$ let $b_{d} \leq$ $a_{d}+a_{p d}$ such that $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30\}}} b_{d} d=30$ and further let $a_{d}^{\prime} \leq a_{d}$ and $a_{p d}^{\prime} \leq a_{p d}$ such that $a_{d}^{\prime}+a_{p d}^{\prime}=b_{d}$. We set

$$
a_{30}^{\prime}=\frac{p-1}{30} \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d}^{\prime} d
$$

Then $a_{30}^{\prime} \leq a_{30}$ and

$$
\begin{aligned}
\sum_{\bar{d} \in G_{0}} a_{d}^{\prime} d & =\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d}^{\prime}\left(1+30 \frac{p-1}{30}\right)+\sum_{\bar{d} \in p \cdot H_{0}} a_{d}^{\prime} d \\
& =p \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}}\left(a_{d}^{\prime}+a_{p d}^{\prime}\right) d=30 p,
\end{aligned}
$$

that is $\sum_{\bar{d} \in G_{0}} a_{d} d$ has $n$ as a subsum.
Now, assume $a_{30}=\frac{p-1}{30} \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d-p$. Similarly to above, we obtain $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}}\left(a_{d}+a_{p d}\right) d=30(k+1)$. Of course, the sum $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}}\left(a_{d}+a_{p d}\right) d=$ $30(k+1)$ has subsums with sum 30 . Yet, in contrast to the previous case, we cannot necessarily pass from such a subsum to a subsum of the original sum, since $a_{30}^{\prime}$, the coefficient of 30 defined to yield a total sum of $30 p$, might be larger than $a_{30}$. Specifically, we have to assert the following: There exist $a_{d}^{\prime} \leq a_{d}$, for each $d \in G_{0} \backslash\{30\}$, such that $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}}\left(a_{d}^{\prime}+a_{p d}^{\prime}\right) d=30$ and

$$
a_{30}^{\prime}=\left[\frac{p-1}{30} \sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d}^{\prime} d\right]_{p} \leq a_{30}
$$

If $a_{d}^{\prime}=0$, or if $a_{p d}^{\prime}=0$, for each $\bar{d} \in H_{0}$, then $a_{30}^{\prime}=0$ and we are done. Thus assume that subsums of this form do not exist. We consider sums $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} b_{d} d$ without 30 as subsum. We already mentioned that 57 is a (trivial) upper bound for such a sum. Indeed, the maximal value of such a sum is $49=2 \cdot 5+4 \cdot 6+15$; the other relevant values are $46=2+5+4 \cdot 6+15,44=5+4 \cdot 6+15=1+2 \cdot 5+3 \cdot 6+15$, and $41=2+4 \cdot 6+15$. And, apart the stated ones, there is no way to obtain these values as such a sum. Values smaller than 41 are of no interest, since we need to
have two such sums that sum up to 90 . Also, 43 is a possible value of such a sum, yet irrelevant, since 47 is not attained.

So, we are reduced to consider four explicit cases, namely that $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{d} d$ equals $49,46,44$ (with a subcase), and 41 , respectively. Having the explicit expressions for the sums, the remaining arguments are obvious. We only give the case "41".

Assume $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30\}}} a_{d} d=41$. Then $\sum_{\bar{d} \in H_{0} \backslash\{\overline{30}\}} a_{p d} d=49$ and $a_{30}=-1+$ $11(p-1) / 30 \geq 10(p-1) / 30$. We have $a_{6}=4$ and $a_{6 p}=4$. The subsum defined by $a_{6}^{\prime}=1$ and $a_{6 p}^{\prime}=4$ and $a_{d}=0$ for all other $d$ 's, yields $a_{30}^{\prime}=6(p-1) / 30$ and thus fulfils all conditions.

Theorem 2.5 is now an immediate consequence of the preceding three lemmata and the general upper bound of $\tau(n)=16$.

In the following remark we state some further results on $\mu(\mathbb{Z} /$ pqrs $\mathbb{Z})$ that yield in combination with the results obtained so far a refined form of Theorem 2.5.

Remark 8.4 The following can be proved similarly to the results of this section.
(a) It can be seen, similarly to Lemma 8.2 , that in fact $\mu(\mathbb{Z} / 30 p \mathbb{Z})=14$ for $p \equiv 1$ $(\bmod 30)$.
(b) Similarly to Lemma 8.3 , one can obtain $n$, a product of four primes, for instance $n=42 p$ with $p \equiv 1(\bmod 42)$, for which $\mu(\mathbb{Z} / n \mathbb{Z}) \geq 15$.

9 The difference $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})$
Up to now we only established results where $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z}) \leq 3$. In the proof of Theorem 2.7 we construct a family of integers for which $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z})$ tends to infinity. This is done by a recursive construction. We need the following lemma that is somehow dual to (1.2).

Lemma 9.1 Let $n$ be a positive integer, $m$ a divisor of $n$ and $m^{\prime}=n / m$.
(a) $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z}) \geq \tau(m)-\mu(\mathbb{Z} / m \mathbb{Z})$.
(b) If $\operatorname{gcd}\left(m, m^{\prime}\right)=1$, then

$$
\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z}) \geq \tau(m)-\mu(\mathbb{Z} / m \mathbb{Z})+\tau\left(m^{\prime}\right)-\mu\left(\mathbb{Z} / m^{\prime} \mathbb{Z}\right)
$$

Proof Let $G_{0} \subset \mathbb{Z} / n \mathbb{Z}$ a half-factorial set. As usual we assume $G_{0} \subset \mathscr{D}_{n}$ and moreover we may assume $\bar{n} \in G_{0}$, otherwise we could consider the half-factorial set $G_{0} \cup\{\bar{n}\}$.

Let $d_{m}=\tau(m)-\mu(\mathbb{Z} / m \mathbb{Z})$ and $d_{m^{\prime}}=\tau\left(m^{\prime}\right)-\mu\left(\mathbb{Z} / m^{\prime} \mathbb{Z}\right)$. To prove (a) we have to show that $\left|G_{0}\right| \leq \tau(n)-d_{m}$. We consider $G_{0}^{m}=m^{\prime} \cdot(\mathbb{Z} / n \mathbb{Z}) \cap G_{0}$. Since $m^{\prime} \cdot(\mathbb{Z} / n \mathbb{Z}) \cong \mathbb{Z} / m \mathbb{Z}$, it follows that $\left|G_{0}^{m}\right| \leq \tau(m)-d_{m}$. Thus, there exists a subset $H_{0}^{m} \subset \mathscr{D}_{n} \cap m^{\prime} \cdot(\mathbb{Z} / n \mathbb{Z})$ with $\left|H_{0}^{m}\right|=d_{m}$ such that $G_{0}^{m} \cap H_{0}^{m}=\emptyset$. And, the statement follows.

Analogously, we obtain a set $H_{0}^{m^{\prime}} \subset \mathscr{D}_{n} \cap m \cdot(\mathbb{Z} / n \mathbb{Z})$ with $\left|H_{0}^{m^{\prime}}\right|=d_{m^{\prime}}$ such that $G_{0}^{m^{\prime}} \cap H_{0}^{m^{\prime}}=\emptyset$. If $\operatorname{gcd}\left(m, m^{\prime}\right)=1$, then $m \cdot(\mathbb{Z} / n \mathbb{Z}) \cap m^{\prime} \cdot(\mathbb{Z} / n \mathbb{Z})=\{\bar{n}\}$. Since $\bar{n} \in G_{0}$, it follows that $H_{0}^{n} \cap H_{0}^{m}=\emptyset$. And $G_{0} \cap\left(H_{0}^{m} \cup H_{0}^{n}\right)=\emptyset$ implies (b).

We now come to the very proof of Theorem 2.7.
Proof (Theorem 2.7) We prove the following statement: For each $D \in \mathbb{N}$, there exists an integer $n$ with $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z}) \geq D$ and $\tau(n)=2^{3 D}$.

For $D=1$ the statement is immediate, for example by Corollary 7.3. Let $D \geq 2$ and suppose there exists some $n^{\prime} \in \mathbb{N}$ such that $\tau\left(n^{\prime}\right)-\mu\left(\mathbb{Z} / n^{\prime} \mathbb{Z}\right) \geq D-1$ and $\tau\left(n^{\prime}\right)=2^{3(D-1)}$. Let $p, q$, and $r$ be primes such that $p q r$ is coprime to $n^{\prime}$ and $\mu(\mathbb{Z} / p q r \mathbb{Z}) \leq 7$; such primes exist by Corollary 7.3. We set $n=p q r n^{\prime}$. By Lemma 9.1 and our hypothesis, $\tau(n)=8 \tau\left(n^{\prime}\right)=2^{3(D-1)+3}$ and we have

$$
\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z}) \geq \tau\left(n^{\prime}\right)-\mu\left(\mathbb{Z} / n^{\prime} \mathbb{Z}\right)+\tau(p q r)-7 \geq D-1+1 .
$$

The use of products of four primes and of Lemma 8.2 instead of Corollary 7.3 yields a slightly better construction, but no improvement to $\tau(n)-\mu(\mathbb{Z} / n \mathbb{Z}) \gg$ $\log \tau(n)$.
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