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CHAPTER 1

Linear wave equation: classical theory

I.1. Presentation of the equation
The linear wave equation is the equation:
(LW) OPu—Au=0, (t,z)eR xRN,
where N > 1 is the spatial dimension (in this course, we will often assume N = 3), and

N

82
A= el
k=1 9Tk
(We will use either the notations 0, or 8% for the derivative with respect to the variable y € {¢t,z1,...,2n}).

This is an evolution equation: we fix initial data at a certain time ¢ = ¢, and are interested in the evolution
of the equation over time t. Since the equation is of order 2, we actually fix an initial data for @ = (u, d;u):

(1.1.1) a[t:to = (uo,ul)

where (ug, u1) is to be taken in a certain functional space.

We will consider in this course initial data with real values. The passage to complex or vector values is
immediate for most properties of the equation (LW) (by working coordinate by coordinate), but can induce
drastic changes in the nonlinear case, if the nonlinearity mixes the components.

Equation (LW) is invariant under several obvious space-time transformations. If u is a solution, it is also
the case of

,U,U(t — to, )\(RSE — IEo)),

where u € R, tg € R, A > 0, R € On(R), 1o € RY. It is in fact invariant under a larger group of linear
transformations, the Lorentz group (cf Exercise 1.9 p. 15).

As a consequence, we can limit ourselves, without loss of generality, to the case of an initial time ¢, = 0,
ie.

(ID) I_L'[t:() = (UO,U1>

Furthermore, the equation is invariant under time inversion: if u is solution, it is also the case of ¢ — u(—t, x).
It is thus a reversible equation.
We will also consider the equation with a force:

(1.1.2) 02— Au = f,

(still with an initial condition of type (ID)), whose understanding will be crucial for the study of the nonlinear
wave equation.
The Cauchy problem (LW), (ID) can be approached in at least 3 different ways:

e The classical approach which consists in finding an explicit formula to express the solution. It works
when the initial data is sufficiently regular (C® x C? in dimension 3 of space) and gives classical
solutions (that is to say C2 in (¢, z) and satisfying (LW) in the sense of classical differentiation).

e The use of the Fourier transformation in space, which is very simple (once the Fourier transformation
is known) and particularly effective in Sobolev spaces based on L? (which are natural spaces for the
study of the equation due to the conservation of energy and other L2-based quantities). This method
allows to obtain weak solutions with degrees of regularity lower than the previous ones, and to use
tools based on the Fourier transformation, which can be useful, for example, to prove certain dispersive
properties of the equation.

e The "functional analysis” approach, by the theory of semi-groups, which gives the same type of
solutions as the previous method.
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In this chapter, we will detail the classical method, first by writing the explicit formula for solutions in dimension
1 of space, then in higher dimensions. We will study in the following chapter the equation in the energy space
by the Fourier transformation. This chapter is partly based on Chapter 5 of the beautiful book by Folland on
partial differential equations [1].

1.2. Explicit Formula in Dimension 1

In dimension 1, the equation (LW) can be written as:
(1.2.1) (02 — 0%)u =0,
which can be written (9; — 0,)(9¢ + 9z)u = 0. We thus make the change of variables n =z +¢, £ = x — t.
Setting v(n, &) = u ("775, "TE , or u(t,z) = v(t + x,t — x), we have:

0% 0% 0% 02v

oz o "o ooy

and
Pu  0Pv O 02v

92 "o "o “ocon

which gives:
*u  Pu 0%v

o2 0x2 onoE

Thus, we obtain:
v _
ono¢
Let u be a C? solution of (1.2.1), (ID). Thus, u; € C1(R) and ug € C*(R).
The equality % = 0 shows that ?TZ is a (class C') function w(¢) independent of 1. Integrating with
respect to £ for 7 fixed, we deduce:

(LW) «<—

¢
v(n,§) = / w(o)do +(n),
N

©(8)
for a certain function v, necessarily C? since v is of class C? and w of class C'. Thus, we necessarily have:

v(n,€) = (&) +¥(n), ¥ e C*R?),

or equivalently:

(1.2.2) u(t,z) = oz —t) + Yz +1).
Using the initial condition (ID), a direct calculation gives:
1/ 1
wln) =3 [ wilo)da+ Suoln) +c.
0

§
o) = =3 | wlds+ Fu( .

where ¢ € R (the choice of this constant is irrelevant). Hence, we deduce:

1 1 -+t
(1.2.3) u(t,z) = §(uo(x +1t) +uo(x—1t)) + 5/ u1 (y)dy.
x—t
Conversely, it is easy to verify that formula (1.2.3) gives a C? solution of (I1.2.1), (ID). Therefore, we have
shown:

PROPOSITION 1.2.1. Let (ug,u1) € C*(R) x C1(R). Then, there exists a unique solution u € C*(R x R) of
(LW) satisfying the initial condition (ID). This solution satisfies formula (1.2.3).

On formula (I1.2.2), we observe that a solution of the wave equation in dimension 1 is the sum of two waves:
one, ¢(x —t), moving at speed 1 to the right, and the other v(z + t), moving at the same speed to the left.!

It is also possible to obtain a formula for the equation with the right-hand side (I.1.2). We leave this as an
exercise to the reader. Further on, we will provide a general method giving the solution of the equation with
the right-hand side in terms of the equation without the right-hand side.

INote that the equations (LW), (1.2.1) have been normalized, so that the speed of propagation is exactly 1.
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We can see from formula (I.2.3) that u(t,z) depends only on the values of (ug,u1) over [m — ¢,z + \t@
This is a first example of ”finite speed of propagation” which holds in all spatial dimensions.
I1.3. Integral on the Sphere and Divergence Theorem

We denote SVN=1 = {x € R, |z| = 1}, where | - | represents the Euclidean norm on R":

N
|z|? = Zx?
j=1

More generally, Sh ' will denote the sphere of radius R: {z € RV, |z| = R}.
We denote do as the volume element on one of these spheres. Thus, the integral of a function f € £1(S g -
(i.e., a function integrable on SN ') is written as

[ fwdotw.
SR

This integral can be calculated using spherical coordinates. In dimension 3, this writes:

2 pm
fy)do(y) = Rz/ / f(Rsin 6 cos @, Rsin 0 sin ¢, Rsin ¢) sin(0)d0dep.
o Jo

S%
We denote Bg (zo) as the ball centered at xy with radius R:
BY () = {x eRN, |z — x| < R}

and simply B = BJ (0).
We will use the following formulas:
Scaling:
| ey =¥ [ pmpdnn e £1sE.
R

SN-1

Integral in radial coordinates: if f € L1 ({|z| < R}),

R R
f(z)dx = / / f(y)do(y)dr = / / f(rw)do(w)rN = dr
BN 0 JsN—t 0 Jsn-1
Divergence theorem: if F' € C'(Bg,RY),

_ Yy :
/zng'F(x)dx a /Sg_l Iv] F(y)do(y),

where V- F = Z;V:1 O, Fj is the divergence of the vector field F'.

I.4. Energy density. Uniqueness and finite speed of propagation

Before giving an explicit formula for the wave equation in dimension 3, we prove a uniqueness result valid
in any dimension:

THEOREM L4.1. Let (ty,z0) € RN, t; > tg, R > 0. We denote T' = {(t,m) ERXRYN : ty<t<

t1, [t —xo]l <R — |t — to\}. Let u € C%(T) be a solution of (LW) on T'. We suppose (u,d;u)(to, ) = 0 for all
x € Br(xo). Then u is identically zero on T.

The proof of the theorem is based on a monotonicity law that has its own interest.
We define, for (¢,z) € T, the density of energy e, as

1 1
eu(t,x) = §|Vu(t,x)|2 + 5([“),5u(t,:13))27

where |Vu|? = Zle(axju){ and we consider, for {y <t < ¢1, the local energy

Eloc(t) :/ eu(t,x)das:/ ey (t, z)d.
BRr—(t—t0)(%0) |z—mo| <R—(t—to0)

LEMMA 1.4.2. The function E\ is decreasing on [to,t1].
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The lemma immediately implies Theorem 1.4.1. Indeed, if @(¢g) vanishes on B(xg, R), then Ej..(tg) = 0,
and thus Ey..(t) = 0 for all ¢ € [tg, 1], showing that u is zero on T'.

PrROOF OF LEMMA 1.4.2. We notice that

N N
(1.4.1) % = Z (amjuataxju + Gij u@tu) = Z ai 8$ju8tu) =V (0uVu),

j=1

where Vu = (95,u)1<i<n Without loss of generality, we can assume that zy = 0 and ¢p = 0. By the integration
formula in radial coordinates,

R—t
Fioc(t) =/ SN_l/ ey (t, sw)do(w)ds.
0 SN -1

By differentiation under the integral sign, we get that Fj,. is differentiable and

Efyo(t) = —(R—t)N~" /SN_1 eu(t, (R — t)w)do(w) + /BN aaet“ (t,x)dx.

By formula (I.4.1), then the divergence formula

/ %(t, z)dr = / V- (0wuVu) (t,z)dx = / Vuatu(t y)do(y).
By, Ot BN sy Jy

R—t

We thus have

’ 1 o 1 2 Y 1 / ?
Eloc (t) /SN71 (2 |VU" + 92 (atu) |y‘ Vuatu(tv y) dO’(y) = 2 Sg:tl |y| VU + 8tu<t y) dU(y)

R—t

1.5. Explicit formulas.

This section is devoted to explicit formulas in space dimensions N > 2. In dimension N = 3, we will show
that for any initial data (ug,u;) € C? x C3, there exists a unique solution u € C?(R'*3) of (LW), (ID), and
provide an explicit formula for this solution. We will also provide a formula in dimension N = 2. We refer the
reader to [1, Chapter 5B] for expressions of solutions when N > 4.

5.a. The radial case in dimension 3. When the initial conditions depend only on the variable r = |z|,
the explicit formula is very simple.

We start by observing that if f depends only on the variable r, then the function f is C? as a function on
R? if and only if it is C? as a function of the variable r on [0, o[, and satisfies %(0) = 0. Moreover,

TR
dr?2 ' rdr

(cf Exercise I.1). We notice that we can rewrite this formula as

Af =

rAf = (Tf )-

Now let u be a C? solution of (LW), (ID) with initial data (ug,u;) assumed to be radial. We also assume that
for all ¢, u(t) is a radial function. We will show a posteriori that this second assumption is a consequence of the
assumption on the initial data. The previous formula gives

0? 0?

The function (¢, r) — ru(t,r) is thus a solution of the wave equation in dimension 1, on R;x]0, co[. To obtain
a function on R?, we extend ru(t,7) to an odd function:

U(tvy) = yu(t7 |y|)

One can verify (using Exercise 1.1) that v is of class C? on R?, and that

02 02
(atz‘ayz)“zo'
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Formula (I.2.3) then gives:

y+t
o) = 50+ + =) +3 [ uen

where (vg,v1) = V4=, thus

r+t
(L5.1) u(t,r) = zir((r + uo(|r +t)) + (r — tyuo(jr — t|)) + % /_t our(|o])do.

Notice that when ¢t > 0 (to fix ideas),

r+t r+t
/ oui(|o])do = / ouy(|o])do.

—t |r—t]

The finite speed of propagation is satisfied: the solution u(t,r) depends only on the initial condition (ug,u;) on
the ball centered at r with radius |¢].

The formula (I.5.1) defines a function u(t,7) of class C? outside the origin = 0, as soon as the initial
conditions (ug,u;) have the expected regularity C? x C!. However, there is a subtle phenomenon of loss of
regularity of the solution u compared to the initial data at the origin : there exist data (ug,u;) € C? x C! such
that u, defined by formula (I.5.1), cannot be extended by a C? function up to r = 0. Indeed, it can be checked
that (at fixed t),

(1.5.2) lim u(t, r) = uo(t) + tug(t) + tus (t),

which shows that if (ug,u1) are C* x C*~! functions, then u(t,0) is only C*~! in general. We can interpret this
phenomenon physically as follows: a singularity on the circle r = ry at the initial time 0 that travels at speed
1 towards the origin will concentrate at the origin at time t = ry, causing a stronger singularity.

The limit (1.5.2) suggests a maximal loss of regularity of a derivative with respect to the initial data, which
is indeed the case:

PROPOSITION L.5.1. Let (ug,u1) € (C?® x C?)(R3) be radial functions. Then formula (1.5.1) extended by
w(t,0) = ug(t) + tuf(t) + tui(t), defines a C? function on R x R3, radial with respect to the variable z, and
satisfying (LW), (ID).

The Proposition 1.5.1 is left as an exercise to the reader. Combining with the uniqueness property (Theorem
1.4.1), we obtain that (I.5.1) gives the unique solution of (LW) with initial data (ug,u1).

The formula (I.5.1) is remarkably simple. In higher space dimensions, we also have an explicit formula for
radial solutions, which becomes more complicated as the dimension increases (see Exercise 1.2). The loss of
regularity observed in dimension 3 (and absent in dimension 1) increases with dimension, as the reader can
verify on the formula obtained in Exercise 1.2.

There is no simple formula in the radial case in even dimensions.

We also have explicit formulas (of course more complicated) without radiality assumptions, in all dimensions.
We will explicitly state these formulas when N = 3, then N = 2.

5.b. General solutions in dimension 3: averaging over spheres. If f € C°(R?), we define

(1.5.3) (Mp)(ta) = — [ fla+ ty)doly) = 1t2 / Fo + 2)do(2).
S2 S\ztl

47 47

the average of f over the sphere of radius [t| and center x. The function M; inherits the regularity of f (cf
exercise 1.4).

THEOREM 1.5.2. Let (ug,u1) € C3(R3) x C%(R3). Then the unique C? solution of the wave equation (LW)
with initial conditions (ID) is given by

u(t,x) = tM,, (t,z) + %(tMu0 (t,x)).

PROOF. We start by verifying that tM,, (¢,z) is the solution of the wave equation (LW), with initial
condition (0,u1). By the theorem of differentiation under the integral sign, if g € C?(R3),

57 (M2 = 1= [ - Va)la -+ tn)dr(s).
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Using the divergence formula,

|- Voatmot) =t [ (V-(T0) @+ )y

ly|<1

:t/ (Ag)(z + ty)dy = / / (Ag)(z + sy)sdo(y)ds.
ly|<1 52
Thus:
0
— (tM. =M (A 2
5 (tM,y, (t,)) uy (5, 2) 47rt/ . up)(x + sy)do(y)s“ds.
and therefore

82
o2

(tMy, (t,z)) = / . (Auy)(z + sy)do(y)s>ds

- [ @ sdststas + L [ (sw)e o) = 5@, 1.0).

This shows that tM,, satisfies the wave equation (LW). Furthermore, since My, (0,z) = u1(0,), the initial
condition at ¢ = 0 is indeed (0, uq).

Now let v(t,x) = tM,, (¢, ). Then, by the same reasoning, v is a solution of the wave equation (LW) with
initial condition (0,ug). We deduce that d;v is a solution of the wave equation with initial condition (uo,0),
which concludes the proof. |

Notice that we can rewrite the formula of the theorem as:
(1.5.4) u(t, ) = tMy, (t,2) + My, (t, x) + tMy.vu, (L, ).
We now give two important consequences of the previous formula.

COROLLARY 1.5.3 (Strong Huygens’ principle). The solution u(t,x) depends only on the values of ug, Vuyg,
and uy on the sphere centered at x and of radius |t|.

REMARK 1.5.4. The strong Huygens’ principle is a stronger version of the finite speed of propagation
property, which states that u(¢,x) depends only on the values of (ug,u;) on the ball centered at x and of
radius |¢t|. This principle remains valid in any odd dimension > 3 (the number of derivatives of uy and u
in the statement increases with the dimension). In even dimension, solutions only satisfy the finite speed of
propagation: see §5.c. In dimension 1, as shown by formula (I1.2.3), only solutions that are even in time (i.e.
with initial condition of the form (ug,0)) satisfy the strong Huygens’ principle.

The second consequence of the explicit formula proved above is an estimate related to the dispersive nature
of the wave equation. We will denote

(1.5.5) [ellyirsn = sup 1050l Lo@ny -

la=s
We prove:

THEOREM L5.5 (Dispersion inequality). Let (ug,u;) € (C3 x C?)(R3), with compact support and u the
solution of (LW), (ID). Then for allt > 0,

1
lu@lze=®s) S 5 (luollyirzs + lluallypra) -

PROOF. By space translation invariance it is sufficient to bound |u(t,0)|. We have

dmu(t,0) = t/52 uy (ty)do(y) +/82 uo(ty)do(y) +t/ y - Vuo(ty)do(y).

SZ
By the divergence theorem (denoting by B3 the unit ball of R3),

(15.6) t /S Cunty)do(y) =t | V- () dy =31 /B unty)dy + 2 / -V (ty)dy.

B3 B
We have

(L5.7)

1
[ vt <5 [ 1vawlr< ol
B3 tB3
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and
1
(15.8) / iy (ty)\dy < t / 19, un ()| dy < s o
B3 R3 t

where we have used the inequality [ [¢|dz S [gs |0z, @], that follows immediately from the formula p(z1, 22, 23) =
J5 0a,0(s, w2, 23)ds. Combining (I.5.6), (1.5.7) and (I.5.8), we obtain

1
(1.5.9) ‘t/sz ul(ty)da(y)’ < Z”ulHWl’l'

By the same proof, using also the inequality [gs @] S [gs [0z, 0z, ¢, we have

(L5.10)

[ u(enyaat] +

1
[ v Voo < { ol
SQ

This concludes the proof of the dispersion inequality. O

5.c. Dimension 1+ 2. A solution u of equation (LW) with N = 2 is also a solution of the same equation
with N = 3, constant with respect to the 3rd spatial coordinate. From Theorem 1.5.2, one can derive an
expression of u from the initial data. This strategy is called ”descent method”.

THEOREM L.5.6. Let (ug,u1) € (C?® x C?)(R?). Then equation (LW) has a unique C? solution on R x R?,
given by the formula

(15.11) utry= L |2 ( [ wlerw)g )y [ i),
2 |00\ Jigi1 V1= Tyl? i<t VI yP

PRrROOF. Uniqueness follows from Theorem 1.4.1. Moreover, as in the proof of Theorem 1.5.2, the formula for
even solutions in time (with initial condition (ug,0)) can be easily deduced from the formula for odd solutions
in time (with initial condition (0,u;)). So we only consider this second case.

Let u be a C? solution of (LW) on R x R?, with initial data (u,d;u)(0) = (0,u;), where u; € C?(R?). By
Theorem 1.5.2, considering v as a solution on R x R?, we obtain:

t

u(tu $17x2) = E /2 al((xthﬂ 0) + ty)da(y)dyv
S

where by definition @; (21, 2, x3) = u1(z1, x2). Passing to spherical coordinates, we get

/2 ﬂl((xla Z2, O) + ty)da(y>
s
2m ™
= / / up (z1 + tsin b cos p, xo + tsin O sin ) sin 0dOde
o Jo

2n  pm/2
= 2/ / up (1 + tsin b cos p, xo + tsin O sin ) sin OdOdp.
o Jo
The announced formula then follows from the change of variable y; = sin 6 cos ¢, yo = sin 8 sin . O

It can be seen from the formula in Theorem 1.5.6 that the strong Huygens principle is not verified in

dimension 1 + 2: the solution w(t,z) depends on the values of the initial condition over the entire ball Blzt‘(:v)7

not just on the sphere {y € R? : |z —y| = [¢|}.
I.6. Conservation Laws

The energy of a solution u on R x RY is defined as:

Bia(t)) = /RN el ) dz = %/RN (@t 2))? + [Vu(t)) .

This is the global version of the local energy considered in §1.4. The energy of a solution is conserved over time.

THEOREM L.6.1. Let u € C*(RY™N) be a solution of (LW), (ID). Assume (ug,u1) has finite energy. Then
for any t, E(4(t)) is finite and E(4(t)) = E(ug, u1).
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PROOF. One might be tempted to write

%(E(ﬁ(t))) - / Dew(t v)dz = / V- (QuVu)dz = 0,

but the last equality, obtained by integration by parts ignoring the ”boundary” term (i.e., when |z| — 00) is
purely formal. To justify the preceding calculation, we can use the decay of the local energy (Lemma 1.4.2).
For R > 0, we define:

E_g(d(t)) = / ey (t, x)dz.

|z|<R
Notice that this quantity is finite as soon as u € CY(R'*). Fix ¢ > 0. By Lemma 1.4.2, for any R > t,

E<p—(i(t)) < E<g(i(0)) < E(uo, u1).
As we let R tend to +o0o, we obtain that E(u(t)) is finite, and
E(d(t)) < E(ug,u1).
Reversing the direction of time, we also obtain the inequality
E(ug,u1) < E(u(t)).

We have shown that the energy is conserved for ¢ > 0. By applying this result to the solution (¢, z) — u(—t,z),
we obtain energy conservation for ¢t < 0, which concludes the proof. |

There exists another (vectorial) conserved quantity, the momentum, defined as
P(u(t)) = /&gu(t, z)Vu(t,z)dr € RY.

PROPOSITION 1.6.2. Let u € C?(RY ) be a solution of (LW) with finite energy. Then
VteR, P(u(t)) = P(ug,ur).

The proof of this proposition is left as an exercise (see Exercise 1.6).

1.7. Equation with a source term

We now consider the equation with a source term (I.1.2). We will express the solution of this equation in
terms of the propagator of the free equation (LW). For (ug,u1) € C3 x C?(R3), let Sp(¢)(uo,u1) denote the
solution of (LW) with initial data (ug,u1) at t = 0. We denote S(t)u; = SL(¢)(0,u1), so that

SL(t)(Uo, ul) = % (S(t)uo) + S(t)ul.

For u;, € C?, we recall that

(S(t)yur)(x) = tM,, (t,2) = 1 / u (x + ty)do (y).

S2
THEOREM L.7.1 (Duhamel’s Formula). Let (ug,u1) € (C? x C3)(R3) and f € C*(RxR3). Then the equation
(I.1.2), (ID) has a unique C* solution, given by the formula:
¢
u(t) = Sp(t)(uo, u1) —|—/ S(t—s)f(s)ds.
0

REMARK 1.7.2. The Duhamel term fg S(t — s)f(s)ds can be explicited, see (1.7.1).

PrOOF OF THEOREM 1.7.1. Uniqueness follows immediately from Theorem 1.4.1, since the difference of
2 solutions of (I.1.2) with the same source term f is a solution of (LW). For existence, taking into account
Theorem 1.5.2, it is sufficient to check that the function

U:(t,m)»—)/o S(t—s)f(s)ds

is O2 and satisfies equation (I.1.2) with zero initial conditions.
We have:

(1.7.1) Ut,z) = % /0 (t—s) . f(s,z+ (t — s)y)do(y)ds,

and the fact that U is C? follows from the theorem on differentiation under the integral sign.



1.8. EXERCISES 13

Furthermore, using that S(0)g = 0 for any function g,

aa—(t] = /t aat(S(t— s)f(s))ds.

Upon further differentiation, we obtain

U 0 t o2 t
=% (S(t - s)f(s)) - +/0 o (S(t - s)f(s))ds = f(¥) +/0 A(S(t - s)f(s))ds = f(t) + AU.
where we used that %(S(t)g) 1t=0 = g for any function g of class C?. O

REMARK 1.7.3. Duhamel’s formula is certainly not specific to dimension 3, as shown by the calculation
leading to this formula, which is completely independent of dimension. The reader is invited to explicitly
rewrite the solution of equation (I.1.2) when N =1 and N = 2.

From Duhamel’s formula, we deduce the energy inequality:

PROPOSITION 1.7.4. Let u be a C? solution of (1.1.2) with N = 3 with initial data (ug,uy), such that
f € C3HRY™3). Suppose furthermore that (ug,uy) has finite energy, and for all T > 0,

/ |f(t, 2)|2dzdt < cc.
[~T,+T] \/ R3
V2E(1(t)) < v/2E(ug, u1) +/0 ”/Rs |f(s,2)[Pdxds.

Proor. To lighten notations, we will denote:
0z = [ IVutt)Pdo+ [ otta) Pz, 1o = [ 170z

(Il - || g2 is the norm defining the homogeneous Sobolev space H'(R?), that we will define in the next chapter).
From Duhamel’s formula and the conservation of energy for the free equation (LW), it suffices to verify that for

Then for all t > 0,

all t > 0,
t
(1.7.2) ‘ </ S(t—s) S)ds,ﬁt/ S(t— s)f(s)ds) 4 < fllzrqo,a,02)
0 Hlx L2
By conservation of energy (Theorem 1.6.1), we have
ISGEEHOEACERION I FO]
XL
which implies directly (1.7.2) O

1.8. Exercises

EXERCICE I.1. Let f : RY — R (N > 1). Suppose f is radial (i.e. That it depends only on the variable
r=|z|=+/2?+22+ ... +2%). Denote f(z) = g(|z|), where g : [0, 00[— R.
(1) Show that f is continuous on R if and only if g is continuous on [0, oc].
(2) Show that f is C' on R¥ if and only if g is C* on [0, 00[ and ¢’(0) = 0.
(3) Show that for any k > 2, f is C* on RY if and only if g is C* on RY and ¢\)(0) = 0 for all odd
integers j < k.
(4) Assuming f is C*, compute —fj in terms of ¢’, j =1,..., N. Compute ¢'(r) in terms of V.

(5) Assuming f is C2 on R, prove the formula

Af(x) = g"(|2]) + N|;|19'<|x>.

To lighten notation, we use the same notation (f) for functions f and g, and denote g’ = d—f etc..

EXERCICE 1.2 (Explicit solutions of the radial wave equation in odd space dimension). Let N > 3 be an
odd integer, written as N = 2k + 1. Let T}, be the operator defined by

Thp = (r—lj)k_l (P 16(r)) .
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(1) Show that
k—1
L
Trp =3 e,
Jj=0

for some c¢; € R. Determine ¢y and c;_;.
(2) Show that for any function ¢ € C**+1([0, +o0|),

& ) = (j) (25! ().

Hint: You can start by verifying that the formula is true when (r) = r™ for any integer m.
(3) Consider a solution u(t,x) of the linear wave equation in space dimension N, radial with respect to
the space variable. Suppose u is C**! on RV, Show prove

(0F — 07)(Tyu) = 0.

Deduce an expression of Tpu in terms of ug and u;.
(4) Express u(t,r) in terms of ug and u; when N = 5. What regularity of vy and w; is required for w to
be C? on R1*+57?

EXERCICE 1.3. Let u be a solution of the wave equation (LW) in space dimension N > 3, radial with respect

to the space variable. Recall that Au = j—; + 28214 Suppose u € C?(RM™Y), with compactly supported initial
data. Let

o0
v(t,r) = / pOru(t, p)dp.
Show that v defines a radial solution, of class C?, tovthe wave equation in space dimension N — 2.
EXERCICE 1.4. Let f € C*(R3). Show that the function My, defined by (I.5.3), is also of class C*.
EXERCICE L5. Let u € C?(R x RY) be a solution of (LW) with finite energy. Show

Ve >0, 3R >0, Vt € R, / eu(t, z)dr <e.
|2 >R+ [t]
EXERCICE 1.6 (Conservation of momentum). (1) Let u be a C? solution of (LW) on R x RY, and
j€l,...N. Let p;(t,x) = 0,,u(t, z)0pu(t,x). Show
Bpj,u - 10

[ 2 J— 2 .
Gt = San; (0w ~190E) +9

where V is a certain C* vector field to be specified.
(2) Assume that (ug,u;) has finite energy. Justify that

pya) = [

R
is defined for all times. Show that this quantity is independent of time. You can start by considering
a local version of the momentum

T
w(t,x)d u(t, —)d
/[—R,R]Np]’ (t,x)dz or /RNPJ’ (t,x)p (R) T

then let R tend to +o0o. Here ¢ denotes a C? function with compact support equal to 1 in a neigh-
borhood of the origin.

EXERCICE L.7. (1) Let uy € C*(R?) such that
Yt >0, Vo € R®,  wy(x) >0.
Assume ug = 0. Let u be the corresponding solution of (LW). Prove
Yt >0, Vo € R3,  u(t,z) > 0.

(2) Suppose now N = 1 or N = 2. Let u be the solution of (LW), (ID), with (ug,u1) € C3 x C? (if N = 2)
or C? x C! (if N =1).
Show that if u; > 0 and up = 0 then u(t, ) has the sign of ¢ for all z and ¢ # 0.
When N = 1, give a weaker sufficient condition on (ug,u1) such that:

Vt>0, Ve eR, wu(t,z)>0.

Pju(t, z)dx
N
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EXERCICE 1.8. Assume N =1 or N = 2. Let u be a solution of (I.1.2), with ug = u; = 0, and f of class
C! (if N =1) or C? (if N = 2). Express u in terms of f.

EXERCICE 1.9. The Minkowski spacetime of dimension N is the space R equipped with the quadratic
form of signature (1, N):

N
g(X) = I’(Q) - Zx? = — |z =X JX,
j=1
where *X is the transpose of X,
X = (anxlv"'va), t=wxo, x= (xlv"‘,:L'N)a

and J = [J, v]o<pu v<n is the matrix such that Joo =1, Jop=—-1if¢e1l,...,N,and J,, =0if p # v.

The Lorentz group O(1, N) is the group of real square matrices P of size 1 + N which leave the quadratic
form g invariant, i.e., such that g(PX) = g(X) for all X in R'*¥. In other words, if P is a (1+ N) x (1 + N)
matrix,

PecO(1,N) < 'PJP=.
(1) Prove that a function v of class C% on R satisfies the wave equation (LW) if and only if Tr(Jv”) = 0,
where v"’ is the Hessian matrix [8xua€vuv]ogl;g1v'
(2) Let P € O(1,N), v € C*(R*¥), and w(X) = v(PX). Then
(02 — Ay =0 < (8?2 - A)w=0.

(3) Prove that the space rotations:

1 0
{ 0 R ] , ReO(N)
and the Lorentz boosts
| Rs 0 | cosh(o) sinh(o)
Ro = { 0 In_1. ] » o= { sinh(o) cosh(o) |’
where Iny_1 denotes the identity matrix (N —1) x (N — 1) and o € R are Lorentz transformations. In
these formulas, 0 always denotes the zero matrix of appropriate size.

EXERCICE 1.10. In all Chapter I, we considered the Cauchy problem with initial conditions on a hyperplane
in R of the form {t = ty}. We now seek to solve the same problem by prescribing an initial condition on
other hyperplanes. Therefore, we consider a hyperplane of the form

M= {X cR"Y . 'AX =0}
where A € RN\ {0}, A = (ag,a1,...,an) = (ag,a).
(1) Prove that if |ag| > |a|, there exists a transformation P € O(1, N) such that

II=P({(0,z), z € RN}).

Hint: use compositions of transformations defined in Question (3) of Exzercise I.9.
(2) If the condition |ag| > |a| is satisfied, we can therefore reduce the Cauchy problem with an initial
condition
U = uo, A'Vum:ul,
to a Cauchy problem with initial conditions at ¢ = 0 as treated above. The hyperplane II is called
timelike when A = (ag,a) with ag € R, A € RV, and |ag| > |a|.
Prove that II is timelike if and only if the restriction of the quadratic form g to II is negatively
defined.
(3) Under what condition on A does there exist B = (bg, b1, ..., bx) € R¥T1 such that the function
A X+iB-X

is a solution of (LW)?

(4) Now assume that the hyperplane II is not timelike. Let Y ¢ II. Construct a sequence of solutions
(tn)n of (LW) such that u,(X) = 0 on II, such that for any differential operator D = vazl Ogl...0gN
(of arbitrarily large order), there exists C' > 0 such that |Du,(X)| < Ce™™ on II, but |u,(Y)| = 400
as n — o0o.
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