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Abstract: This paper develops a posteriori estimates for domain decomposition methods with optimized

Robin transmission conditions on the interface between subdomains.We choose to demonstrate themethod-

ology for mixed formulations, with a lowest-order Raviart–Thomas–Nédélec discretization, often used for

heterogeneous and anisotropic porous media diffusion problems. Our estimators allow to distinguish the

spatial discretization and the domain decomposition error components. We propose an adaptive domain

decomposition algorithm wherein the iterations are stopped when the domain decomposition error does not

affect significantly the overall error. Two main goals are thus achieved. First, a guaranteed bound on the

overall error is obtained at each step of the domain decomposition algorithm. Second, important savings in

terms of the number of domain decomposition iterations can be realized. Numerical experiments illustrate

the efficiency of our estimates and the performance of the adaptive stopping criteria.

Keywords: Heterogeneous Diffusion, Mixed Finite Element Method, Domain Decomposition Method,
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MSC 2010: 65N15, 65N22, 65N55, 65F10, 76S05

1 Introduction
We consider in this paper the followingmodel diffusion problem: find the fluid pressure head p and the Darcy
velocity u such that

u = −SSS∇p in Ω, (1.1a)

∇ ⋅u = f in Ω, (1.1b)

p = g
D

on Γ

D

, (1.1c)

−u ⋅n = g
N

on Γ

N

, (1.1d)

where Ω ⊂ ℝd, d = 2, 3, is a polygonal (polyhedral if d = 3) domain (open, bounded, and connected set)

with Lipschitz-continuous boundary ∂Ω = ΓD ∪ ΓN. Here Γ

N

is the boundary with a Neumann condition

g
N
∈ L2(ΓN) and Γ

D

is the boundary with a Dirichlet condition g
D
such that g

D
is a trace on Γ

D

of a function
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from H1(Ω); moreover, we suppose g
D
∈ C0(ΓD) and, for simplicity, the (d − 1)-dimensional measure of Γ

D

nonzero, |ΓD| > 0. Other boundary conditions can be treated as well. Furthermore, f ∈ L2(Ω) is the source
term, n is the outward unit normal vector to ∂Ω, and SSS is a symmetric, bounded, and uniformly positive

definite tensor whose terms are functions in L∞(Ω).
Domain decomposition (DD) methods decompose Ω into subdomains and then reduce the second-order

elliptic problem (1.1) to smaller problems on each subdomain. They can be traced back to H. A. Schwarz [47]

who used such an idea to prove existence and uniqueness of the solution of Laplace’s equation in irregular

domains. Then P.-L. Lions [34] introduced a parallelizable nonoverlapping version of the Schwarz method

based on Robin transmission conditions. This approach provides a strong basis for domain decomposition

methods, in particular for the optimized Schwarz method studied in [27, 28] that is used throughout this

paper. This method relies on Robin or Ventcell transmission conditions on the interfaces whose coefficients

can be optimized to improve convergence rates. An overview of the optimized Schwarz method is given

in [15, 21], completed by an extension to a diffusion problem with discontinuous coefficient in [22]. In the

context of mixed finite elements, we refer also to [17, 25, 26]. The multi-domain problem can actually be

reformulated as an interface problem (see [15] or [25]) that can be solved by various iterative methods, such

as block-Jacobi or GMRES.

Several a posteriori error estimates valid during the iteration of an algebraic iterative solver have been

derived previously. In particular, Becker, Johnson, and Rannacher in [7] obtain residual-based estimates in

the context of conforming finite element discretizations and multigrid solvers. Arioli [4] then derives stop-

ping criteria for the conjugate gradient solver in the same setting, and Arioli and Loghin [5] obtain such

results for mixed finite element discretizations. Goal-oriented a posteriori error estimates for linear elliptic

problems have also been derived in the inexact solver context, in particular for the primal-dual precondi-

tioned conjugate-gradient Lanczos method by Patera and Rønquist in [38], and for the multigrid algorithm

by Meidner, Rannacher, and Vihharev [37]. A general framework taking into account any numerical method

and any algebraic solver was then introduced in [18], following some basic ideas of [29], and has since then

been used also to coupled unsteady nonlinear and degenerate problems, see [10, 14] and the references

therein.

Coupling specifically domain decomposition and a posteriori error estimates has also recently been

addressed in [43, 44]. Here, the case of the linear elasticity problem approximated by the finite element

method in combination with non-overlapping domain decomposition method such as the finite element

tearing and interconnecting (FETI, see [20]) or Balancing Neumann–Neumann (BDD, see [35] and [12] for

the case of mixed finite elements) have been studied. The authors derive both upper and lower bounds for

the overall error, and the discretization and the domain decomposition error components are distinguished,

which leads to an a posteriori stopping criterion. One crucially uses here the nature of the domain decom-

position algorithm, where 1) an H1

0

(Ω)-conforming potential solution is provided at each step, given by the

subdomain problems with the Dirichlet condition on the interface; 2) simultaneously, an auxiliary variable

with coinciding normal fluxes on the interface results from the subdomain Neumann problems, so that an

H(div, Ω)-conforming flux can be easily reconstructed at each step. Then the a posteriori methodology in

the spirit of Prager–Synge [40] applies, cf. Ladevèze and Pelle [32], Repin [42], or the recent developments

in [19]. This, unfortunately, only seems to be possible in the simultaneous presence of subdomain problems

with two types (Dirichlet and Neumann) interface conditions solved at each DD iteration, which is not the

case here. To overcome this, our key tools will be the potential reconstruction skh of Concept 4.5 and the

equilibrated flux reconstruction σkh of Concept 4.6.
In this contribution, we are interested in general domain decomposition algorithms where on the inter-

faces, neither the conformity of the flux nor that of the potential is preserved. To exemplify our ideas, we treat

(optimized) SchwarzmethodswithRobin transmission conditions, but any otherDDapproach canbe treated,

including Ventcell transmission conditions. We focus on mixed finite element discretizations in the sub-

domains and extend the approaches from [2, 31, 48, 49] on a posteriori error estimates in mixed methods

with exact linear algebra (leading to mass conservation and flux continuity) and in particular the approach

from [39] for a posteriori error estimates in mixed methods without flux continuity. We first build a flux

reconstruction that is globally H(div, Ω)-conforming and locally conservative in each mesh element. In
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a first stage, a simple coarse balancing problem, with one unknown per interface and two unknowns (in two

space dimensions) per each subdomain boundary lying in ∂Ω, is solved. Then we adopt the construction

of [39, Section 3.5.2] and solve a local Neumann problem in a band around the interfaces in each subdomain

by the mixed finite element method. Finally, two H1(subdomain)-conforming potential reconstructions are

built. One is standard relying on the averaging operator I
av
following [1, 8, 30], whereas the other introduces

weights on the interfaces whose goal is to separate the DD and the discretization components.

The outline of the paper is as follows: after introducing some useful notation in Section 2, we present

in Section 3 the multi-domain formulation using the optimized Schwarz method and reformulate it as an

interface problem. We next show how to solve this interface problem using either a block-Jacobi or a GMRES

method, and detail the approximation of the corresponding local problems by the mixed finite element

method. In Section 4, we derive a fully computable upper bound for the error between the exact and the

approximate numerical solutions in an energy norm. The details about the employed flux and potential

reconstructions are presented in Section 5. Finally, in Section 6, numerical results for two examples, relying

respectively on the block-Jacobi and the GMRES iterations, testify tight overall error control and important

reduction of the number of DD iterations.

2 Preliminaries
In this section we introduce the partition of Ω and some function spaces.

2.1 Partitions of the Domain Ω

We suppose that the domain Ω is decomposed intoN non-overlapping polygonal subdomains Ωi, i ∈ [[1,N]],
such that Ω = ⋃Ni=1 Ωi. For all i ∈ [[1,N]], let ΓNi := ΓN ∩ ∂Ωi, Γ

D

i := ΓD ∩ ∂Ωi, and ni be the unit outward-
pointing normal on ∂Ωi. Let Bi

be the set of neighbors of the subdomain Ωi that share at least one edge

(if d = 2) with Ωi (face if d = 3) and let |Bi| be the cardinality of this set. Using this notation, we intro-

duce the interface Γi,j := ∂Ωi ∩ ∂Ωj, j ∈ Bi
, between two adjacent subdomains Ωi and Ωj. Consequently,

∂Ωi = ΓNi ∪ Γ
D

i ∪ Γi with Γi := ⋃j∈Bi Γi,j. We also define Γ := ⋃i∈[[1,N]] Γi.
DefineTh := ⋃Ni=1 Th,i, whereTh,i is a regular triangulation of the subdomain Ωi, such that Ωi = ⋃K∈Th,i

K,
where |Th,i| is the number of triangles (tetrahedra if d = 3) in the i-th subdomain. We suppose that Th,i is

a conformingmesh, i.e., such that ifK,K󸀠 ∈ Th,i,K ̸= K󸀠, then K ∩ K󸀠 is either an empty set or a commonvertex

or edge or face. For simplicity,we also assume thatTh is conforming, although this assumption could be easily

avoided by introducing the concept of a simplicial submesh as in, e.g., [16, 39] and the references therein.

We denote the set of all edges (faces if d = 2) of Th,i by Eh,i, and the set of all edges (faces) of K by EK . Define

Einth,i to be the set of interior edges (faces) of the subdomain Ωi, E
ext

h,i = E
Γ

D

h,i ∪ E
Γ

N

h,i is the set of boundary edges

(faces) on ∂Ω ∩ ∂Ωi, and E
Γi, j
h is the set of sides on the interfaces Γi, j. Then Eh,i = (⋃j∈Bi E

Γi, j
h ) ∪ E

int

h,i ∪ E
ext

h,i .

Let hK denote the diameter of K and let hi be the largest diameter of all triangles (tetrahedra if d = 3) in Th,i,

i.e., hi = maxK∈Th,i hK .

2.2 Some Functions Spaces

We recall here the definition of some basic function spaces. For a given nonempty domain D ⊂ Ω and a real

number l, 1 ≤ l ≤ ∞, we employ the standard functional notations Ll(D) and Ll(D) := [Ll(D)]d of Lebesgue
spaces. We denote by ( ⋅ , ⋅ )D the scalar product for L2(D) and L2(D), associated with the norm ‖ ⋅ ‖D, and by
|D| the Lebesgue measure of D. Shall D = Ω, the index will be dropped. Let ⟨ ⋅ , ⋅ ⟩γ be the scalar product for
the (d − 1)-dimensional L2(γ) on γ = ∂D or a subset of it. Let also H1(D) := {v ∈ L2(D) : ∇v ∈ L2(D)} be the
Sobolev space and let H(div, D) := {v ∈ L2(D) : ∇ ⋅ v ∈ L2(D)} be the space of vector functions whose weak
divergence is square integrable.
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3 Multidomain Formulation Using the Optimized Schwarz Method
In this section, we present a nonoverlapping domain decomposition method for solving problem (1.1).

For any scalar-, vector-, or tensor-valued function φ defined on Ω, let φi denote the restriction of φ to Ωi,

i = 1, . . . ,N. By using this notation, problem (1.1) can be reformulated as an equivalent multidomain prob-

lem consisting of the following subdomain problems (see [33, 41]), for i ∈ [[1,N]]:

ui = −SSS∇pi in Ωi ,

∇ ⋅ui = f in Ωi ,

pi = gD on Γ

D

i ,

−ui ⋅ni = gN on Γ

N

i ,

together with the transmission conditions on the interfaces (with ni = −nj)

pi = pj on Γi, j for all j ∈ Bi
, (3.1a)

ui ⋅ni + uj ⋅nj = 0 on Γi, j for all j ∈ Bi
. (3.1b)

Equations (3.1) are the “natural” transmission conditionswhich ensure the continuity of the pressure head p
and of the normal trace of the flux u on the interface Γi,j.

Alternatively and equivalently, see [34], one may impose the Robin transmission conditions

− βi,jui ⋅ni + pi = −βi,juj ⋅ni + pj on Γi, j for all j ∈ Bi
, (3.2)

where βi,j > 0, j ∈ Bi
, i ∈ [[1,N]], are fixed parameters that may be optimized to improve the convergence rate

of the iterative domaindecompositionmethod, see [27, 28] (or [15, 21] for an overview). Thismethod is called

the optimized Schwarz method.

Remark 3.1. Note that from (3.2), and by using nj = −ni, the interface term transmitted from Ωi to Ωj will

be βj,iui ⋅ni + pi on Γi, j. Now, in the context of mixed finite elements, pi ∈ L2(Ωi), so that pi|Γi, j is not well
defined, and must be defined by way of the Robin condition in Ωi. This condition reads −βi,jui ⋅ni + pi = ξi,j ,
with a given Robin boundary data ξi,j on Γi, j, and thus we obtain the well-defined expression

pi|Γi, j = ξi,j + βi,jui ⋅ni .

This approach will in particular be used below to define the Robin-to-Robin operator SRtRi in (3.6), as well as

on the discrete level to define the mixed finite element scheme in Section 3.4.

3.1 The Interface Problem

An interface operator can be used to reformulate themultidomain problemas a problemwhere the unknowns

are located only on the interface (see, e.g., [15]). Here the formulation of this interface problem is based

on [25] for two subdomains, andon [13] for the case ofmultiple subdomains. LetVi := L2(Ωi)×L2(ΓDi )×L
2(ΓNi )

for i ∈ [[1,N]]. We first introduce the space

Wi := {v ∈ H(div, Ωi) : v ⋅ni ∈ L2(∂Ωi)}

with an increased normal trace regularity, as Robin condition will be considered in the sequel. This require-

ment could possibly be weakened, by proceeding as in the recent article [11], where Dirichlet and Neumann

conditions are treated. We, however, only use the spaceWi for abstract formulation of the interface problem

and for motivation; the present a posteriori error analysis does not rely on it. We then define the sets

Wg
N

i := {v ∈Wi : v ⋅ni = gN on Γ

N ∩ ∂Ωi}
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of functions respecting the Neumann boundary condition on Γ

N

. We now introduce the subproblem solution

operator for the subdomain Ωi, i ∈ [[1,N]], as follows:

Mi : L2(Γi) ×Vi → L2(Γi) × L2(Ωi) ×W
g
N

i , (ξ i ,FFFi) 󳨃→ (ξ i , pi , ui), (3.3)

where L2(Γi) := ∏j∈Bi L2(Γi, j), ξ i := (ξi,j)j∈Bi ,FFFi := (f|Ωi , gD|ΓDi , gN|ΓNi ), andwhere (pi , ui) is the solution of the
following problem in Ωi (in an appropriate mixed formulation):

ui = −SSS∇pi in Ωi , (3.4a)

∇ ⋅ui = f in Ωi , (3.4b)

pi = gD on Γ

D

i , (3.4c)

−ui ⋅ni = gN on Γ

N

i , (3.4d)

−βi,jui ⋅ni + pi = ξi,j on Γi,j for all j ∈ Bi
. (3.4e)

The operatorMi takes the available Robin condition ξ i and the volume andDirichlet andNeumann boundary

data stored inFFFi andmaps them to ξ i togetherwith the subdomain pressure head pi and theDarcy velocityui.
Using Remark 3.1, we also introduce the operator

Ri : L2(Γi) × L2(Ωi) ×W
g
N

i → L2(Γi), (ξ i , pi , ui) 󳨃→ (βj,iui ⋅ni + (ξi,j + βi,jui ⋅ni))j∈Bi , (3.5)

which transforms the available Robin condition ξ i together with the pressure head pi and Darcy velocity ui
to a new Robin datum.

The Robin-to-Robin operator is finally defined as

SRtRi := Ri ∘Mi : L2(Γi) ×Vi → L2(Γi). (3.6)

Then conditions (3.2) with (pi , ui) solution of subproblem (3.4) lead to the equivalent interface problem: find

ξ := (ξ
1

, . . . , ξN) ∈ L2(Γ) := ∏i∈[[1,N]] L2(Γi) such that

(ξ i)j = (SRtRj (ξ j ,FFFj))i for all j ∈ Bi
and all i ∈ [[1,N]]. (3.7)

By using the fact thatMj(ξ j ,FFFj) =Mj(ξ j , 000) +Mj(000,FFFj), the linearity of the operator Ri, and defining

SR : L2(Γ) → L2(Γ), ξ 󳨃→ (((ξ i)j − (SRtRj (ξ j , 000))i)j∈Bi )
1≤i≤N , (3.8)

and

χχχ := (((SRtRj (000,FFFj))i)j∈Bi )
1≤i≤N ,

problem (3.7) can be rewritten as

SR ξ = χχχ. (3.9)

The interface problem (3.9) is usually solved by iterative methods, using block-Jacobi iterations or GMRES.

3.2 Solving the Interface Problem by the Block-Jacobi Method

The simplest method for solving the interface problem (3.9) is a block-Jacobi method (equivalent to Richard-

son’s iteration in our case, because the “diagonal” of the operator is zero). To show the similarity with the

GMRES method introduced below, we write the algorithm as follows: given an initial guess ξ0 ∈ L2(Γ), at
iteration k ≥ 1 compute the residual

rrrk−1 := χχχ − SRξ k−1

and define a new iterate by

ξ k := ξ k−1 + rrrk−1.

Theblock-Jacobi algorithmapplied to the interface problem (3.9) is equivalent to solving local subdomain

problems and then transferring information to the neighboring subdomain. At each iteration k ≥ 1 of this
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6 | S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations

algorithm, for i ∈ [[1,N]], one needs to find pki and u
k
i in subdomain Ωi such that

uki = −SSS∇p
k
i in Ωi ,

∇ ⋅uki = f in Ωi ,

pki = gD on Γ

D

i ,

−uki ⋅ni = gN on Γ

N

i ,

−βi,juki ⋅ni + p
k
i = ξ

k−1
i,j on Γi, j for all j ∈ Bi

,

where ξ k−1i,j := −βi,juk−1j ⋅ni + p
k−1
j is the information coming from the neighboring subdomain Ωj, j ∈ Bi

,

at step k − 1 of the algorithm. The initial guess ξ0 ∈ L2(Γ) is a given function in L2(Γi, j). The convergence
analysis of this algorithm has been carried out in [17].

Remark 3.2. Note that the continuity of the normal traces ui ⋅ni = uj ⋅ni and of the pressure pi = pj will be
satisfied only at convergence of the DD algorithm.

3.3 Solving the Interface Problem by the GMRES Method

To obtain faster convergence, one can use Krylov acceleration techniques for solving the interface problem,

such as GMRES [45, 46]. For this purpose, let us consider the interface problem (3.9). Given an initial guess

ξ0 ∈ L2(Γ) and the corresponding residual rrr0 := χχχ − SRξ0 ∈ L2(Γ), let

Kk := Kk(SR , rrr0) := span{rrr0, SR rrr0, S2R rrr
0

, . . . , Sk−1R rrr0} ⊂ L2(Γ)

be the k-th Krylov subspace for this problem, k ≥ 1. Note that the iterates for the block-Jacobi method intro-

duced above all belong to the space ξ0 +Kk. The GMRES algorithm (see, e.g., [9, 23] for infinite-dimensional

spaces) generates a sequence of iterates {ξ k}k≥1, where ξ k is a solution of the finite-dimensionalminimization

problem

min

ξ∈ξ0+Kk

‖SRξ − χχχ‖L2(Γ). (3.10)

Let {e
1
, . . . , ek} denote the vectors of the canonical basis of ℝk. At the k-th GMRES iteration, k ≥ 1, the

calculation of ξ k requires the computation of functions qqq
1
, . . . , qqqk+1 ∈ L2(Γ) that form an orthonormal basis

of Kk+1 using the Arnoldi method. More precisely, the Arnoldi algorithm computes a matrix Hk ∈ ℝk×k and
an element fff k+1 ∈ L2(Γ) such that

SRQky = QkHky + fff k+1eTk y for all y ∈ ℝk , (3.11)

where the operator Qk : ℝk → Kk is defined by Qky = ∑kj=1(eTj y)qqqj, y ∈ ℝ
k
. If fff k+1 ̸= 0, equation (3.11) is

rewritten as

SRQky = Qk+1Hky for all y ∈ ℝk ,

whereHk is thematrix inℝ(k+1)×k obtained by appending toHk the row ‖fff k+1‖L2(Γ)ekT , andwhere the operator
Qk+1 is defined as Qk, replacing k by k + 1 and with qqqk+1 := fff k+1/‖fff k+1‖L2(Γ). Then problem (3.10) can be

rewritten as

min

ξ∈ξ0+Kk

‖SRξ − χχχ‖L2(Γ) = min

y∈ℝk
‖‖rrr0‖L2(Γ)e1 − Hky‖2, (3.12)

where ‖ ⋅ ‖
2
is the l

2
-norm onℝk. The k-th GMRES iteration is then as follows:

(1) Compute an orthonormal basis {qqq
1
, . . . , qqqk} ofKk using the Arnoldi method.

(2) Find the yk which solves the unconstrained (full rank) least squares problem in (3.12).

(3) Compute ξ k := ξ0 + Qkyk.
One repeats the iteration in k until the residual ‖‖rrr0‖L2(Γ)e1 − Hkyk‖2 becomes small enough. Note that

if fff k+1 = 0, then ξ k is the exact solution to our problem.

At each iteration, the action of the operatorSR on the vectorsqqqkmust be calculated. It uses definition (3.8)

and thus involves solving the local subdomain problem in the form (3.4) (in appropriate mixed formulation

and replacing ξ by qqqk in (3.4e)).
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3.4 Approximation of the Subdomain Problems by the Mixed Finite Element Method

We now introduce the discrete counterparts of the block-Jacobi or GMRES algorithms introduced in Sec-

tions 3.2 and 3.3, respectively. They consist in using the mixed finite element method to approximate the

subdomain problems (3.4). For both methods, the main ingredient is thus the computation of the action of

the discrete Robin-to-Robin interface operator to an arbitrary argument that becomes an algebraic vector ξ .
We now show how this computation can be realized.

Let Mh,i ×Wh,i ⊂ L2(Ωi) ×H(div, Ωi) be the Raviart–Thomas–Nédélec mixed finite element spaces of

order 0 for each subdomain Ωi. Here

Mh,i := {qh,i ∈ L2(Ωi) : qh,i|K ∈ ℙ0(K) for all K ∈ Th,i},

where ℙ
0
(K) is the space of polynomials of degree 0, and

Wh,i := {vh,i ∈ H(div, Ωi) : vh,i|K ∈ RTN0
(K) for all K ∈ Th,i},

whereRTN
0
(K) := [ℙ

0
(K)]d + xℙ

0
(K), x ∈ ℝd, is the Raviart–Thomas–Nédélec vectorial field space of degree

zero defined locally over an element K ∈ Th,i. We also define the approximation gh,N of the function g
N
as

a piecewise constant function on each edge (face if d = 3) e ⊂ ΓN,

gh,N|e :=
1

|e| ∫
e

g
N
dγ,

where |e| is the measure of e. We then define the following set:

Wgh,N
h,i := {wh,i ∈Wh,i; wh,i ⋅n = gh,N on Γ

N

i }.

Let ξ h := (ξ h,1, . . . , ξ h,N), where ξ h,i is piecewise constant on⋃j∈Bi E
Γi, j
h with the values ξh,i,j; this is the

discrete Robin condition. The discrete formulation of problem (3.4) can then be written as: find uh,i ∈W
gh,N
h,i

and ph,i ∈ Mh,i such that

ai(uh,i , vh,i) − bi(vh,i , ph,i) = ℓi(vh,i) for all vh,i ∈W0

h,i , (3.13a)

bi(uh,i , qh,i) = (f, qh,i)Ωi for all qh,i ∈ Mh,i . (3.13b)

We define the approximate solution (ph , uh) such that

ph|Ωi := ph,i , uh|Ωi := uh,i for all i ∈ [[1,N]].

The bilinear forms ai and bi, and the linear form ℓi, are as follows:
ai : Wh,i ×Wh,i 󳨃→ ℝ, ai(u, v) = (SSS−1u, v)Ωi + ∑

j∈Bi

⟨βi,ju ⋅ni , v ⋅ni⟩Γi, j ,

bi : Wh,i ×Mh,i 󳨃→ ℝ, bi(v, p) = (p, ∇ ⋅ v)Ωi ,ℓi : Wh,i 󳨃→ ℝ, ℓi(v) = −⟨gD, v ⋅ni⟩
Γ

D

i
− ∑

j∈Bi

⟨ξh,i,j , v ⋅ni⟩Γi, j .

This thus defines a discrete version of the operator Mi from (3.3), where in particular we keep the same

definition of the datumFFFi, with only gh,N in place of gN. Proceeding similarly for the operatorRi of (3.5), the

discrete version of the Robin-to-Robin interface operator SRtRi from (3.6) is, for i ∈ [[1,N]],

SRtRh,i (ξ h,i ,FFFi) = (βj,iuh,i ⋅ni + ξh,i,j + βi,juh,i ⋅ni)j∈Bi .

The discrete interface problem is now defined as in (3.8)–(3.9). Applying the block-Jacobi iteration from

Section 3.2 or the GMRES iteration from Section 3.3 gives rise to the discrete approximations pkh,i and ukh,i
and their global counterparts

pkh|Ωi := pkh,i , ukh|Ωi := ukh,i for all i ∈ [[1,N]].

Remark 3.3. As noticed above in Remark 3.2, there is a continuity of the normal traces of ukh across the sides
between two simplices in each subdomain Ωi but not across the interfaces in Γi at each iteration of the DD

algorithm. The continuity of the normal traces of ukh (and the pressure in the sense of Remark 4.3 below) will

only be satisfied at convergence of the DD algorithm.
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4 A Posteriori Error Estimates
The purpose of this section is to bound the error between the weak solution of (1.1) and the approxi-

mate solution obtained at step k ≥ 1 of the domain decomposition iteration with mixed finite element dis-

cretization (3.13) by indicators that are completely computable from the approximate solution (pkh , u
k
h).

We define a suitable postprocessing of the pressure in Section 4.1, introduce the concepts of H1

- and

H(div, Ω)-conforming reconstructions in Section 4.2, and derive the estimates in Section 4.3. Details of

the reconstructions will be treated later in Section 5.

We suppose henceforth for simplicity that g
D
∈ ℙ

2
(⋃Ni=1 E

Γ

D

h,i) ∩ C
0(ΓD) and g

N
∈ ℙ

0
(⋃Ni=1 E

Γ

N

h,i) are respec-
tively piecewise polynomials of total degree less than or equal to 2 and 0 on the Dirichlet and Neumann

boundaries. We introduce the broken Sobolev space

H1(Th) := {v ∈ L2(Ω) : v|K ∈ H1(K) for all K ∈ Th}.

For each interior edge (face if d = 3) e ∈ (⋃j∈Bi E
Γi, j
h ) ∪ E

int

h,i such that the simplices K and K󸀠 share e (the order
of K, K󸀠 is arbitrary but fixed once and for all), we denote by ne the normal vector pointing from K to K󸀠. For
a given function v, its jump and average are then defined respectively as

{{{{
{{{{
{

[[v]] := v|K − v|K󸀠 , {{v}} := 1
2

(v|K + v|K󸀠 ) if e ∈ ( ⋃
j∈Bi

E
Γi, j
h ) ∪ E

int

h,i ,

[[v]] := v|e − gD, {{v}} :=
1

2

(v|e + gD) if e ∈ EΓDh,i .

We define the energy semi-norm on H1(Th) by

|||φ|||2 := ∑
K∈Th

|||φ|||2K := ∑
K∈Th

‖SSS
1

2∇φ‖2K , φ ∈ H1(Th)

and the energy norm on L2(Ω) by

|||v|||2⋆ := ∑
K∈Th

|||v|||2⋆,K := ∑
K∈Th

‖SSS−
1

2 v‖2K , v ∈ L2(Ω).

4.1 Postprocessing of the Approximate Solution

Following [3, 6, 48], we first construct a postprocessing p̃kh,i of p
k
h,i, i ∈ [[1,N]], at each iteration k ≥ 1 of the

DD algorithm. This postprocessing is more regular (piecewise polynomial of total degree less than or equal

to 2 on each element that we denote by ℙ
2
(Th,i)) than the piecewise constant pkh, so that an application of

the piecewise gradient in the energy norm becomes reasonable.

Definition 4.1 (Postprocessing of pkh ). For all i ∈ [[1,N]] construct p̃
k
h,i ∈ ℙ2(Th,i) such that

−SSS∇p̃kh,i|K = u
k
h,i|K for all K ∈ Th,i ,

(p̃kh,i , 1)K = (p
k
h,i , 1)K for all K ∈ Th,i .

Remark 4.2. The postprocessing p̃kh,i does not lie in the space H1(Ωi), but it follows easily from (3.13a),

cf. [48], that p̃kh,i is weakly continuous,

⟨[[p̃kh,i]], 1⟩e = 0 for all e ∈ Einth,i.

Similarly, on Dirichlet edges (faces) e ∈ EΓDh,i,

⟨p̃kh,i , 1⟩e = ⟨gD, 1⟩e .

Remark 4.3. For j ∈ Bi
, p̃kh,i and p̃kh,j are constructed separately and independently in the two subdomains

Ωi and Ωj. Hence, similarly to Remark 3.2, ⟨[[p̃kh]], 1⟩e = 0 for e ∈ E
Γi, j
h only holds at convergence.

Brought to you by | INRIA
Authenticated | martin.vohralik@inria.fr author's copy

Download Date | 6/28/18 11:23 AM



S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations | 9

4.2 Concept of H1- and H(div, Ω)-Conforming Reconstructions
We introduce here the concepts of reconstructions needed in our a posteriori analysis; concrete formulas are

given in Section 5. On iteration k ≥ 1, we construct, in extension of [39, 49], three auxiliary objects skh, skh,
and σkh:

Concept 4.4 (Subdomain Potential Reconstructions). We will call a subdomain potential reconstruction, for
Ωi, i ∈ [[1,N]], any function skh,i constructed from p̃kh,i, u

k
h,i such that

∙ it is subdomain H1(Ωi)-conforming, i.e.,

skh,i ∈ H
1(Ωi) ∩ C0(Ωi), skh,i|ΓDi = gD|ΓDi ,

∙ it is built locally on each subdomain Ωi and it should discard as much as possible the influence of the

domain decomposition error,

∙ the comparison of the flux given by this function with ukh,i estimates the discretization error in each sub-

domain.

We set as usual skh|Ωi := s
k
h,i.

Concept 4.5 (Potential Reconstruction). We call a potential reconstruction any function skh constructed from
p̃kh such that
∙ it is globally H1(Ω)-conforming, i.e.,

skh ∈ H
1(Ω) ∩ C0(Ω), skh|ΓD = gD,

∙ its comparison with skh,i estimates the domain decomposition error in the sense that |||SSS∇(skh − skh)|||⋆ → 0

when k →∞.

Concept 4.6 (Equilibrated Flux Reconstruction). We will call an equilibrated flux reconstruction any function
σkh constructed from pkh, u

k
h such that

∙ it is H(div, Ω)-conforming and locally conservative on the mesh Th, i.e.,

σkh ∈ H(div, Ω), (4.1a)

(∇ ⋅ σkh , 1)K = (f, 1)K for all K ∈ Th , (4.1b)

−(σkh ⋅n, 1)e = (gN, 1)e for all e ∈
N

⋃
i=1

EΓ
N

h,i , (4.1c)

∙ its comparison with ukh can be used to estimate the DD error in the sense that |||ukh − σ
k
h|||⋆ → 0 when

k →∞.

4.3 General A Posteriori Error Estimates for p̃h ∈ H1(Th) and uh ∈ L2(Ω)
In this subsection,we present a general formof our a posteriori error estimates, independent of the discretiza-

tionmethod used in each subdomain and based on the results given in [49] and [39]. Ourmain result bounds

both the error due to the discretization in the subdomains and the error due to the domain decomposition

iterations.

Theorem 4.7 (A Posteriori Error Estimates for the Flux). Letu ∈H(div, Ω)be theweak solution of problem (1.1)

and let ukh ∈ L
2(Ω) be an arbitrary approximation; in particular, ukh can be the solution of the discrete prob-

lem (3.13) at iteration k of a DD iterative algorithm (block-Jacobi, GMRES, or other). Let skh be the subdomain
potential reconstruction of Concept 4.4, skh the potential reconstruction of Concept 4.5, and σ

k
h the equilibrated

flux reconstruction of Concept 4.6. Then the following bound holds:

|||u − ukh|||⋆ ≤ η
k
:= { ∑

K∈Th

(ηk
CR,K)

2}
1

2

+ { ∑
K∈Th

(ηk
osc,K)

2}
1

2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
=: ηk

disc,u

+{ ∑
K∈Th

(ηk
DDF,K)

2}
1

2

+ { ∑
K∈Th

(ηk
DDP,K)

2}
1

2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
=: ηk

DD

,
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10 | S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations

where

ηk
CR,K := |||ukh + SSS∇s

k
h|||⋆,K , constitutive relation, (4.2a)

ηk
DDP,K := |||SSS∇(skh − s

k
h)|||⋆,K , DD potential nonconformity, (4.2b)

ηk
DDF,K := |||ukh − σ

k
h|||⋆,K , DD flux nonconformity, (4.2c)

ηk
osc,K :=

hK
π
c−

1

2

SSS,K‖f − ∇ ⋅ σ
k
h‖K , data oscillation. (4.2d)

Here cSSS,K is the smallest eigenvalue of the tensor SSS in K. The discretization error estimator (also called sub-
domain estimator) is denoted by ηk

disc,u and the domain decomposition estimator (the interface estimator) is
denoted by ηk

DD

.

Proof. It follows readily from [39, Theorem 3.1] that for the DD method where the flux and the potential are

not continuous on the interface, we have

|||u − ukh|||⋆ ≤ { ∑
K∈Th

|||ukh + SSS∇s
k
h|||

2

⋆,K}
1

2

+ { ∑
K∈Th

(ηk
DDF,K)

2}
1

2

+ { ∑
K∈Th

(ηk
osc,K)

2}
1

2

.

The triangle inequality on the space l2 onℝ|Th |
then completes the proof:

{ ∑
K∈Th

|||ukh + SSS∇s
k
h|||

2

⋆,K}
1

2

≤ { ∑
K∈Th

(ηk
CR,K)

2}
1

2

+ { ∑
K∈Th

(ηk
DDP,K)

2}
1

2

.

Similarly, [39, Therorem 3.1] readily yields an estimate for the potential:

Corollary 4.8 (A Posteriori Error Estimates for the Potential). Let p be the weak solution of the problem (1.1)

and let p̃kh ∈ H
1(Th) be an arbitrary approximation; in particular, p̃kh can be the postprocessing of p

k
h solution

of problem (3.13) at iteration k of a DD iterative algorithm given by Definition 4.1. Let ukh = −SSS∇p̃
k
h. Let s

k
h, skh,

and σkh be respectively given by Concepts 4.4, 4.5, and 4.6. Then the following bound holds:

|||p − p̃kh||| ≤ η̃
k
:= { ∑

K∈Th

(ηk
NCP,K)

2}
1

2

+ { ∑
K∈Th

(ηk
osc,K)

2}
1

2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
=: ηk

disc,p

+{ ∑
K∈Th

(ηk
DDF,K)

2}
1

2

+ { ∑
K∈Th

(ηk
DDP,K)

2}
1

2

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
=: ηk

DD

,

where the potential nonconformity estimator ηk
NCP,K is given by

ηk
NCP,K := |||p̃kh − s

k
h|||K

and ηk
DDP,K, η

k
DDF,K, and η

k
osc,K are respectively given by (4.2b)–(4.2d).

The efficiency of these estimates, for the particular reconstructions of Section 5 and under the stopping cri-

teria as evoked in Section 6, could be proven as in [18, 39, 49].

5 Potential and Flux Reconstructions for the Robin DD in the Mixed
Finite Element Method

In this section, we propose concrete candidates for the reconstructions skh,i, skh, and σ
k
h of Concepts 4.4–4.6,

so that Theorem4.7 andCorollary 4.8 becomepractical. Recall that p̃kh,i is constructed from ph,i,uh,i of (3.13)
by Definition 4.1.

5.1 Potential Reconstruction

We start by skh, which is the simplest. Let Ta := {K ∈ Th : a ∈ K} be the set of the elements K that share the

given vertex a from the set of vertices Vh, and |Ta| its cardinality. The potential reconstruction is obtained as
in [1, 8, 30].
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Definition 5.1 (Potential Reconstruction). At each iteration k, we build the potential reconstruction skh by

skh := Iav(p̃
k
h),

where the averaging operator I
av
: ℙ

2
(Th) 󳨃→ ℙ2(Th) ∩ H1(Ω) associates to a piecewise second-order dis-

continuous polynomial p̃kh ∈ ℙ2(Th) a piecewise second-order continuous polynomial skh. The value of s
k
h is

prescribed at each Lagrange node a of ℙ
2
(Th) ∩ H1(Ω) by the average of the values of p̃kh at this node:

skh(a) := Iav(p̃
k
h)(a) :=

1

|Ta|
∑
K∈Ta

p̃kh|K(a). (5.1)

At the Dirichlet boundary nodes a
D
∈ ΓD, the value of I

av
(p̃kh) is set to gD(aD), so that s

k
h|ΓD = gD.

5.2 Subdomain Potential Reconstruction

As explained in Remarks 4.2 and 4.3, themean values of the traces of the postprocessedmixed finite element

solution p̃kh on the edges (faces if d = 3) belonging to the interface arenot continuousduring theDDalgorithm,

i.e., ⟨[[p̃kh]], 1⟩e ̸= 0 for all e ∈ EΓi, jh . The purpose of this section is to construct a subdomain potential recon-

struction skh,i that is different from I
av
(p̃kh) of (5.1) in that it respects this discontinuity at the beginning of the

DD algorithm, but it approaches I
av
(p̃kh) at convergence of the DD algorithm.

5.2.1 Notation

We begin by introducing some more notation. The set of vertices located on the interface Γi, j is denoted by

V
Γi, j
h ⊂ Vh for i < j, i, j ∈ [[1,N]]. LetV

∂Γi, j
h be the set of vertices a ⊂ ∂Γi, j, and letV

Γi, j\(∂Γi, j)
h be the set of vertices

a ⊂ Γi, j\(∂Γi, j). Let Ia be the set of interfaces Γi, j that share the vertex a ∈ V
∂Γi, j
h :

Ia := {Γi, j : i < j, i, j ∈ [[1,N]], a ∈ V
∂Γi, j
h }, (5.2)

as shown in Figure 1 for the case of a decomposition of Ω into four subdomains: Ia = {Γ1,2, Γ1,3, Γ2,4, Γ3,4}.
Let |Ia| be the cardinality of this set and let Ira be the r-th interface in Ia sharing a.

Figure 1: Intersection of the interfaces Γ1,2, Γ1,3, Γ2,4, and Γ3,4 at vertex a.

Remark thatTa = ⋃Ni=1{K ∈ Th,i : a ∈ K} = ⋃
N
i=1 T

i
a, whereT

i
a is the set of all elements in the subdomain Ωi

sharing the node a; we denote by |T i
a| their number.Wewill also need B̃i

, the set of subdomains other than Ωi
that share at least one vertex with Ωi, and its cardinality |B̃i|.

5.2.2 Weights

We start by defining some weights at each iteration k of the DD algorithm.
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12 | S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations

Definition 5.2 (Weights of Edges (Faces if d = 3) Belonging to the Interface). Define the weight of the edge

(face) e ∈ EΓi, jh by

wk
e := (
|⟨[[p̃kh]], 1⟩e|
⟨|[[p̃kh]]|, 1⟩e

)
α

, α ≥ 1.

Note that it follows immediately from |⟨[[p̃kh]], 1⟩e| ≤ ⟨|[[p̃
k
h]]|, 1⟩e that

0 ≤ wk
e ≤ 1.

Moreover, from what has been explained above, ⟨[[p̃kh]], 1⟩e → 0 when k →∞ on all e ∈ EΓi, jh . Thus, wk
e

approaches 0 with increasing DD iterations. Conversely, wk
e is typically close to 1 at the beginning of the DD

algorithm.

Definition 5.3 (Weights of Lagrange Nodes Belonging to the Interface). Using notation (5.2), we define the

weight on the Lagrange node a ∈ VΓi, j
h located on the interface (in two space dimensions for simplicity) by

wk
a :=

{{{{
{{{{
{

1

2

(wk
e + w

k
e󸀠 ) if a ∈ VΓi, j\(∂Γi, j)

h , where e, e󸀠 ∈ EΓi, jh , e ∩ e󸀠 = a,

1

|Ia|

|Ia|
∑
r=1

wk
er if a ∈ V∂Γi, j

h , where a ∈ er ⊂ Ira,

where we recall that Ira is the r-th interface in Ia that shares a.

We note that wk
a has similar properties to wk

e: it is close to 1 at the beginning of the DD algorithm and

approaches 0 during the DD iterations.

In the case of the standard averaging operator I
av
from (5.1), the weights are distributed uniformly on

each element K ∈ Ta sharing the node a, being equal to 1

|Ta| , see (5.1). Recall that for a given Lagrange node a
on the interface, the patch Ta is a union of subdomains subpatches T i

a. For the subdomain potential recon-

struction in the sense of Concept 4.4, we now want to define weights so that all elements sharing the same

node on the interface do not have the same weight during the iterations of the DD algorithm:

Definition 5.4 (Weights of Lagrange Nodes on the Interface for Each Patch T i
a). For each interface Lagrange

node a ∈ Vh ∩ Γi, i ∈ [[1,N]], define

wk
i,a :=

1

|T i
a| + (1 − wk

a) ∑j∈B̃i |T
j
a|
. (5.3)

The construction (5.3) ensures that at the beginning of the DD iterations, wk
i,a ≈

1

|T i
a|
, whereas on late DD

iterations, wk
i,a ≈

1

|Ta| .

5.2.3 Construction of skh,i

We can now finally define:

Definition 5.5 (Subdomain Potential Reconstructions). At iteration k, for the subdomain Ωi, i ∈ [[1,N]], the
subdomain potential reconstruction skh,i is defined by

skh,i(a) := w
k
i,a ∑

K∈T i
a

p̃kh,i|K(a) + w
k
i,a(1 − w

k
a) ∑

j∈B̃i

∑
K∈T j

a

p̃kh,j|K(a), a ⊂ Γi , (5.4a)

skh,i(a) := s
k
h,i(a), otherwise. (5.4b)

Note that the sum of the weights in (5.4a) is equal to 1 for each node a. Indeed, using property (5.3),

wk
i,a|T

i
a| + wk

i,a(1 − w
k
a) ∑

j∈B̃i

|T j
a| = wk

i,a(|T
i
a| + (1 − w

k
a) ∑

j∈B̃i

|T j
a|) = 1.

The construction of Definition 5.5 leads to a subdomain potential reconstruction skh,i where at the beginning
of theDDmethod, the contribution of the elements ofT i

a in the subdomain Ωi ismore important, withweights
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close to one, whereas the elements in K ∈ Ta\T i
a do not contribute as their weights are close to zero. At DD

convergence, all elements contribute with the same weights, so that skh,i converges to I
av
(p̃kh,i)|Ωi as the DD

iterations proceed.

5.3 Flux Reconstruction

In this section, we show how to reconstruct a flux satisfying Concept 4.6, at each iteration k of the DD algo-

rithm.Wesuppose that for all interface edges (faces) e ⊂ Γi, j,ne has the samedirectionas the interfacenormal

n
Γi, j , where nΓi, j is set arbitrarily, pointing either from Ωi to Ωj, or from Ωj to Ωi, with j ∈ Bi

, i < j, i ∈ [[1,N]].
Note first that defining simply

σkh ⋅ne =
{
{
{

{{ukh ⋅ne}} for all e ∈ ⋃j∈Bi E
Γi, j
h ,

ukh,i ⋅ne for all e ∈ Einth,i ∪ E
ext

h,i ,
(5.5)

we obtain the first required property (4.1a), σkh ∈ H(div, Ω), as well as the third property (4.1c). But prop-

erty (4.1b) does not hold in the elements having an edge (if d = 2) or a face (if d = 3) on the interface Γi, j.

This motivates the forthcoming construction.

5.3.1 A Simple Coarse Balancing Problem

Following Remarks 3.3 and 4.3 and the observation (5.5), mass balance is not preserved during the DD itera-

tionswithRobin transmission conditions. In order to restore it, a possible solutionwouldbe touse abalancing

DDmethod like those in [12, 35, 36], where one solves a coarse-grid problemwith one unknown in each sub-

domain. This allows to obtain the balancing in each subdomain. We choose, however, to adopt here a new

method that we find simple. It makes the connection between subdomains in order to rebalance the flux

independently of the number of subdomains, and can also be applied in the case where at least one sub-

domain does not touch the boundary. We will more precisely define one correction per interface Γi, j to the

averaged flux {{ukh ⋅ne}}, plus some boundary corrections, through a simple coarse balancing problem. This

will lead to Neumann conditions that are in equilibrium with the prescribed source term.

To explain indetails ournew idea,wefirst partition each subdomainΩi, i ∈ [[1,N]], into twodisjoint parts
Ω

ext

i and Ω

int

i such that Ω

ext

i ∪ Ω
int

i = Ωi. The so-called band Ω

ext

i is made up of simplices that have an edge,

a vertex, or a face on any interface Γi,j, j ∈ Bi
, see Figure 2 for a decomposition of Ω into nine subdomains.We

also denote Γ

b
i , b ∈ B

i,ext
, the intersections of ∂Ωext

i with ∂Ωi ∩ ∂Ω of nonzero (d − 1)-dimensional measure.

Note that the cardinality of the index set Bi,ext
is always two in two space dimensions when |∂Ωi ∩ ∂Ω| ̸= 0;

we let Bi,ext
empty when |∂Ωi ∩ ∂Ω| = 0.

We easily see from (3.13b) that in each band Ω

ext

i , i ∈ [[1,N]], the misfit of mass balance due to the aver-

aging like in (5.5) is

∑
j∈Bi

n
Γi,j ⋅n∂Ωext

i
∑
e⊂Γi,j
∫
e

1

2

[[ukh ⋅ne]]dγ = (f, 1)Ωext

i
− ⟨{{ukh ⋅n∂Ωext

i
}}, 1⟩∂Ωext

i
.

We now try to correct the averaged interface and original boundary normal fluxes of (5.5) with one value

ck
Γi, j
= ck

Γj,i
per interface Γi, j = Γj,i and one value ck

Γ

b
i
per the boundary part Γ

b
i of Γi, so that

ck
Γi, j
≈ 0 for i, j ∈ [[1,N]], i < j such that j ∈ Bi

, (5.6a)

ck
Γ

b
i
≈ 0 for i ∈ [[1,N]] and b ∈ Bi,ext

, so that |∂Ωext

i ∩ ∂Ω| > 0. (5.6b)

We keep the same value of the flux ukh ⋅n∂Ωext

i ∩∂Ω
int

i
located on the boundary ∂Ωext

i ∩ ∂Ω
int

i . We require the

followingN balancing conditions, one for each band Ω

ext

i , to be satisfied:

∑
b∈Bi,ext

ck
Γ

b
i
+ ∑

j∈Bi

(n
Γi, j ⋅n∂Ωext

i
)ck

Γi, j
= (f, 1)

Ω

ext

i
− ⟨{{ukh ⋅n∂Ωext

i
}}, 1⟩∂Ωext

i
. (5.7)
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14 | S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations

Figure 2: DD with nine subdomains (left) and the bands Ωext
i , 1 ≤ i ≤ 9 (right).

Equations (5.7), for i ∈ [[1,N]], lead to a rectangular linear system for the unknowns corrections ck
Γi, j

and ck
Γ

b
i
, with more unknowns than equations. We thus look for the minimum norm solution of (5.7) in the

least squares sense,

N

∑
i=1
∑

b∈Bi,ext

(ck
Γ

b
i
)2 +

N

∑
i=1
∑

j∈Bi
, i<j
(ck

Γi, j
)2 = min. (5.8)

In the example of Figure 2, there are twelve corrections ck
Γi, j

according to (5.6a) and sixteen corrections ck
Γ

b
i

according to (5.6b) to be found. As there are nine subdomains, there are 28 unknowns and nine equa-

tions (5.7) to be satisfied here, in the least-squares sense (5.8).

Conditions (5.7) immediately give mass balance in each band Ω

ext

i (and consequently in each sub-

domain Ωi):

Lemma 5.6. Adding the corrections ck
Γi, j

and ck
Γ

b
i
of (5.6) constructed via conditions (5.7)–(5.8) to the aver-

aged fluxes {{ukh ⋅nΩext

i
}} leads to mass balance in each band Ωext

i , i ∈ [[1,N]]:

∑
b∈Bi,ext

(⟨ukh ⋅nΩext

i
, 1⟩

Γ

b
i
+ ck

Γ

b
i
) + ⟨{{ukh ⋅nΩext

i
}}, 1⟩∂Ωext

i ∩∂Ω
int

i

+ ∑
j∈Bi

(⟨{{ukh ⋅nΩext

i
}}, 1⟩

Γi, j + (nΓi, j ⋅n∂Ωext

i
)ck

Γi, j
) = (f, 1)

Ω

ext

i
. (5.9)

5.3.2 Solving Local Neumann Problems in Bands Around the Interfaces

Building on the key balancing property (5.9), we can now follow [39, Section 3.5.2] and solve a well-posed

local Neumann problem in each band Ω

ext

i . This will lead to a flux reconstruction in the sense of Concept 4.6.

The procedure is as follows:

Definition 5.7 (Spaces of Local Neumann Problem). For i ∈ [[1,N]], defineMh,i(Ωext

i ) as the restriction ofMh,i
to Ω

ext

i and

Wh,z,Ωext

i
= {vkh ∈Wh,i(Ωext

i ) : v
k
h ⋅nΩext

i
= z + n∂Ωext

i
⋅n

Γi, j

ck
Γi, j

|Γi, j|
if z ̸= ⋆, 0 else, on Γi, j , j ∈ Bi

,

vkh ⋅nΩext

i
= z +

ck
Γ

b
i

|Γbi |
if z ̸= ⋆, 0 else, on Γ

b
i , b ∈ B

i,ext
,

vkh ⋅nΩext

i
= z if z ̸= ⋆, 0 else, on ∂Ωext

i ∩ ∂Ω
int

i }.
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Definition 5.8 (Mixed Finite Element Local Neumann Problem in the Bands). For all i ∈ [[1,N]] find

σkh|Ωext

i
∈Wh,{{ukh ⋅nΩ

ext

i
}},Ωext

i
and qkh ∈ Mh,i(Ωext

i ) with (q
k
h , 1)|Ωext

i
= 0

such that

(SSS−1(σkh − u
k
h), vh)Ωext

i
− (qkh , ∇ ⋅ vh)Ωext

i
= 0 for all vh ∈Wh,⋆,Ωext

i
,

(∇ ⋅ σkh , wh)Ωext

i
= (f, wh)Ωext

i
for all wh ∈ Mh,i(Ωext

i ) with (wh , 1)|Ωext

i
= 0.

5.3.3 Construction of σkh

We finally set

σkh :=
{
{
{

σkh|Ωext

i
on Ω

ext

i by Definition 5.8,

ukh|Ωint

i
on Ω

int

i ,

for all i ∈ [[1,N]].

This is our flux reconstruction σkh satisfying all conditions of Concept 4.6.

6 Numerical Results
In this section, we give some numerical illustrations of the a posteriori error estimators of Theorem 4.7 and

Corollary 4.8, in two space dimensions.

6.1 A Homogeneous, Anisotropic Medium

We set Ω = ]0, 1[ × ]0, 1[ and consider x = 0 as the Neumann boundary Γ

N

, y = 0 and y = 1 as the Dirichlet
boundaries Γ

D

, and x = 1 as the Robin boundary, in extension of (1.1), together with the diffusion tensor

SSS = ( 3 2

2 3

).We choose the right-hand side f and the values of the boundary conditions so that the exact solution
is given by p(x, y) = sin(2πx) sin(2πy). We consider Ω divided into nine regular subdomains, as in Figure 2,

left. The number of triangles in the whole domain Ω is 115,200. The Robin parameters of the DD algorithm

are optimized following [22]. We consider the mixed finite element discretization (3.13) in two cases.

6.1.1 Solution with Block-Jacobi

We first consider the block-Jacobi DD solver of Section 3.2. In Figure 3, we plot the evolution of the estima-

tors ηk
DD

and ηk
disc,p of Corollary 4.8 and of their sum η̃k as a function of the number of the block-Jacobi DD

iterations. The original DD stopping criterion is when the jump of the Robin condition measured in the L2

norm on the interface has been reduced below 10

−12
, which is satisfied after 209 iterations. At the beginning

we see that ηk
DD

dominates up to roughly 35 iterations and then gets smaller compared to ηk
disc,p and then

vanishes. The stopping criterion for the iterative solver that we propose instead is to stop when the domain

decomposition error does not contribute significantly to the overall error, i.e., ηk
DD

≤ γηk
disc,p, with γ ≈ 0.1.

Here, we can stop at iteration 47, and avoid 162 unnecessary iterations. Thus, we can spare 77.5% of the

total number of iterations.

We also plot the energy error and the total estimator as a function of the number of iterations, see Figure 4

on the left. Consequently, we can obtain the effectivity index

Ik
eff

:=
η̃k

|||p − p̃kh|||

from Corollary 4.8 defined as the ratio of the estimated and the actual error at the iteration k of the DD algo-

rithm, see Figure 4 on the right. We observe that the effectivity index approaches the optimal value of 1.
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16 | S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations

Figure 3: Example 1: Error component estimates with the block-Jacobi solver.

Figure 4: Example 1: Energy error and total estimator (left) and the effectivity index (right) with the block-Jacobi solver.

Discussion of the Estimates at Iteration 47

At iteration 47, the solution p47h does not present any visual discontinuity, see Figure 5. Figure 6 shows that

the element contributions of ηk
disc,p are about the size of 5 ⋅10

−4
and are distributed rather uniformly over the

whole domain, while ηk
DD

is about 10

−3
and is distributed only around the interfaces. We can see in Figure 7

(left) that the total error estimator distribution is very close to the distribution of the estimator ηk
disc,p, up to

the error on the interface. Finally, we see that the energy error distribution shown in Figure 7 (right) matches

well with the total error estimator distribution, see Figure 7 (left) (again, up to the error on the interface).

6.1.2 Solution with GMRES

We take the same example as before but using the GMRES solver of Section 3.3 now. One particular advantage

of the GMRES solver is that it typically takes fewer iterations than the block-Jacobi for the same original DD

stopping criteria (when the residual given by the jump of the Robin condition is lower than 10

−12
on the inter-

face), and which is verified here after 61 iterations. As shown in Figure 8 (left), ηk
DD

dominates up to roughly

twelve iterations and then gets small compared to ηk
disc,p. Using the stopping criterion ηk

DD

≤ 0.1ηk
disc,p, we

can stop the DD algorithm at iteration 17, and thus save 44 unnecessary iterations. Thus, we can spare 72%
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Figure 5: Example 1: Pressure at the 47th iteration with the block-Jacobi solver.

Figure 6: Example 1: The two components of the a posteriori estimates ηkdisc,p (left) and η
k
DD (right) on each element K of Th,

at the 47th iteration with the block-Jacobi solver.

Figure 7: Example 1: The total error estimator (left) and the distribution of the energy error (right) at the 47th iteration with the
block-Jacobi solver.
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18 | S. Ali Hassan et al., A Posteriori Stopping Criteria for DD in Mixed Formulations

Figure 8: Example 1: Error component estimates (left) and energy error and total estimator (right) with the GMRES solver.

of the total number of iterations. We finally plot the energy error and the total estimator as a function of

the number of iterations, see Figure 8 (right). Consequently, we can obtain the effectivity index Ik
eff

at each

iteration of the DD algorithm, which is again close to the optimal value of 1.

6.2 A Heterogeneous, Isotropic Medium

The second example focuses on the approximation of problem (1.1) where Ω = ]0, 1[ × ]0, 1[, ∂Ω is the

Dirichlet boundary, p(x, y) = x(1 − x)y(1 − y) is the exact solution, and where the diffusion tensor is

SSS =
{
{
{

15 − 10 sin(10πx) sin(10πy)III, x, y ∈ (0, 1
2

) or x, y ∈ (1
2

, 1),

15 − 10 sin(2πx) sin(2πy)III, otherwise,

where III is the (2 by 2) identity matrix. We consider a domain decomposition of Ω into four subdomains

Ω = ⋃4i=1 Ωi. The interface problem is solved with GMRES of Section 3.3.

In this example,we can see fromFigure 9 thatwe can stop after six iterations, and so save 34 unnecessary

iterations. We also plot the energy error and the total estimator as a function of the number of iterations, see

Figure 10. We again observe that the effectivity index is close to the optimal value of 1.

Figure 9: Example 2: Error component estimates with the GMRES solver.
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Figure 10: Example 2: Energy error and total estimator (left) and the effectivity index (right) with the GMRES solver.

Discussion of the Estimators at Iteration 6

At iteration 6, we remark that the DD error is located on the interface, see Figure 11 (top right). We can see in

Figure 11 (bottom left) that the total error estimator distribution is very close to the error distribution of ηk
disc,p

in Figure 11 (top left). Finally, we see that the energy error distribution in Figure 11 (bottom right) matches

well with the total error estimator distribution, see Figure 11 (bottom left).

6.3 Singular Solution: Adaptive DD and Mesh Refinement

In this last subsection, we combine the adaptive stopping criteria with adaptive mesh refinement. We are in

particular interested in the interplay of the domain decomposition and discretization error components in

such a combined procedure.

We consider the L-shaped domain Ω = (−1, 1) × (−1, 1) \ [0, 1] × [−1, 0]with ∂Ω the Dirichlet boundary,

f = 0,SSS = III, and the exact solution (inpolar coordinates) p(r, φ) = r 2

3 sin(2φ
3

). Thedomain is decomposed into

three subdomains: Ω = ⋃3i=1 Ωi, where Ω1
= (−1, 0)×(−1, −1

2

) (blue), Ω
2
= (−1, 1

2

)×(− 1
2

, 1) \ [0, 1
2

]×[− 1
2

, 0]
(cyan), and Ω

3
= (1

2

, 1) × (0, 1) (yellow), as shown in Figure 12.
In what follows, we will consider a sequence of grids {T(ℓ)h }ℓ≥0, and denote by E

(ℓ),Γi, j
h the set of edges

(faces) of T
(ℓ)
h on Γi, j. For two grids T

(ℓ)
h and T

(ℓ+1)
h we will also introduce Πℓ+1,ℓ such that Πℓ+1,ℓ|Γi, j is the L2

projection from piecewise constant functions on E
(ℓ),Γi, j
h onto piecewise constant functions on E

(ℓ+1),Γi, j
h .

Then the DD algorithm with adaptive stopping criteria and adaptive mesh refinement is, for a given toler-

ance δ, defined as follows:
We set δ = 6 ⋅ 10−3 and start Algorithm 1 with an initial grid T

(0)
h shown in Figure 12 (on the left), and

with an initial guess ξ (0)h equal to zero on Γ. Then Algorithm 1 stops after two iterations. Figure 12 shows

the resulting adapted meshes: T
(1)
h (in the middle) and T

(2)
h (on the right). Table 1 summarizes the discretiza-

tion data, recalls the stopping criterion for the DD solver, and presents the effectivity indices on the last DD

iteration and the relative L2 pressure and flux errors for the three meshes T
(ℓ)
h , ℓ = 0, 1, 2.

Figure 13 shows the evolution of the estimators ηℓ,k
DD

and ηℓ,k
disc,p and of their sum η̃ℓ,k as a function of

the number of GMRES iterations k, for ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right). We observe that η̃ℓ,1 is
improved (note the scale changes) as well as the number of DD iterations, as the global grid is adaptively

refined and the discretization error is reduced.

Figure 14 (top) shows the energy error and the total estimator as a function of the number of iterations, for

ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right). We observe that the total estimator becomes closer to the energy

error, especially on the first DD iterations, as the global grid is adaptively refined and the discretization error
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Figure 11: Example 2: The two components of the a posteriori estimates ηkdisc,p (top left) and η
k
DD (top right) on each

element K of Ω, the total error estimator (bottom left) and the distribution of the energy error (bottom right), at the
sixth iteration of the GMRES solver.

Figure 12: Example 3: Adapted meshes of Ω: T(0)h (left), T(1)h (middle) and T
(2)
h (right), and domain decomposition: Ω1 (blue),

Ω2 (cyan), and Ω3 (yellow).

is reduced. Thus, we can obtain the effectivity index

Iℓ,k
eff

:=
η̃ℓ,k

|||p − p̃ℓ,kh |||

(with p̃ℓ,kh the postprocessing of pℓ,kh ), as a function of the number of GMRES iterations k, for ℓ = 0 (left), ℓ = 1
(middle), and ℓ = 2 (right), see Figure 14 (bottom). We observe that the effectivity index better approaches

the optimal value of 1, as the global grid is adaptively refined and the discretization error is reduced.
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Algorithm 1. Adaptive DD Algorithm with Mesh Refinement.

Data: Enter the initial grid T
(0)
h and a Robin initial guess ξ (0)h on Γ.

Result: The pressure head p(ℓ)h and flux u(ℓ)h on T
(ℓ)
h .

ℓ := 0; repeatMesh refinement iterations.

k := 0; Initialize GMRES with ξ ℓ,0h = ξ
(ℓ)
h on Γ:

repeat GMRES DD iterations.

Perform one GMRES iteration on the discrete counterpart of problem (3.9) on T
(ℓ)
h .

Compute ηk
DD

, ηk
disc,p, and η̃

k
from Corollary 4.8 at iteration k.

Set ηℓ,k
DD

:= ηk
DD

, ηℓ,k
disc,p := η

k
disc,p, and η̃

ℓ,k
:= η̃k.

k ←󳨀 k + 1.
until ηℓ,k

DD

≤ 0.1ηℓ,k
disc,p;

⊳ Denote by Kℓ the last GMRES iteration, ξ (ℓ)h the discrete Robin solution on Γ at iteration Kℓ,
and set η(ℓ)

DD

:= ηℓ,Kℓ
DD

, η(ℓ)
disc,p := η

ℓ,Kℓ
disc,p, and η̃

ℓ
:= η̃ℓ,Kℓ

.

⊳ Construct a new grid T
(ℓ+1)
h from T

(ℓ)
h and the indicators η(ℓ)

disc,p.¹

⊳ Compute a new Robin initial guess ξ (ℓ+1)h = Πℓ+1,ℓ(ξ
(ℓ)
h ).

Compute (p(ℓ)h , u(ℓ)h ) from ξ (ℓ)h by solving the discrete counterpart of problem (3.4) in each subdomain,

with ξi,j := ξ (ℓ)h |Γi, j .
ℓ ←󳨀 ℓ + 1.

until η̃ℓ ≤ δ;

ℓ = 0 ℓ = 1 ℓ = 2
Number of triangles in Ω1 227 390 782
Number of triangles in Ω2 2,170 4,020 8,581
Number of triangles in Ω3 227 391 804
A posteriori stopping criterion η(0)DD ≤ 0.1η

(0)
disc,p η(1)DD ≤ 0.1η

(1)
disc,p η(2)DD ≤ 0.1η

(2)
disc,p

Number of GMRES iterations 7 4 5
Effectivity index 1.3446 1.2401 1.1880
Rel. ‖p − p(ℓ)h ‖L2(Ω) 0.01726 0.014371 0.0090242
Rel. ‖u − u(ℓ)h ‖L2(Ω) 0.035368 0.0212 0.013142

Table 1: Example with adaptive stopping criteria and three mesh refinements.

Figure 13: Example 3: Error component estimates for different refinements: ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right).
Note that the scale changes from one figure to the next.

1 In the examples, we used the adaptive procedure (ReMeshIndicator, cf [24, Section 9.1.9]) of Freefem++.
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Figure 14: Example 3: Energy error and total estimator (top) and effectivity index (bottom), for different refinements:
ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right).

Figure 15: Example 3: The components ηℓ,kDD (top) and ηℓ,kdisc,p (bottom) of the a posteriori estimates on each element K of Ω,
for different refinements: ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right).

Figure 15 shows the element contributions of ηℓ,Kℓ
DD

(top) and of ηℓ,Kℓ
disc,p (bottom), at the last GMRES

iteration Kℓ, for ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right). The former are distributed only around the

interfaces, while the latter are distributed only around the corner (0, 0), for all refinements ℓ = 0, 1, 2.
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Figure 16: Example 3: The distribution of the total error estimator (top) and of the energy error (bottom) for different refine-
ments: ℓ = 0 (left), ℓ = 1 (middle), and ℓ = 2 (right).

We can see in Figure 16 (top) that at each refinement ℓ = 0, 1, 2, the total error estimator distribution is

very close to the distribution of the discretization estimator, up to the error on the interface. Finally, we see

that the energy error distribution shown in Figure 16 (bottom) matches well with the total error estimator

distribution of Figure 16 (top) (again, up to the error on the interface), at each refinement ℓ = 0, 1, 2.
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