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Plan du cours

Chapitre | Algorithmique numérique
Chapitre I Dérivation numérique

Chapitre Ill Résolution numérique des E.D.O.
Chapitre IV Résolution numérique des E.D.P.
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@ Définition

Soit g une fonction et g € IN. On dit que g se comporte comme un grand O de h9 quand h tend vers 0
si et seulement si il existe H > 0 et C > 0 tel que

Vhe]l—H,H[, |g(h)| < Clh|%.
On note alors g(h) = ©(h?).
On peut noter entre autres ’
o Va e R¥,
g(h)=0(h%) = ag(h) = O(h),

e VpeZ, p+q=0,
g(h)=0(h?) = hPg(h) = O(hP*9).

e Y(p,q) e N2, Y(ay,az) € R* x R*,

gi(h) = O(hP), ga(h) = O(h%) = augi(h) + axga(h) = O(h™"P9).
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Proposition 1.1 : Développement de Taylor _@}
Soit f une application f : [a,b] — R. Si f € C"*([a, b]) alors le développement de Taylor a I'ordre r Soit ¢ : [a, ] — R une fonction.
s écrit @y Montrer que si ¢ € C?([a, b]; R) alors ¥x € [a, b[, Vh > 0 tel que (x + h) € [a, b], on a
o Y(x,y) € [a, b]? il existe un £ €] min(x, y), max(x, y)[ tel que
90y - LD 2009 oy M
DO PO o !
Fx)=Fly)+ ). y (x—vy) +W(X—Y) (1) @2
k=1 ’ r ’ Montrer que si o € C?([a, b]; R) alors Vx €]a, b], Yh > 0 tel que (x — h) € [a, b], on a
o Vte[a,b], Yhe R* vérifiant (t + h) € [a, b], il existe £ €] min(t, t + h), max(t, t + h)[ tel quel @(X) _p() —plx=h) + o) @)
dx h
r hk hrtt -
f(t+h)=f(t)+ Z Ff(k)(t) + mf(r+l)(§) (2) @3 Montrer que si ¢ € C3([a, b]; R) alors Vx €]a, b[, Yh > 0 tel que (x + h) € [a, b] et (x — h) € [a, b], on a
k=1 " :
90y 2 PR — o= h) g2
o Wt e [a,b], Yhe R* vérifiant (¢ + h) € [a, b], alors o™= 2h + o) ®
Q.
rFR(t Montrer que si ¢ € C*([a, b]; R) alors Vx €]a, b[, Yh > 0 tel que (x + h) € [a, b] et (x — h) € [a,b], on a
F(t+h) =)+ ), kpM+ow“y ®3) .
k= : e @(x + h) — 20(x) + p(x — h)
' J T = 2 +O0(h) O]
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@ Définition 1.1
Soit ¢ : R —> R une fonction suffisament réguliére. Soient x € R, he R™*, ne IN* et p e IN*. 1 Exercice 2 )
On dit que [Jn(x) est une approximation d’ordre p de %‘{?(x) si Soit ¢ : R —> R une fonction suffisament réguliere, x € R et he R*.
Q.1
d"p Montrer que
e (x) —On(x) = O(hP) %(x) _ =3p(x) + 4p(x + h) — o(x + 2h) + o) (1)
L J dx 2h
On a donc établi: D)y wor— que
Soient ¢ : ]Rh R une fonction sufflsar;:ent réguliére, x e R et he R**. %(X) _ 3p(x) — dp(x — h) + o(x — 2h) o) )
° plx+ f)1_ () et P — f(x —h) sont des approximations d'ordre 1 de Z—f(x), dx 2h

. w(x+ h) —p(x—h) Ces résultats impliquent:

. . , d
est une approximation d'ordre 2 de ZZ(x),

2h
h) -2 —h —3p(x) + 4p(x + h) — o(x + 2h) 3p(x) — 4p(x — h) + o(x — 2h)
° P+ h) (‘i](zx) ol )7 est une approximation d'ordre 2 de i—f(x), h et oh
. . ) d
Existe-t'il d’autres approximations d'ordre 2 de %2 (x)? sont des approximations d’ordre 2 de Z£(x).
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' Définition 2.1

Soit N € IN*. On appelle discrétisation réguliére de [a, b] & N pas ou (N+1) points |'ensemble
des points a + nh, n€ [0, N] ou le pas h est donné par h = (b — a)/N.

\

Soit y : [a, b] — R une fonction suffisament réguliére. On note t" = a + nh, n € [0, N], une
discrétisation réguliére de [a, b]. On appelle

o différence finie progressive |'approximation de y’(t") suivante:

y(t"h) — y(t")
h
o différence finie rétrograde |'approximation de y’(t") suivante:

y(") -y
— Vne [1,N] (6)

o différence finie centrée |'approximation de y’(t") suivante:

y(™) —y (™)

© Applications numériques
, Vne[0,N—1] (5)

o  Vne[1,N—1] @)
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On a démontré le lemme suivant

@ Lemme 2.1 Soit f € C3([a, b]; R). On note t", n e [0, N], une discrétisation réguliére de [a, b] de pas h. On note F € RN+! e
vecteur défini par F,q1 = f(t"), Vne [0, N].
Si y € C?([a, b)) alors @1) :
- 1+ Déterminer en fonction de h et F, un vecteur V € RN+! vérifiant
romy YT —y(t") B
y(E) = == +0h), Vne[0,N-1], ®) Va1 = F(e7) + O(h), ¥ne [0,N].
'on y(t") —y(t" ) . ) o .
y'(t") = T+ O(h), Vne[1,N]. 9) 2 Ecrire une fonction algorithmique, nommée DerivelOrdrel, permettant, a partir du vecteur F et de la
discrétisation réguliére, de calculer le vecteur V' précédent.
Si y € C3([a, b]) alors
([ ]) (t"+1) _ (tn—l) Q. 2} " " - - Nl
_Y Y + 0(/,2) Vne[1,N—1] (10) 1 Connaissant uniquement h et le vecteur F, déterminer un vecteur W € R/ vérifiant
2h ’ ’ '
W, = f'(t") + O(h?), ¥ne[0,N]
2 Ecrire une fonction algorithmique, nommée Derivel Ordre2, permettant, a partir du vecteur F et de la
discrétisation réguliére, de calculer le vecteur W précédent.
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% On cherche a visualiser |'erreur commise par les deux méthodes

h=2r/10 h=27/100

15 T T T T r 15 T T T T T T
1 1 1 N

05 05

o 1 of 1
05 1 05 g

. . . . . . , . . . . .
0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7
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Figure: Représentation des dérivées numériques avec f(x) = sin(x), a =0, b = 27. A gauche h = 21—’5, a droite
— 2r
h = ig6-
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- Errenr Deivel O« 7 = 21/10 Frseur Derise Ondel = i = 25100
o . . ; .
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Erreur Derivel Ondre2 - /= 27/10

Erreur Derivel Ordre2 : h = 25/100

Figure: Erreur des dérivées numériques numériques avec f(x) := sin(x), a= 0, b = 2. A gauche h = %r, a
droite h = 2&.
e Dérivée premiére d'ordre 1 :
h a été divisé par 10 = |'erreur, O(h), divisée par 10.
e Deérivée premiére d'ordre 2 :
h a été divisé par 10 = |'erreur, O(h?), divisée par 100.
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,_| Exercice 4

On suppose écrites les fonctions Matlab/Octave DerivelOrderl et DerivelOrder2 correspondant aux fonctions algorithmiques de
I'exercice 3. Leurs syntaxes sont les suivantes:

V=DerivelOrdrel(h,F) et W=DerivelOrdre2(h,F)

Frvenr Derive1Ordrel : h = 25100

= 2ni100 003

Exreur DerivelOxdze2 : h — 2100

o 1 2 3 4 s 5 7 ] 1 2 3 4 s 5 7

Figure: Avec f(x) = sin(x), a= 0, b = 2w, N = 100, a gauche, les différentes dérivées, a droite les erreurs commises par les deux fonctions.

Q. 1}
T Ecrire un programme Matlab/Octave permettant de reproduire ces deux graphiques. ]
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< On cherche a visualiser |'ordre des deux méthodes

Ordres des méthodes de dérivation

10" T

10?2 107
h

Figure: Dérivation numérique : mise en évidence de |'ordre des méthodes

Figure en échelle logarithmique : intérét de monter en ordre.
«o>» A
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'—1 Exercice 5 |

Voici une figure mettant en évidence I'ordre des méthodes util- 0 - Orlees s mlthodes de devation
isées dans les fonctions DerivelOrderl et DerivelOrder2 de
I'exercice 3. On suppose écrites les fonctions Matlab/Octave
DerivelOrderl et DerivelOrder2 correspondant 3 ces deux
fonctions algorithmiques et on suppose que leurs syntaxes sont
les suivantes:

e Do IOl 0]
e DesvelOntie2 (190011

V=DerivelOrdrel(h,F) et W=DerivelOrdre2(h,F)

Q.1

1+ Ecrire un programme Matlab/Octave permettant de calculer I'ensemble des données nécessaires a la représentation
graphique de I'ordre des deux méthodes (voir figure).

2 A l'aide de ces données, calculer numériquement I'ordre des deux méthodes.

Les commandes Matlab/Octave permettant de représenter des données en échelles logarithmique sont loglog, semilogx et
semilogy. Elles s'utilisent globalement comme la fonction plot.

@.2)
Q.2 "
Ajouter au programme précédent le code permettant de reproduire la figure. |

= - - (€4

Applications numériques Illustration des ordres 1 et 2 2026/02/10 17 / 17




