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Abstract

We introduce multi-type Markov Branching trees, which are simple random population
tree models where individuals are characterized by their size and their type and give
rise to (size,type)-children in a Galton—Watson fashion, with the rule that the size of any
individual is at least the sum of the sizes of its children. Assuming that the macroscopic
size-splittings are rare, we describe the scaling limits of multi-type Markov Branching
trees in terms of multi-type self-similar fragmentation trees. We observe three different
regimes according to whether the probability of type change of a size-biased child is
proportional to the probability of macroscopic splitting (the critical regime, in which
we get in the limit multi-type fragmentation trees with indeed several types), smaller
than the probability of macroscopic splitting (the solo regime, in which the limit
trees are monotype as we never see a type change), or larger than the probability of
macroscopic splitting (the mixing regime, in which case the types mix in the limit
and we get monotype fragmentation trees). This framework allows us to unify models
which may a priori seem quite different, a strength which we illustrate with two
notable applications. The first one concerns the description of the scaling limits of
growing models of random trees built by gluing at each step on the current structure a
finite tree picked randomly in a finite alphabet of trees, extending Rémy’s well-known
algorithm for the generation of uniform binary trees to a fairly broad framework. We
are then either in the critical regime with multi-type fragmentation trees in the scaling
limit, or in the solo regime. The second application concerns the scaling limits of
large multi-type critical Galton—Watson trees when the offspring distributions all have
finite second moments. This topic has already been studied but our approach gives a
different proof and we improve on previous results by relaxing some hypotheses. We
are then in the mixing regime: the scaling limits are always multiple of the Brownian
CRT, a pure monotype fragmentation tree in our framework.
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1 Introduction

We consider population models where individuals are completely characterised by two
parameters: their size, which is a positive integer, and their type, which is an integer in
the finite set [«] := {1, ..., k}, where « is a positive integer fixed throughout the paper.
We say that this model is multi-type Markov Branching (multi-type MB) if it is built
recursively, generation by generation, with the rule that an individual of size n and
type i gives birth, independently of other individuals of its generation and according
to a distribution that only depends on n and i, to a group of (size,type)-children whose
sum of sizes is less than or equal to n. The monotype setting (« = 1) has been
investigated in several papers [4,12,20,23,24,32]. The first examples of monotype
MB trees are the well-studied monotype Galton—Watson trees conditioned to have
a given number of vertices or leaves, or important models in phylogenetics such as
the Yule or comb models. However, this framework is in fact much broader, see the
previous references and the survey [21] for other monotype examples. In [23,24],
the scaling limits of monotype MB trees have been studied under a natural condition
satisfied in many examples, namely that an individual of size n asymptotically gives
rise to strictly more than one individual of macroscopic sizes (i.e. proportional to
n) with a probability of order n~" for some y > 0. Then, if 7,, denotes the tree of
descendants of an individual of size n, where here size can mean either the total number
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Scaling limits of multi-type Markov Branching trees 729

of descendants or the total number of leaves, the rescaled tree n~" - T,, converges in
distribution for the Gromov—Hausdorff—Prokhorov topology to a random compact
real tree. Rizzolo [32] extends this result to trees with more general notions of sizes.
The trees obtained in the limit belong to the family of fragmentation trees introduced
in [22,35], which describe the genealogy of self-similar fragmentation processes as
introduced by Bertoin [6,7]. This family includes in particular the Brownian CRT of
Aldous and more generally the stable Lévy trees of Duquesne-Le Gall and Le Jan—
in fact the scaling limit results mentioned above for MB trees allow us to recover
well-known results by Aldous [3] and Duquesne [18] on the convergence of rescaled
Galton—Watson trees conditioned on their total progeny to a stable Lévy tree. Other
applications were developed in [9,23,24,32]. We complete this picture by mentioning
that Dadoun [14] recently studied the scaling limits of MB tree models that incorporate
growth, with connections with the theory of random maps, and Pagnard [29] studies
the local limits of MB trees and their volume growth (see the references therein for
other papers partly interested in local limits of MB trees).

The class of multi-type MB trees contains as first examples multi-type Galton—
Watson trees conditioned to have a given number of vertices, or a given number of
leaves. The scaling limits of multi-type Galton—Watson trees conditioned to have a
given number of vertices of a fixed type have been first studied by Miermont [27] when
the covariance matrix of the offspring distributions is finite, assuming furthermore
some finite exponential moments. A first extension has been made by Berzunza [10]
who described the scaling limits of forests of multi-type Galton—Watson trees with
offspring distributions in the domain of attraction of stable laws. A second extension
has been made by de Raphélis [15] who considers infinite sets of types, a case made
very delicate by the requirement of using infinite-dimensional algebra and analysis.

The purpose of this paper is to study the scaling limits of multi-type MB trees in a
general and unifying setting, and develop applications illustrating the different facets of
our framework. Naturally, one may expect that the scaling limits of multi-type MB trees
are multi-type fragmentation trees. This family of trees has been introduced in [37] to
describe the genealogy of multi-type self-similar fragmentations, also introduced in
this paper. They are self-similar models which generalize the notion of homogeneous
multi-type fragmentations earlier constructed by Bertoin [8]. Note that we are restricted
here to finitely many types, but some different fragmentation models with infinitely
many have also been studied recently by Duchamps [17].

We will observe different types of behaviour in the scaling limit, depending on
the relative orders of magnitude of the time until we see a macroscopic split and the
time of the first type change of a typical individual. We will work under the following
assumptions (rough versions here, see Sect. 2 for precise ones):

(i) The macroscopic size-splittings of an individual of size n are rare and occur with
a probability of order n™" for all types, for some y > 0 (in fact, for the condition
(ii) c) below this probability will more generally be allowed to be of order O (n™")
for all types with at least one type of order n™7)

and

(ii) The probability of type change of a size-biased child of an individual of size n is:
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730 B. Haas, R. Stephenson

(a) Either of order n™7 for all types,
(b) Or of order o(n~7) for all types,
(c) Or of order n—# for some B € [0, y), for all types.

We could certainly relax some of those hypotheses to be in a more general framework,
but at a significant cost of technicalities on which we do not want to embark as the
interest in terms of applications is not clear. In all three of our cases, fixing a type i,
we will have to rescale the tree of descendants of an individual of size n and type i by
n? to observe a non-trivial limit. We will then observe three different regimes, which
can roughly be summed up as follows:

(under (ii) a), The limiting tree is a multi-type fragmentation tree,

(under (ii) b), The limiting tree is a monotype fragmentation tree whose dynamics are
governed by the type i alone,

(under (ii) ¢), The limiting tree is a monotype fragmentation tree whose dynamics
are governed by a mixture of contributions from all the types, via their
stationary distribution appearing in the scaling limit.

The case (ii) b) is certainly the least interesting since in the n” scale no type change is
observed asymptotically, and the study reduces to a purely monotype case (this case,
though, is a slight extension of the results of [23] since we include here a rather general
notion of size). In general, for all cases, our proofs consist of exploring the tree starting
from the root and evaluating the scaling limits of typical paths, starting from the path
from the root to a typical vertex of the tree. A key point is that this path, including the
types of the vertices that compose it, is a bivariate Markov chainon Z4 x {1, ..., x}.In
[26] we have studied the scaling limits of such processes and we will use these results to
show that here our typical path converges to a time-changed Markov additive process,
which, roughly, is the typical path in a multi-type fragmentation tree. While this way
of exploring the tree is inspired by the monotype study of [23], we insist that the
multi-type framework brings its own difficulties, notably with the need to deal with
types at different scales.

We will then develop two notable applications illustrating our results in their differ-
ent regimes. The first one concerns growing sequences of random trees that are built
recursively by gluing at each step on a random edge of the current structure a random
tree chosen in a finite alphabet of finite trees, thus generalizing Rémy’s algorithm [31]
for the generation of random binary trees. This model may be seen as a MB model
fitting in our cases (ii) a) or (ii) b), with all possible values of y > 0, depending on the
average number of edges of the alphabet trees. We will see that the scaling limit is a
multi-type fragmentation tree, which has strictly more than one type, except when the
alphabet is uniquely composed of the tree with a unique edge (it is well-known that
then the limit is the Brownian CRT, a monotype fragmentation tree in our setting) or
uniquely composed of star trees. The second application deals with critical multi-type
Galton—Watson trees which have offspring distributions with finite second moments.
This is an illustration of our case (ii) ¢), with y = 1/2 and 8 = 0. We will recover the
results of Miermont [27], under less restrictive assumptions, since we do not have to
assume exponential moments. We emphasize that our proof, based on an exploration
of the trees via typical genealogical paths is different from Miermont’s one, based on
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the study of contour functions. Mostly, we believe that this method could also be used
to describe the scaling limits of multi-type Galton—Watson trees conditioned to have
a given number of vertices (ideally also a given number of leaves, but this will require
more work) with offspring distributions in the domain of attraction of stable laws. This
has not been proved yet for a single tree, and would complete the work of Berzunza
[10] on multi-type Galton—Watson forests. This will be considered in future work.

Organization of the paper. In Sect. 2, after having introduced our discrete (Sect. 2.1)
and continuous (Sect. 2.2) multi-type trees, we will expose our main theorems on the
scaling limits of MB trees (Sect. 2.3). The proofs are postponed to Sects. 5 and 6. The
applications to growing models of random trees and multi-type Galton—Watson trees
with a finite second moments are developed in Sects. 3 and 4 respectively.

2 Multi-type Markov branching trees and their scaling limits

We emphasize that throughout the paper, all the discrete trees that we consider are
rooted, unordered, unlabelled and that they may be interpreted as metric spaces,
equipped with the graph distance.

2.1 The model: multi-type MB trees

Discrete typed partitions. Forn € N, we call k-type partition of n any finite (N x [«])-
valued sequence of the form

)_» = (A, i) = (()‘l’ i), ..., (Ap(i)’ lp(i)))

such that p(X) is a nonnegative integer—the length of the partition—and:

. x
(@) 0% A < s )
(i) The sequence is lexicographically nonincreasing: for all m < p(A) — 1, either
Amt1 < A OF Apyp1 = A and i1 < iy

We then let P,, be the set of « -type partitions of n. By convention, the empty sequence
¢ is an element of P,,, with length p(¥J) = 0, corresponding to the situation when an
individual has no children.

Splitting distributions and associated MB trees. In a multi-type MB model the
children of any individual with size n can be sorted into an element of fn, and
thus the offspring distributions are probability measures on P,,. We call the offspring
distributions of MB models splitting distributions, to emphasize the fact that the size
of a parent is spread out in its children. Let q,,(’) be the splitting distribution of an
individual with typei € [xk]and sizen € N. Thenforalli € [x] and n € N, we denote
by T,,(') the family (rooted, unordered, unlabelled) tree of the population started at an
individual with size n and type i, and call it a k-type MB tree. Formally, it is a multi-
type Galton—Watson tree with type set N x [«], where the offspring of an individual
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with characteristics (m, j) € N x [«] has distribution (q(] ) m <n,j € [«]). To

guarantee that Tn( D is finite a.s., we will always make the following assumption:

Foralln e Nandi € [«],
o Either q(’) ({(25} UfhePu: A < n}) >0
e Or there exists a type j # i satisfying the previous point and a path
W =1i,ip,...,ip=]
Such that ¢ ({(n, ij31)}) > Oforl=1,...,p— 1. (1)

Note that this implies that qnl)({Q}) > ( for at least one integer n and one type i.
A probability measure on T( ). The tree Tn() comes with a natural probability
measure which we will call ,u(l) defined thus: for every vertex u in the tree with size

k < n, let A be the list of sizes and types of its children. Then, if Zr’;(i)l Am < k, put
at u an atom with mass

p(h)
() = —Z'" -

By definition, we see that the subtree rooted at u then has mass k/n; in particular u(')

is a probability measure.

Conservative cases. For i € [k] and n > 2 we say that the probability q,(zi) is
conservative if

P

(l) Z)\ —

When the measures q(i are conservative for alln > 2 and i € [«], the tree T,fi) has n
leaves and the measure u( D s uniformly supported on its set of leaves, Vn > 1.

Remark 2.1 In some applications, we will need to allow individuals to have size 0.
This difference will be treated on a case-by-case basis.

2.2 Multi-type fragmentation trees

We now present some background on multi-type self-similar fragmentation trees as
constructed in [37].

Continuous typed partitions. We let gi be the set of sequences of the form

§=(s,0) = (Sn, in)nen € ([0, 1] x {0, 1, ..., kPN

such that:
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() ZneN sp < 1y
(ii) Foralln € N, i, = 0 if and only if s, = O;
(iii) The sequence is lexicographically nonincreasing: for all n € N, either 5,1 < s,
or Sp4+1 = 8§y and i1 < iy.

An element of gi should be seen as a finite or countable set of particles with masses
(sp, n € N) and types (i, n € N). We do not allow for particles with mass 0: s, = 0
for some n means that there is no n-th particle at all, and so it is matched with the

placeholder type 0. We also define so := 1 =), . s». Following [8], EL is compactly
metrised by letting, for two partitions § and §', d(8,§’) be the Prokhorov distance
between the two measures

oo o
5080 + D suds,e, and sgdo+ ) s;8ye, 2

n=1 n=1

on the x-dimensional unit cube (where (e;, i € [«]) is the canonical basis of R¥). We

note that the functions § — >, sfand§ > Y si1{;,—iy are continuous on

n>ng
§¢ when g > 1, for each integer ng and each type i € [«]. This is not the case of the
functions S+ -, sy and§ > 3, - snli,=i}, Which are however continuous at
each point § such that ) ;°, s; = 1 (by Fatou’s lemma). These continuity properties

will be used regularly throughout the paper.

Dislocation measures and multi-type fragmentation trees. Let y > 0 and v =

®®,i e [k]) be a vector of o-finite measures on §¢. We call them dislocation
measures if they also satisfy these four conditions for all i:

i) v (X ensn < 1) =0;

(i) 9((1,4),(0,0),...)=0;
(i) PD(s; < 1) > 0;
(iv) ]§¢(1 — 511, =i (dS) < oo.
In this case, for all y > 0, it is shown in [37, Sect. 3] that one can construct a
continuous-time population with individuals characterised by a mass x € (0, 1] and
a type j € [k] such that we start with a single individual (1, i) and an individual
with characteristics (x, j) € (0, 1] x [«] splits into individuals with characteristics
((xSm, im), m € N) at rate

x V5@ (ds).

Note that Condition (i) corresponds to a conservation property—no mass is lost when
an individual splits—that we adopt here for the sake of simplicity. Condition (iv) is
necessary for our process not to vanish immediately, and ensures that both the rate of
type change of the largest fragment from a split and the rate of macroscopic splittings
are finite. It is then possible to build the family tree of this genealogy, which is a
@)
R

compact real tree denoted by ’2} , called the multi-type fragmentation tree with index

of self-similarity y and dislocation measures D i e [k]). We refer to Sect. 5.2.3
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734 B. Haas, R. Stephenson

for a precise definition of such a tree and more generally to [37, Sect. 3] for details. It
is moreover naturally equipped with a probability measure ,u,;”)f,, which is supported
by its set of leaves, a set with Hausdorff dimension equal to 1/y a.s under some mild
additional assumptions.

When « = 1, the tree (7;(’11-,), M;I)v) is a monotype fragmentation tree, as introduced
in [22] (see also [35] for the non-conservative models). In fact, it is easier in this
setting to use simpler notations that do not refer to types, and we let S denote the set
of nonincreasing sequences (s,,n > 1) such that s, > 0 for all n and ZneN sp <1,
equipped with distance sup,, |s, — s,| for s, s’ € S'. In this context, a dislocation
measure is a measure v on SV such that v(ZnEN sp < 1) =v(sp = 1) = 0and
fsl(l — s1)v(ds) < oo, and we will thus denote this tree by (7, v, i) A key
example that will appear several times in our results is the Brownian CRT of Aldous,
denoted here by 7g;. We recall from Bertoin [6] that equipped with its “uniform”
measure up; it is a fragmentation tree with index of self-similarity y = 1/2 and
dislocation measure vg;, which is binary (i.e. it only charges sequences such that

s3 = 0), conservative and such that

2

vBr(s1 € dx) = T30 =)}

1{1/2<x<1)dx. 3)

2.3 Main results: scaling limit theorems

We consider a family of offspring distributions (q;gi))(n,i)eNx[K] satisfying (1) and an
associated sequence of multi-type MB measured trees

(T, 1D 0.1y eNx k]

Since we are only interested in convergence in distribution, we do not assume that
there is any kind of coupling between these MB measured trees, and indeed they may
be constructed on different probability spaces. In order to describe their scaling limits
(in distribution) we make some further assumptions on the sequence (q,gl)) that involve
two parameters: a real number y and a vector of dislocation measures.

Possible values of y. If, for all i € [«] and all n large enough, the probability q,gi) is
conservative, then consider any y > 0. If the above is not true, we restrict ourselves
to 0 < ¥ < 1. This holds for both theorems below.

As is now standard, we endow the trees (T,,('), n > 1,i € [«]) with the graph
distance, and consider the Gromov—Hausdorff—Prokhorov (GHP) topology on the set
of equivalent classes of measured compact metric spaces. See e.g. [1,2] for background
on this topology.

We can now formalize the results announced in the introduction, by considering
three situations where we compare the probabilities of macroscopic splittings (we
informally say that the splitting of an individual of size n is macroscopic if its largest
child has size less than n(1 — ¢) for some ¢ > () with the probability of type change
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of a size-biased child of an individual of size n. In the first situation, called the critical
case, macroscopic splittings of individuals of size n and any type happen at rate n=7,
which is also the order of magnitude of the probability that a size-biased child of such
an individual has a different type than its parent. We then observe in the limit a multi-
type fragmentation tree with index y and whose dislocation measures are the scaling
limits of the offspring distributions, in the sense of (4) below. In the second situation,
called solo case, macroscopic splits still occur with a probability of order n ™" whereas
the probability of type change of a size-biased fragment is a o(n "), and then the limit
is a monotype fragmentation tree, whose type is technically that of its root. These two
situations will be often considered together, as opposed to the third situation, called
the mixing regime. There, macroscopic splits happen with a probability which is a
O(n~7) for all types, with at least one type realising the bound, and the probability
of type change of a size-biased fragment is larger, specifically of order n~# for some
B < y, and we observe in the limit a monotype fragmentation tree with index y and a
dislocation measure which is a mixture of monotype dislocation measures appearing
as scaling limits of the offspring distributions in the sense of (7). The scaling factors in
this mixture are given by the stationary distribution of the Markov chain describing the
asymptotic evolution of the types. All of these results are formally stated as follows.

Critical and solo regimes. For n € N, i € [«] we let 7, a probability distribution
on gi, be the distribution of

Ao, Apgy .
<<77l1>""7(771p(]\) ’(050)5"-

if A has distribution g .

Theorem 2.2 Assume that, for alli € [x], we have the following weak convergence of
measures

n? (1 —s11j,2)) 039(d8) - (1 = s11,2y) PP (d8) 4)

where v = (Vi € [k]) is a vector of dislocation measures on gi which satisfies
one of the following:

Vielk], vV @k eN, s >0andi; #1i)> 0. (5)
or
Vielk], v @keN, s> 0andi; #i)=0. (6)

We then have the following convergence in distribution of metric measure spaces for
the GHP-topology, for all i € [k]:

(7 - TD, u D) HON (T, 0.

n—oco \ Vv yw
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736 B. Haas, R. Stephenson

Hypothesis (4) means in particular that, for Lebesgue-almost-every ¢ > 0, the
probability that an individual with size n and type i gives a sequence of children with
largest size smaller than n (1 —¢) is asymptotically proportional ton ™" D (s; < 1—¢),
where 7 (s < 1 — ¢) is finite by definition. If we combine it with assumption (5)
then we are in the critical regime mentioned earlier. Indeed, the probability that a
size-biased fragment changes its type behaves asymptotically as

p(h) A 00
N = m _ —(i) =
2 a0 X i s f& > sy d0 0 8),
reP, m=1 Zk:l Ak m=1

where the integral is finite by definition of a dislocation measure. Meanwhile, if
we combine hypotheses (4) and (6) then the probability that a size-biased fragment
changes its type is o(n~"), placing us in the solo case.

Note that, despite being multiplied by (1 — s11(;,=;)) , the dislocation measure v
appearing in hypothesis (4) is uniquely determined, as it gives by definition no mass
to the element ((1, i), (0,0,),...).

We believe that Theorem 2.2 would still hold without either of (5) or (6), putting
us in an intermediate regime where some, but not all of the types would act as dead
ends. In order to lighten this already long article, we do not develop this case which
requires a certain number of technicalities and is not the most interesting in terms of
applications.

The monotype case. We emphasize that Theorem 2.2 includes the monotype cases
(assuming (4) for the unique type involved, then (6) is automatically satisfied) and
that it then generalizes slightly the results obtained in [23] and [32] by allowing more
general notions of sizes.

Mixing regime. Let 0 < 8 < y. Forn € N, let P, be the matrix defined by
Puli. j) = g (i = j) foralltypesi, j.
(@)

Let also, forn € Nand i € [«], v,  be the probability measure on S ¥ which is the

distribution of
A A A
n n

without the types, if A has distribution q,gi). In our theorem below, we use the notion of
Q-—matrix on [k ]: we recall that it is a ¥ x « matrix such that the diagonal coefficients
are nonpositive, the coefficients outside the diagonal are nonnegative and the sum of
each row is 0.

Theorem 2.3 Assume that, for all i € [«], we have the following weak convergence
of measures on S :

n” (1 = s1)v') (ds) — (1 sV (ds) (7
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where the v i € [k] are either dislocation measures on S* (which by definition
cannot be the null measure) or the null measure on S, such that at least one of these
measures is not null. Assume also the following convergence of matrices:

(P —1) — 0 ®)
n— o0
where Q is anirreducible Q-matrixon[«], and x = (x1, ..., X« ) is the corresponding

unique invariant probability measure. We then have the following convergence in
distribution of metric measure spaces for the GHP-topology, for alli € [k]:

_ i i (d)
(n V. T,,(l), H,(ll)) njo)o (%,w Hy,v)

where (7}1; My,,,) is a monotype fragmentation tree, with dislocation measure v =
K (@
Zi:l XV,

Note that assumption (7) guarantees that macroscopic splittings happen with a
probability of order n~" (or lower, for i such that v® is null) and hypothesis (8)
places us in the mixing regime as informally defined earlier. Indeed, while it states
that the largest fragment from a split changes type with probability of order n=#, we
can check that this then also holds for a size-biased fragment, see Lemma 6.4. Note
also that the measure v*) appearing in (7) is uniquely determined, since a dislocation
measure on SV gives no mass to the element (1,0, ...).

The proofs of these two theorems will be developed in Sects. 5 and 6. We emphasize
that the proofs are more involved technically in the mixing regime when at least one
measures v") is null, since some macroscopic splittings are then significantly slower
than the others. This case, however, fully deserves our interest: it is in particular
encountered for finite variance multi-type Galton—Watson trees if some types may only
give birth to one child, or multi-type Galton—Watson trees whose offspring distributions
are in the domain of attraction of stable laws, with varying indices depending on the
type of the parent.

3 Application 1: growing models of random trees

Throughout this section we consider an alphabet of two finite rooted trees to keep
things simple, but we emphasize that all the results extend readily to a finite alphabet
of finite rooted trees. Our two-tree case also include the single tree case when 74 = 13,
with the notation below.

We will consider a growing sequence of random trees obtained by drawing recur-
sively a tree in the set {t4, Tp}, where 74, Tp are two rooted trees with respectively
ng > 0and np > ny edges. When ny = 0, t4 is the tree with a single vertex.
The probability to choose 74 and tp are respectively denoted by g4 € [0, 1] and
gp ‘= 1 — g4, and throughout this section

N denotes a random variable with distribution g48,, + gBu;., )
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738 B. Haas, R. Stephenson

that corresponds to the number of edges of the randomly chosen tree. Our sole assump-
tion on the parameters is that the expectation of this number of edges is nonzero:

E[N] :=gana +qgpnp > 0.

Let then T be a rooted planted tree (i.e. the root has degree 1) with ng > 1 edges,
which will be our starting point. The sequence (7;,, n > 0) is built recursively starting
from Tj by:

(i) Choosing at step n an edge uniformly in 7},

(ii) Gluing on this edge a random tree which is equal to 74 with probability g4 and
to Tz with probability ¢p, independently of everything else: the gluing is done by
inserting the root of the random tree “in the middle” of the selected edge of 7},.
This gives T,41.

We will call the successive random trees used for this construction the brick trees.
Our aim is to describe the scaling limit of (7,) in terms of multi-type fragmentation
trees. This will be achieved by the using the underlying MB structure of these trees. In
some particular cases, the scaling limit is already known. When 74 = tp = Tj is the
tree with a single edge, this procedure is known as Rémy’s algorithm [31] and generates
a sequence of trees distributed as planted binary Galton—Watson trees conditioned to
have n + 1 leaves, n > 0, whose planar order has been forgotten. In this case, it is well
known that n~1/2 . T;, converges almost surely in the GHP-topology to a multiple of
the Brownian CRT (see [3] for the convergence in distribution and e.g. [13] for a proof
of the almost sure convergence). This result was extended in [25] to the case when
T4 = Tp is a star tree with k edges (and k + 1 vertices) and T is the tree with a single

edge: then, rfﬁ - T,, converges to a fragmentation tree with an infinite dislocation
measure constructed from a Dirichlet distribution. This convergence has only been
proved in probability in [25], but the theorem below shows that it is in fact almost
sure.

We introduce some notation. For each v € 14, each v € 7p and each v € Ty, let
7, be a planted version of the subtree of the descendants of v, including v (by planted
version we mean that an edge is attached to v and that the other extremity of this edge
is the new root). Then let

B = {ty,v € ta\{pa} Utp\{p5} U To\{ro}}

where p4, pp, po are the respective roots of T4, g, To. Note that the tree with a unique
edge always belongs to B (it is generated by the leaves of t4, 5, Tp) and that Tp € B
since it is planted.

Theorem 3.1 Let w, be the uniform probability on the vertices of T,,. We have the
following almost sure convergence in the GHP-topology:

1
(n_]E[NJ-H T, Mn) ajgo)o (7T, ) (10)
n
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where the limit is a multi-type fragmentation tree with # types, with index of self-
similarity (E[N] + 1)_1 and with dislocation measures denoted ﬁéiiwth’ i € [#B],
which are constructed from limits of urn models depending on all the parameters of
the model, T4, T, pa, PB, To, see Definition 3.4. When n s = np, these measures are
mixtures of biased-Dirichlet-distributions. With the notation below, the type of the root

of T is 1.

Note that the fragmentation tree (7, u) is monotype if and only if #5 = 1, i.e.if and
only if Tp, T4, Tp are star trees (since Ty is planted, it is thus necessarily the tree with
a single edge). The proof of this theorem relies mainly on our Theorem 2.2, which
gives a convergence in distribution and allows us to identify the limit as a multi-
type fragmentation tree. However, clearly, the recursive construction on a common
probability space induces a stronger convergence. The most subtle point to get this
stronger convergence is to establish the almost sure compactness. This is done by
Sénizergues [33] who gives a sufficient condition for recursive constructions of graphs
to converge almost surely in the scaling limit. We emphasize that his result includes
our setting here, hence proving the a.s. scaling limit of the trees 7, but that it does not
identify the limit as a multi-type fragmentation tree, but rather as a gluing of random
metric spaces as studied in [34]. His sufficient condition can be stated as follows in
our setting: for N;,i > 1 a sequence of i.i.d. random variables distributed as N (that
represents the successive numbers of edges of the brick trees), we have almost surely
the existence of some ¢ > 0 and ¢ < (E[N]+ 1)~! such that

n
ZNi =E[NJn(l+O0®n™*°) and N; <i“toW,

i=1

This is clear for ¢ < 1/2 and ¢ = 0 since the random variable N is deterministically
bounded.

Before going deeper, we need some more vocabulary and notation. First, noting
that most of the trees we work with are planted, we decide to call ancestor of a planted
tree the unique child of its root. Second, we rewrite B as

B={tj,je[#Bl},

for any ordering such that 7 := Ty. Foreach j, weletn ; denote the number of edges of
7; and we give type j to the ancestor of 7;. We let p; be the out-degree of this ancestor.
If pj > 1, the p; planted subtrees descending from this ancestor are themselves in
B (these subtrees are planted, i.e. we include for each of them the edge adjacent to
the ancestor). We let nj := (nj1,...,nj ;) denote their sequence of number of
edges andi; := (ij 1,...,i} p;) the sequence of types of their respective ancestors,
these sequences being indexed so that (n;,i;) is in P,. If p; = 0, (n;,i;) = @.
Similarly, in 74, we let p4 denote the out-degree of the root and, if pg > 1, ny4 :=
(na,1,...,n4,p,) the sequence of the number of edges of the p4 subtrees descending
from the root and ig := (ia,1,...,i4,p,) the corresponding sequence of types of the
ancestors of the subtrees, so that (ny, i4) is in P,. If pa=0,(ny,ix) := 0. We use
similar notation for tg.
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Organization of the rest of the section. Below we first describe the family of
dislocation measures involved in the limiting tree and then proceed to the proof. It
is split into two parts: the verification of the MB property, with an adequate notion
of size, and then the verification of the criterion (4) for the corresponding splitting
distributions (the fact that the limiting dislocation measures satisfy (5) when there are
more than two types (#5 > 2) and (6) otherwise follows readily from their definition).
In alast part we will discuss the case where T has a root degree larger than 2, to which
Theorem 3.1 can easily be adapted.

3.1 The dislocation measures

The dislocation measures Dégwth, i € [#B], are built from distributions appearing as

scaling limits of urn models, which we first review.
3.1.1 Background on asymptotics of urn models

Classical Polya urns. Consider an urn model with £ > 2 colors and initial weights
ai, ..., ar > Orespectively. At each step draw a color with a probability proportional
to its weight and add a weight 8 > O to this color. Let W, 1, ..., W, x denote the
weights of the k colors after n steps. Then

B (Wt ooy, Wak) —5 (W, ..., W)

n—oo

where (W1, ..., W) follows a Dirichlet Dir(a; /8, ..., ax/B) distribution.

Pélya urns with random increments and random initial weights. We still start with
k colors, but now the case k = 1 is included, and initial weights ay, ..., ax > 0, that
can possibly be random. We moreover assume that the increments are random and
deterministically bounded: at step i draw a color with a probability proportional to
its weight and add a weight 8; > 0 to this color, where the 8;,i > 1 are i.i.d. deter-
ministically bounded and independent of (ay, ..., ax). Thenif welet W, 1, ..., Wy«
denote the weights of the k colors after n steps

(ZH W)™ (Wt Wag) 25 (Wi, Wa)

where the limit is a random variable on the kK — 1 dimensional simplex. The existence
of the limit is easy to see since for each 1 < i < k, letting B, denote the total
weight after n steps, (W, ;/By), is clearly a bounded martingale, but its distribution
is not explicit as in the balanced case. Note that the assumption that the 8;,i > 1 are
deterministically bounded is not needed to get this convergence, but it is important for
the following property, due to Pemantle [30]: almost surely,

W; >0, foralll <i <k, and W; #W;, foralll <i # j <k. (11D
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In this paper, the random increments will always be distributed as N + 1, with N
defined in (9). We will then denote the distribution of the limit (Wy, ..., W) by

Urny41(a) (12)

where a = (ay, ..., ai) is the initial sequence of weights.
In fact, we will need the following strengthening of the above convergence. If N, ;
denotes the number of times the color i has been drawn until step n, then

T (Nt ooy Nuk) =5 (W, o, Wh). (13)

n—oo

This is an easy consequence of the above convergence and the following lemma, due
to Dubins and Freedman [16].

Lemma 3.2 Let (F,)u>1 be a filtration and (X,)n>1 a sequence of Bernoulli random
variables adapted to this filtration. Set p, := P(X,, = 1|F,—1). Then,

Z?—l Xj as
=5—— —> 1 ontheset{) 52, p; = oo}l
Z?:l pj n—oo { j=1rJ }

Indeed, foreachi, 1 <i <kandforeachl < j <n set Xﬁ.") := 1 if the color i is
drawn at step n and X E.i) := 0 otherwise. The filtration F) is the filtration generated
by this sequence of Bernoulli random variables, and pgi) =PX; = 1|1F;j) =

W1/ ZL] W;_1,¢. By Lemma 3.2 and since W; > Oforall 1 <i <k, we getthe
expected behaviour (using Cesaro’s lemma).

. . 0]
3.1.2 The dislocation measures Vgrowth

Let S denote the set of nonnegative summable sequences with sum smaller than 1
(with no constraint of monotonicity). It will be more convenient here to define first a
dislocation-like measure on the set

SCSx {0, 1,..., K}N of sequences (s;, i )nen satisfying s, =0 < i, =0, Vn € N.
As for gl, we endow S with the metric that assigns to two elements §, § the Prokhorov
distance between the two measures defined from s, §’ by (2).

If & denotes a measure on S such that fg(l — s1)@(ds) < oo, we will then let &V
denote the push-forward of this measure obtained by the map

rank : s — (SO'(j), io'(j))jEN S §¢ (14)

where o is a permutation on N such that j < k if and only if s5(jy > so@) or
So(j) = Sok) and ig(j) > ix(x). Note that [5(1 — s1)@¥ (dS) is then finite.
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Definition 3.3 Let (Si)«>0 denote arandom walk starting from Sy = 0 with increments

having the distribution of N + 1. We define the measure o)

growth 45 & mixture of

probability measures on S:

Dgrowtn 7= L0 - (Umy+100). 1) 1y, 1)

oo
+) b [QA (U1 (Sk—1 + ni,ma), (i, ia))
k=1

+q5 - (Urny41(Sk—1 + ni,np), (i, iB))],

where £, k > 0 are the abstract nonzero quantities appearing in Lemma 3.6 (i) below.
When np = n4, this expression is more explicit:

P (%) - a1
1 . n; na1 NA,pa .
. Dir s — .., : L (0,1
|:6]A 1—S1< <nA+1 na+1 na+1 (@ 14)

1 .
Dir (2 B TBes ) o)
1 —s1 na+1 nap+1 nyg+1

It is straightforward to check that this explicit expression of @ @ mwth whenng =np
indeed corresponds to the abstract one, using (15) and the fact that Sy = k(ng +
1), Vk > Oin this case. Note that n 4 is necessarily nonzero in such a case (equivalently
pa > 1), s0that (nyg,is) # @ and the Dirichlet distributions are well-defined. In all
cases the integral f 5(1—s1 1= })a)gmwth (ds) is finite according to Lemma 3.9 below.
We can thus define:

+qp -

= (i)

= (@) O
growth is

then defined as Vorowth *= Dgrowth:

Definition 3.4 The dislocation measure v

Itit clear that this is indeed a dislocation measure that satisfies (5) when #5 > 2 and
(6) when #5 = 1. Note the particular case where py = 0andng = np = 1: vél())wth
is then a monotype dislocation measure that corresponds to the Brownian dislocation
measure (3) multiplied by (2+/2)~!. More generally, if Ty is the tree with a single
edge and t4 and 7p are star trees with both k edges, the dislocation measure Dg(i())wth is
a monotype measure that was already identified in [25].
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3.2 The MB property

For each type i € [#], we let (Tn(i)) »>0 denote a sequence of trees built from To(i) =
7;. In general, these trees have a total number of vertices and total number of leaves
that are random. There is however a quantity which is deterministic: the number of
branchpoints created by gluing the roots of the successive brick trees onto the structure
(this number is equal to 7 in Tn(i)). We will use this quantity to exhibit a MB property
for a sequence of reduced trees, which will be sufficient to prove Theorem 3.1.

Assignment of types to the vertices of Tn(i) . We give types to all the non-root vertices
of Ty, ta and tp by declaring each ancestor of a copy of z; to have type j, for
1 < j < #B. Then, starting our recursive construction of (T,l(i)),,zo from To(i) =T,
the types are recursively attributed as follows: given Tn(i_)1 and given that the root of

the brick tree added at step n is branched on an edge of Tn('_)1 which is the “parent” of

a vertex of type j, the new created branchpoint is of type j; the other new vertices are
vertices of the added brick tree but its root and arrive with a type assigned according

to the rule above; the vertices already present in T,l("_)l keep their types. The root of

T,,(i) does not have a type. Note that with this rule, the ancestor of T,,(i) is of type i for
alln > 0.

Assignment of sizes to the vertices of T,,(i). In the construction process of (Tn(i)),,
we color in red the branchpoints created when gluing the roots of the successive brick
trees on the structure, so that T,l(” possesses n red vertices. For us, the size of a vertex
of T,,(i) is the number of red vertices amongst its descendants, including itself.

The MB property of a family of reduced trees. For cach i € [#8] and each n > 1,
let Tn(i” be the tree obtained from Tn(i) by removing the root and its adjacent edge
as well as all vertices of size 0 and their descending edges. The root of T,,(i” is thus
the ancestor of Tn(i), and it has size n and type i. The MB property of the family
(Tn(i)’T, n > 1,i € [#B]) then follows readily since the selected edge on which is
glued the next brick tree in the construction process is chosen uniformly and the type
of the root always corresponds to the initial tree: the MB property is therefore simply
due to the fact that the restriction of the uniform distribution to a subset is still uniform
in that subset. We let q,(,i) denote the distribution on P, of the couples of sizes and
types of the vertices above the root of T,,(i)’T, ranked according to the usual rule - note

that they may be non-conservative. We then let ﬁ,(,i) be the push-forward of q,(,i) by the
map which divides the size-parts by n.

Lemma 3.5 Foralli € [#B],

weakly

_ 1 i _ G _
mEVET (1= s11iy=0) 57 @9) =27 (1= 5181=0) Bgronan (09)-

This lemma will be proved in the next section. We finish this section by noticing
that it implies Theorem 3.1.
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From Lemma 3.5 to Theorem 3.1. A direct consequence of Lemma 3.5 and
Theorem 2.2 is that if u,(f) ¥ denotes the probability measure that assigns the weight

(@), 7

—1 to each red vertex of T, and the weight O to each other vertex, we have that

(n~ BT - 77, 01y @ (79 O

n _> Vv,V g,rowth s Vs Vg growth

for the GHP-topology, where Egmwth = ( )

growth ’

j € [#B]). This in turn implies the

convergence in distribution of (n~ EINIFT NI T, (l)) to (7;(13gmwm, M;l )Vgrowth) where

/L,,) denotes the uniform probability on the vertices of T,,( ). Indeed, note first that the
subtrees removed above the vertices of size 0 to get Tn(l)’Jr from Tn(l), n > 1, all have a
number of edges smaller than max(n 4, np, n;), which means that the Hausdorff dis-
o . 1 i
tance between Tn(lm and Tn(l) is bounded and therefore that n  EIVI+1 . T,,(l) converges
in distribution to '];("Q’gmwm for the Gromov—Hausdorff topology. Second, to incorporate
the measures, one could note that the strong law of large numbers implies the conver-
gences an)(Tn(lﬁj)/u(l) ‘(T,,(f)j) — las. forall j > 1, where r{, 2, ... denotes the
red vertices by order of appearance and T,,(fr)j the subtree in T,fl) of descendants of r;
including itself (this subtree exists for n > j). One could then conclude by using the
Skorokhod representation theorem and a tightness argument, but this would be a bit
long technically, so we prefer to use the following shortcut: Proposition 1 of Sénizer-
o1 .
gues [33] implies the a.s. convergence of (n E[NI+1 . Tn(l), (Z)) and having a look at
the way things proceed in Sects. 5.1 and 5.2 within, we see that one jointly gets the a.s.

I .
convergence of (n EWVI+ T(l) (') ' ‘) to the same limit, which is then necessarily
distributed as (#lgémwm’ ug/')vém m) This leads to Theorem 3.1 since Ty = T(l) nd

the sequences (7;), and (T,,(l))n have the same distribution.

3.3 Convergence of the splitting distributions: proof of Lemma 3.5

We fix atype i € [#5]. Our goal is to prove Lemma 3.5. The global strategy is to first
prove the convergence of non-ordered versions of the measures v, o (the w a) ) introduced
below), and, in fact, we will first focus on conditioned versions of these measures a)( )
given the index of the last brick tree glued next to the root in the construction of Tn(l).
We start by introducing the notations and then turn to the different steps of the proof.

3.3.1 Non-monotonic sequences and introduction of the main notation

We fix a type i € [#B] and an integer n > 0.

Index of the last brick glued next to the root. Let J, € {0, 1, ..., n} denote the
random variable that corresponds to the rank of the last step in the construction of

T,fi) at which the new brick is glued next to the root. Specifically, J, is equal to k > 1
if at step k the new brick is glued on the edge adjacent to the root of Tk(’_)l and if for
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k+1 < j < n the new brick is not glued on the edge adjacent to the root of Tj(i_)l, and
we let J, = 0 in the case where none of the brick trees are glued next to the root up to
step n. Let (S,) be a random walk starting from Sy = 0 with increments distributed

as N + 1. Then, clearly, P(J, = k) =0ifk > n, P(J, =0) =0if p; = 0 and

ni+8;—1
P(J,=0=E fpi>1,
(n ) 1_[ l’li—i-S] 1T p;

J=0
andforl <k <n

1 Sa+s—1
P(J, =k) =E /
(=0 ”i+Sk1/1:£ n; +8;

Notation for the sizes of the subtrees descending from the ancestor of T,,(i). When
pi > 1 and J, = 0, the ancestor of Tn(’) is the ancestor of To(’) = 14, which, with the
notation introduced at the beginning of Sect. 3, splits in p; subtrees with sizes and

types sequence (n;, i;). For the subtree with index j, 1 < j < p;, we let eri} denote

its number of edges and R,(j)j its number of red vertices. Note that if R,(f)j > 1,4 is

the type of its ancestor. We then let Wf,i) = (eri})lfjfpi and R,(,i) = (R,(li)j)lfjfpi.

When J,, = k > 1 and the brick tree glued on Tk(l—)l at step k is 74, the ancestor of T,,(l)
splits in p4 + 1 subtrees. We decide to give the index j + 1 to the subtree “built on the
subtree above the root of T4 withinitial size n 4 j and ancestortypeis ;7,1 < j < pa,
and to give the index 1 to the remaining tree (built on a subtree above the ancestor

of Tk(i) which is identical to Tk(i)l). For the subtree with label j, 1 < j < pa + 1,
we let W,Ef’jA) (k) denote its number of edges and R'(ll;’jA) (k) its number of red vertices.
The notations W,(,i’A) (k) and Rf,i’A) (k) denote the corresponding sequences of length

pa + 1. We proceed similarly when the brick tree glued on Tk(i)l at step k is tp,
replacing in all notations the letter A by B.

The splitting measure cb,(,i). We first define conditional versions of this probability
measure on S. With the notation introduced above, we let J);(zl|)l,,=0 denote the dis-

tribution of (n_lR,(f), i;) when p; > 1 and the null measure when p; = 0, and for
1<k<n,

S0 _ _
Onjs =k 7= IA%0 1R . (1i.a7) T B IRE 0,115
We then define
n .
o) =Y Py = dy, -
k=0
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Note that the measure f),gi) introduced in Sect. 3.2 is the push-forward of J),(,i) by the
map rank introduced in Sect. 3.1.

In order prove Lemma 3.5, we will proceed in four steps. We will first determine
the asymptotic behaviour of the probabilities P(J, = k), k > 0, as n — 00. Second

we will determine the asymptotic behaviour of the conditional probabilities (I)'(lil)fn i

for each k > 0, and then the asymptotic behaviour of d),(,i) by summing over k. Last,
ranking the sequences in decreasing order, we will deduce the expected behaviour of

@),
3.3.2 Asymptotic behaviour of P(J, = k) whenn — oo

In this section we prove the following lemma, and as a corollary build the ¢, k > 0

involved in the Definition 3.3 of the dislocation-like measures @é?owth.

Lemma 3.6 (i) Fork > 1, and k = 0 when p; > 1, there exists £} € (0, 00) such that
1
nENHT . P(J, = k) —> {.
n—oo

(i1) Moreover, there exists a constant ¢ € (0, 00) such that

1 c
supnEWVHL . P(J, = k) < —,
n>1 k  EINI+I

Vk > 1.

When np = n4 this lemma is in fact easy to prove and the limits are explicit, since

0 ifk=0 and p; =0

=l r nj
UL — 1) = FWM)' (Z’Z}l; ifk=0 and p; > 1

1
BT ) A&

ifl <k <n.

By Stirling’s formula, we then have

r (n:;_ ) -1 1
P(J,=0) ~ ——~.n "+ 1,y and
n—o0 r ni—1
(#+)

F( n +k—1>
1 1
P(J, =k ~ +1, nA+11 .n natl
n—oo n ni—
A F(m“‘)
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for k > 1, and then

r () N e )
t= ey and = —— L k=1.15)
nj— n ni—
r () A P (it + k)

To prove Lemma 3.6 in the general setting, the key point is the following conse-
quence of Hoeffding’s inequality. The notation (S;) j>¢ still refers to a random walk
starting from O and with increments distributed as N + 1.

Lemma3.7 Lete € (0,1/2) and ) > 0. Then,

E | exp [ Asup j°
j=l1

Proof The increments of the random walk being deterministically bounded, we know,
according to Hoeffding’s inequality, that there exists ¢ > 0 such that

% — (E[N]+ 1)‘)} < +0o0.

P(%—(E[N]+l)

Consequently, for u € [1, 00),

P | sup j°
jz1

> un_g) < 2exp(—cu’n'=%), Vu € [0, 00) and Vn > 1.

%—(E[N]Jrl)

o0
> u) < ZZexp(—cu2j1_2g)
j=1

< 2exp(—(c/2u?) E exp(—(c/2)j' )
since u>1 X
> =1

< dexp(—(c/2)u?),

with d finite, independent of # > 1. We then use that for any positive random variable
X

Elexp(AX)] =1+ A/ exp(Au)P(X > u)du
0

(found easily by e.g. integrating by parts). Hence

E |:exp <Asupj8 i — (E[N]1+ 1)‘>:| -1
j=1 J

= ,\/ exp(Au)P (supf =L _(E[N]1+1)
0 j>1 J

Zu) du

1 00
< A/ exp(lu)du + A/ exp(lu)d exp(—(c/2)u2)du,
0 1
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which is finite, as expected. O

Proofof Lemma 3.6 Fix k > 1, letforn > k

n
1 1 1 n: S.—1
ln i 1= eFNAT Xj=7 . [ it

’ ni + Sk—1 PR +S;

and note that (i) will be proved (for k > 1) if we show that a, ; has a finite nonzero
limit when n — o0, and that (ii) will be proved if we show that sup, -~ kay i is
finite. We will do both simultaneously. We start by rewriting

1 " 1 1
a =E| ————ex —+1n 1-—
= s oo | ey (- s)

=

1 1 1 S

exp (—] — (E[NT+ 1))
ni + Sg—1 EINT+ 1= i+ 85) \ Jj

n

n
n; 1
+ ,
E[N]+1 ; j(ni+S))

n
1 1
+ E +In(1-
= <”i +Sj ( ni + Sj))

Since S; > jforall j > 1,and In(1+x) = x+O(x?) (x — 0), the sum >k (it
Sj)_1 + In (1 —(n; + Sj)_l)) converges almost surely as n — oo and is determin-
istically bounded in n > k > 1. This also implies that the sum Z?:k (jni + S j))’1
converges almost surely as n — oo and is deterministically bounded inn > k > 1.
Next, by Lemma 3.7, the sum Z?zk(ni + Sj)_1 (Sjj_1 — (E[N] + 1)) is also con-
vergent and is bounded from above, in absolute value, by a random variable which
has exponential moments of all orders. Last, the term (n; + Si—1)~ L is smaller than
(n; +k —1)~!, which is deterministic. We can therefore conclude by dominated con-
vergence that a, x converges to a finite limit whenn — oo. This limitis the expectation
of the exponential of a finite random variable, hence it is nonzero. Hence (i). Moreover
these few lines also show that sup,,~ ;- ka, r is smaller than the expectation of the
exponential of a random variable which has exponential moments of all orders. Hence
(ii).

The proof of (i) holds similarly when k = 0 and p; > 1. This is left to the reader. O

3.3.3 Embedded urn models and the asymptotic behaviour of (;’fwil)ln=k

The notation (Si)k>0 still refers to a random walk starting from 0, with increments
distributed as N + 1.
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Lemma3.8 (i) Fork > 1,

- (i) weakly

Ol fy=k 5 A" (Urnn41(Se—1 +ni,ma); (i,ia))

+qp - (Umny41(Sk—1 +ni,np); (i.ip)).

Fork =0and p; > 1,

(@ eakl .
Bul1,=0 V,,v:zj (Urny1(mp); 7).
(i) Moreover,
- (i _. _E[N]+2
SUP/;(I - Sﬂ{g:i})wfjl)l L ds) < =5 Wk> 1.
nzl S n k

The proof of this result relies on urn models involved in our recursive scheme.

Proof of Lemma 3.8 (i) Let n > k > 1. We work conditionally on J, = k and use the
notation for the sizes of the subtrees descending from the ancestor of T,,(i) introduced in
Sect. 3.3.1. For the moment, we also work conditionally on the fact that the brick tree
at step k is t4. It is then clear that W,(f’A)(k) is distributed as a Pdlya urn model with
random increments distributed as N + 1 and initial (random) weights (Sx—1 +n;, n4),
after n — k steps, and that R,(f’A)(k) —(k—1,0,...,0) is the corresponding sequence
of numbers of times each “color” has been drawn. Hence, by (13),

_ i 1
nREA®) = Uiyt (S + nj ).

Moreover, still given that the grafted tree at step k is 74, the sequence of types of the
ancestors of the subtrees above the ancestor of T,l(i) is equal to (i, i4). The arguments
are similar when replacing A by B. Since the grafted brick tree at step k is T4 with
probability g4 and tp with probability ¢p, this gives the statement for k > 1.

When k¥ = 0 and n > 0 we proceed similarly with the random sequence
W, R,
(ii) Fix kK > 1. We use a coupling argument. Let (X;, j > 1) be a sequence of i.i.d.
random variables distributed as N + 1, and 7, := Z']’-zl Xj,n>1,Ty:= 0. Then let
(Ry, Wn)n>k be arandom sequence evolving as follows, conditionally on (X ;, j > 1):
Ry =k —1, Wy = T and given (R;, Wi)k<i<n>

Ryt1 =R, + 1 and W1 = W, + X,,;1 with probability v}/—:
Ris1 =R, and Wy = W, with probability 1 — 2.
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The sequence (%)Pk being a martingale, we have that E[R, | — R,] = E[V}/—:] =
E[#:] = E[ %] forall n > k. Hence, E[R,] = E[R] + (n — k)E[ %] and

T
R k—1 Tr— Tr—
Eli=2rl=1_ o il U A ) Bl }
n n Tk Tk

k
n
1 [Tk—Tk1:|

< —-+4E
Ti1<Tx N

To conclude we notice that for all n > k, R, /n is distributed as the push-forward of

‘7’;(zi|)ln _, by themap § € S > sy, which gives us

i E[N]+2
sup/(l —s1)BY), _(ds) < BINTH2 oo
n>1JS " k
as expected (note that i =i d),(lil)J”:k -a.e. when k > 1). O

3.3.4 Summing over k and the asymptotic behaviour of é)ﬁ,i)

1 .
We can now deduce from the previous sections that n EVI+1 . c?),({) approximates the

dislocation-like measure @éilwlh of Definition 3.3 in the following manner.

Lemma3.9 Let f : S — R be a bounded continuous function. Then,
J o (i _
n VI /, (1 = s11giy=i)) f ©)L) (ds) —> f, (1 = 511(iy=i)) f By, (d5).
S n—o0 S

the integral in the limit being well-defined and finite.

Proof With no loss of generality we can assume that f is positive and bounded from
above by 1. Recall that

n
o) = Py =k, -
k=0

From Lemma 3.6 (i) and Lemma 3.8 (i), we know that for all k > 0

1 _ —(i —
n ENF [, (I =511 fFOPy = 0@y, _, (d§) —> /, (1
S n—oo S

=51 1(iy=i)) f $) Lk * Dt 1 (45),
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()

srowth, k is the measure

where @

A+ (Umnyg1(Sk—1 +ni.ma), (i.ia)) + g5 - (Umny41(Si—1 +ni.np). (i.ip)).

when k£ > 1, the measure (Urny41(n;),i;) when £k = 0 and p; > 1 and the null
measure when k = 0 and p; = 0. If we can sum the above convergences over k € Z,
we will have the expected result. By Lemma 3.6 (ii) and Lemma 3.8 (ii) we have the
existence of some ¢ € (0, oo) such that for all k > 1

suan /(1 _Sl1 {i1= ,})f(S)]P(Jn = k)(l)n” k(dS) = ;1

n>1 kz_ E[N]+I

Since E[N] > 0,2 —1/(E[N]+ 1) > 1 and we can apply the dominated convergence
theorem to conclude. O

3.3.5 Back to |_/,(,i)

=3

Forall nin N, the measure Vn ) is the push-forward of & a),, 0 by the function rank defined

in (14), and similarly v vgmwth is the push-forward of @ & by rank. In order to get

Lemma 3.5 from Lemma 3.9, we then note that

growth

St (1=s11iy=i)) f @V (d5)
= fs(1=s114,=) sV G)(f o rank) &)@ (dS), Vn = 1

for any bounded continuous function f : S — R, where fors = (sp,neN) e S

1-max ;=1 silg .. E)=il - . .
g(i)(g) ._ l/—zsllj{i](:;x“) . ifsp # loriy #i
ifsiy=1andi; =i

and imax (S) 1= max{i; : §; = maxgen sk, j € N} is the largest index of the largest

(@) —(i)

growth and wgrowth

size-term of S. A similar identity holds for the limiting measures v

The function imax is not continuous on S but is continuous on S +:=(S€ S s #
s, Vi # j}, and consequently the function g is also continuous on S +. The function
f o rank is also continuous on that set. Since @ wgrowth (S \S #) = 0 by the property

(11) applied to the urn models involved in the definition of @ o) we indeed get the

convergence of Lemma 3.5 as a consequence of Lemma 3.9.

growth ’

3.4 Starting with an initial tree with root degree larger than 1

Keeping the notations of the introduction of Sect. 3, we have assumed until now
that the sequence (7},),eN Was built on an initial tree 7y with root degree 1. In fact,
Theorem 3.1 extends easily to the case where the root of Ty has a degree d > 2. This
root gives rise to d planted trees that we denote (7y 1, ..., 1p,4), in arbitrary order.
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We let (ay, ..., aqg) denote their respective numbers of edges. Clearly, the respective
numbers of trees glued on these d subtrees in our construction process correspond to
the respective numbers of drawn colors in an urn model with initial weight (ay, . .., aq)
and random increments distributed as N + 1. By (11), we know that their proportions
converge almost surely to a random variable with distribution Urny 4+ (ay, ..., ag). It
is also clear that given these proportions, each of the d subtrees evolve according to
our construction scheme, independently of the others. Consequently, in this case,

1 a.s.

(niE[NHl Ty, Mn) njo)o (T, )

where the limiting tree is obtained by identifying at their roots d multi-type rescaled
fragmentions trees ((Wj)l/(]E[N]H) T, Wj-pj), 1 < j<d, where:

o (Wy,...,Wy) ~Urmnpyyi(ay, ..., aq),is independent of (Tj, wi,1<j=<d
e The (7;,j),1 < j < d are independent multi-type fragmentation trees, all of
index (E[N]+ 1)1, such that (7;, ;) has a set of types given by

Bj = {zv. v € ta\{pa} Ut\{p8} U To,j\{ro,;}}

—where, as before, 7, is a planted version of the subtree descending from v—and
associated #B; dislocation measures defined as in Definition 3.4. The type of the
root of 7 is the one corresponding to Ty ;.

4 Application 2: multi-type Galton-Watson trees

Let ¢ = (¢, i € [«]) be a set of offspring distributions for a «-type Galton—Watson
tree: for each i € [«], ¢¥) is a probability distribution on (Z)*, and we consider
a branching population such that, for i € [k] and z = (z1,...,2¢) € (Zy)*, the
probability for an individual with type i to have z; individuals of type j forall j € [«]
is ¢ (z). We call T the Galton—Watson tree with set of offspring distributions ¢,
started at an individual with type i, and recall that we consider unordered versions of
all trees.
Let M = (m; ;)i je[c) be the mean matrix of ¢, defined by

mi j = Z é'(i)(Z)Zj.

ze(Zy)~

We make the standard assumptions that ¢ is non-singular (for at least one type, there
is a possibility of having two or more children), that M is finite and irreducible in the
Perron-Frobenius sense, and that ¢ is critical, meaning that the largest eigenvalue of
M is 1. We let a and b be the positive corresponding left and right positive eigenvectors
of M, normalised such that Y %_,a; = Y i_, aib; = 1.
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We also assume that g“(i) has finite second moments for all i € [«], and define the
following quantities:

0= Y ¢Y®zi(u—lu=p), ivjkelxl,
2e@)*
ol = Z aibjka.(ji,)k'

1<i,j.k=k

Under these assumptions the trees 7@ are all a.s. finite and our aim is to prove a
scaling limit theorem for 7@ conditioned to be large, in the sense that we condition
it on having n vertices of type 1 and let n tend to infinity. For this we will use the
underlying multi-type MB structure of these trees. Below, we use the notation #; 7¢)
to refer to the number of vertices of type 1 in 7, and also make the simplifying
aperiodicity assumption that P(#, 7@ = n) > 0 for all i € [«] and n large enough,
otherwise we would have to restrict # to a sublattice of Z.

Our theorem is the following:

Theorem 4.1 Fori € [«k], let T,,(i) be aversion of T conditioned on having n vertices
of type 1, equipped with the uniform measure ,ug) on these vertices. We then have the

following convergence in distribution for the GHP-topology:

(@)
T, . (d) 2
(@) - Tr
<ﬁ,ﬂn )n%oo> 0'\/61_1 Brs UBr |,

where (Tg;, ) is the Brownian CRT.

The one-type version of Theorem 4.1 is a classical theorem of Aldous ([3]). A
slightly weaker multi-type version is obtained by Miermont in [27], where it is also
assumed that the offspring distributions have some finite exponential moments. Both
Aldous and Miermont’s proofs consisted in studying the contour functions of the trees.
We use here a different strategy, based on the MB property. We will see that we are
in the mixing regime, and Theorem 4.1 will be proved by using Theorem 2.3. In [23],
Aldous’ theorem was recovered similarly by using the monotype MB property of
monotype Galton—Watson trees.

Organization of the rest of the section. After recalling some technical details,
our proof will be split into four main parts. First we identify the MB structure of the
Galton—Watson trees and give their splitting distributions, in a slightly more general
setting than Sect. 2.1 since we will allow for vertices with size 0. Then we verify
assumption (8) (showing that the types mix, with 8 = 0), and then assumption (7)
(showing that we have a convergence to vg; with y = 1/2.) Finally, since we use an
alternate MB structure, we need one additional section to show that the vertices with
size 0 do not alter the metric structure on the n'/2 scale.

Remark 4.2 Several steps of our proof are easily, if not immediately, adapted to other
frameworks (conditionings other than by the number of vertices of a given type, or the
case where the second moments may be infinite). However, not all do, and in particular
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proving that assumption (7) holds in a more general framework is delicate, and will
be the subject of future work. In particular, this should allow us to describe the scaling
limits of multi-type Galton—Watson trees with offspring distributions in the domain
of attraction of stable laws, hence completing the work of Berzunza [10] on scaling
limits of forests of such Galton—Watson trees.

4.1 Elementary preliminaries

We recall that (e;, i € [k]) denotes the canonical basis of R¥.

Forest notation. To simplify notation, we will write, for z € (Z,), P® for a proba-
bility distribution under which the variable F is a forest made of

K
2l =)z
i=l

independent Galton—Watson trees, with z; trees having root of type i for alli € [«]. In
the case where z = e; for some i € [k], we will keep the notation T® instead of F.

We now recall a few useful tools from [27] and [36] concerning the multi-type
Galton—Watson structure.

Reduced forests and trees. For any «-type forest F, we let [TV (F) be the monotype
forest whose vertices are exactly the vertices of type 1 in F', and which has the same
ancestral relations as F. It was shown in [27] that, in the case where F = TD,
H(l)(T(l)) is also a critical Galton—Watson tree, and the variance 012 of its offspring
distribution—denoted by g:l, 1—satisfies

o2

2
oy = —5.
! alb%

First generation of type 1. One operation which will be useful is, in a tree or a forest,
to look at all the vertices of type 1 which have no ancestors of that type. We call this
the first generation of type 1 in the tree or forest. If F has distribution P® we call

.1 ¢ the distribution of the number of vertices in the first generation of type 1 of F.
Note that Lo ] = d81: if the type of the root of a tree is 1, then this root is the first

generation of type 1. By [36, Proposition 2.1, (i)] the mean of ¢, is b, /b1, where b,
is defined as

K
byi=b-z=Y bjz;.
j=1

It is immediate that, in the finite variance case, the variance of ¢z 1 is smaller than C|z|
for a certain C > 0.
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General estimate for the distribution of number of vertices of type 1. It was proved
in [36, Sect. 4.1] that for all z € (Z4)" and g € Z,

b
PO#F=n+q) ~ b—z]P’(#lT(l) =n). (16)
n 1

—> 00

A significant part of the proof of Theorem 4.1 will consist in obtaining and using a
refined version of this, see Proposition 4.6 below.

4.2 The MB property

For any «-type tree T (or forest F), we let #; T (or #| F') be its number of vertices of
type 1. Fora vertex u € T, we let T,, be the subtree of 7" rooted at u. In the case where
u is a vertex of T,fi), we give u a size equal to #; (Tn(i))u. Note that this may be O -
hence we need to use here an extended notion of MB tree where we allow individuals
to have size 0, and also to reproduce into children of size 0. To fit with this, we also use
the different set of partitions 52, which is the same set as P,, except for the fact that
partitions can have parts of the form (0, j) for j € [«]. In Sect. 4.5, we will show that
pruning away the zero-size vertices does not change the GHP limit, and will actually
apply Theorem 2.3 to the pruned tree. Note that, unlike in Sect. 3, the fragments with
size 0 have a role in the combinatorial structure and so we only do this pruning after
obtaining the wanted limit properties of the splitting distributions.

For A € 52 for any n, let z(A) = (z; (), j € [«]) where for all j € [k],
i) =#me(l,...,pQ)} tim = j}

is the number of parts of A with type j. We also let m g, j) (1) be the multiplicity of the
term (€, j) € Z4+ X [k]in A.

Proposition 4.3 The sequence (T,,(i)) is a multi-type MB-sequence with splitting dis-
tributions (q,(,’)) given for each i € [k],n € N and each » = (Ak, ik)lskgp(i) e P,
such that ngl) A =n — =1y by:

Hje[/(] Zj(jn)! I—[Il:i)”l)]p(#lT(ik) — )Lk)

l_[ me,jy(M)! P(# T =n)
(1, )24 x[x]

g2 =D @)

)

and 0 otherwise.

The proof is straightforward, and we omit it here, referring to [23] for a proof in the
monotype case. This result is more practically interpreted thus: if A has distribution
g\, then the distribution of z(A) is given by
P@O# F =n— 1=1))

PO T =n)

g @(A) =2) =D (2)
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for z € (Z ). Conditionally on z(A) = z, let F = (T, ..., Ti,)) have distribution
P® but be conditioned on satisfying #; F = n — 1(i—1y, and let i be the type of the
root of Ty for 1 < k < |z|. Then A has the same distribution as the lexicographically
decreasing rearrangement of ((#1 Ti,ip), 1 <k < |z|).

4.3 Change of type

We show here assumption (8), with 8 = 0. This stays in fact true without the second
moment condition. We also identify the invariant distribution of the resulting Q-matrix.

Proposition 4.4 For all types i and j, we have

. v . 1 :
nlggoqr(,l)(ll =j)= ™ Z ¢ D(z)zjb;

' 2e(Zy )

This is not surprising: the limit is none other than the probability that the second
element of the spine in the size-biased Kesten tree 7®) associated to ¢ has type j,

and it is known from [36] that, when n is large, T( D s locally close in distribution
to this Kesten tree. Let us recall the construction of 7®): it possesses an infinite line
of descent called a spine, along which the offspring distributions are the size-biased
version of ¢, defined by

@ = ") (17)
bj

for j € [k]andz € (Z4)*. Outside of the spine, the genealogy uses the usual offspring
distributions ¢, and finally, given that the offspring of one element of the spine is z, its
successor in the spine has type j with probability proportional to z ;b ;. This description
will be useful in the proof.

Proof Fix the types i, j,and then fixa € Nand 2’ = ((A2, i2), (A3, i3), ..., (Ap, ip))
such that Zm »Am = a — 1=y}, and consider A= ((n —a,j), ):’) € 50 Call

z =1z('), such that z(A) = z + e;. Let us show that g, l)(A) converges as n tends to
infinity, and that the limit is a probability distribution (formally a distribution on the

=0 . . - . i), =
set [k] x U P, ). First, noting that, for n large, m,—q, j)(1) = 1, rewrite q,gl)()») as

- 4 »
Hicpg %Wt P#TY =0 —a) [P TS =)

H m@) PETO =n) 5
(LK)EZy x[k]

") = D)
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By (16), the second fraction here converges to };—f We then have
0 (1 —a. ). 3) — ¢<’>(z +e)(z + 1)

l_[ke[ ]Zk! ﬁ (ix) )
#1T K= A

H(Z,k)eZ+><[K mq, k)()\ Wi

However, this limit is exactly the probability that, in T®, the second element of the
spine has type j, while the types of the rest of the offspring of the root, and the sizes
of the corresponding subtrees are given by 1. Since these add up to 1, we have shown

that, if A has law q(i) then (i1, ((A2, i2), . - iy 'p(;)))) converges in distribution

(in [k] x UZ2 ’P ,.)- In particular, i| by itself converges in distribution, to the type of
the second element of the spine. O

We let Q be the Q-matrix such that

1 bim
0ij=5 ) (V@b =

L ze(Zy )

It is then easily checked that Q is irreducible, and that its invariant distribution x
satisfies

Xi =(lib,' foralli e [K]
4.4 Convergence of the splitting distributions

Forn € Nand i e [K] let vn) be the distribution of L RS without the types, where A

has distribution q ) of Proposition 4.3. Our main obj ectlve here is to prove assumption
(7) in this form:

Proposition 4.5 On SY, foralli € [k],

0) weakly Zl<] k<Kb ka(l)
—

1_
V(1 = spv} =~ Yoibo;

(I —s1)vgr.

This does fit with Theorem 4.1 as, taking the average with respect to the distribution
x found in the previous section, we have

1 th ka]k ( 0'4/ oyai
= bib Q¥ = Y=, (18
2bio, Z bi Z aj kQ]k (18)

1<i,j,k<k 1<i,j.k<k

and it is readily checked that, for any multi-type fragmentation tree 7,, 5 and any ¢ > 0,

Ty.ci @ %Ty,-, After proving Proposition 4.5, the only part missing in the proof of
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Theorem 4.1 will then be the problem of subtrees with size 0, which is treated in
Sect. 4.5.

4.4.1 Precise estimate for the number of vertices of type 1

The proof of Proposition 4.5 hinges on the following improvement of Equation (16),
which is where the more interesting aspects of the multi-type structure appear:

Proposition 4.6 Forz € (Z.4)“, we have

PP (# F =n) = &;(1 —g(z,n) +o(1))

by ,/27[0%113

where:

e o(l) isuniforminz : itis a function h on (Z4)* x N such that, for all ¢ > 0, there
exists N € N such that forn > N, |h(z, n)| < ¢ independently of z € (Z4)".

e g isafunction on (Z4)* x N with values in [0, 1] which is o(1) as |z|n_1/2 tends
to 0: for all n > 0, there exists ¢ > 0, forn € Nand z € (Z)* with |z| < e/n,
gz, n) <.

Proof Note that if z = (0, ..., 0) then there is nothing to say, so we assume z #
0, ...,0). We start with the case wherez = (p, 0,0...,0), with p € N. In this case
we can directly work on the monotype reduced forest [TV (F), and it is well known
from the Otter-Dwass formula that

PP # F = n) = PGS, = —p)
n

where (S,,r > 0) is a random walk with step distribution (21,1(k + 1),k > —1).
Moreover the local limit theorem, in the non-lattice, finite variance case also tells us
that

B(Sy = —p) = ————e P 4 <L> ,
2 no; v

2

where 0(\%) is uniform in p, and setting g((p,0,...),n) =1 — e~ P29 ands our
first case.

Now take general z. To study the number of vertices of type 1 in the forest, we
first go to its first generation of type 1, its size having distribution ¢, ; and expectation

b, /b1. We have
PP # F = n)

=D Gi(pPPO I @ F =n)
p=0
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= Z £t (P) b (e 7P/ 4 0(1))
271012 3
1 o0 o
= ———— [ Y i o) = 3 i (p)p(l — e P2
2roin® \ p=o .

1 b, > 2
= ——— | 2+ 0() = Y Gur(p)p(1l — &P/

2 b1
\2roin’ p=0

Note that the last step is justified by the uniformity in p of o(1). Let us therefore set

b 2
g(z.n) = Z;zl(p)p(l ety = [P(l e

Z

where P is a variable with distribution ¢, 1, and we now want to check that g(z, n) has
limit O when |z|n /2 tends to 0. We know that there is ¢ > 0 such that E[P] < c|z|
and Var(P) < c|z| for all z. Thus, for § > ¢, P(P > §|z|) < = c)2 . Up to taking
larger ¢ such that b; < cb; for all i and ¢ > 1, we then have

gz, n) < ﬁE[P(l — P |
VA
< < (E [P(l - €7P2/2n0‘2)1{P<5|z\}] +E [P(l — 67P2/2M‘2)1{P35|z|}]>

<8|z|(1 _ 6782|z\2/2n612) ) [PI{PZ,;|Z|}]>

< c8(1 — =Pty L © /RIP2P(P > 5)z)
2]
s 2 cy/e(c?|z)? + clz))
<8 — 8°1z|*/2noy
seol=e T onr?

6_82‘z|2/2n012) + Cs/zﬁ
§—c’

<cé(l —

The last inequality comes from the fact that ¢ > 1 and |z| > 1 (the latter being a
nonzero integer). Now let > 0, and take § large enough that % < % Now take ¢

small enough such that ¢§(1 —e‘5252/2“12) < %, then we do have g(z, n) < n whenever

|z| < s /n. O
4.4.2 Proof of Proposition 4.5

Once we have Proposition 4.6 in hand, we can prove Proposition 4.5. A monotype
version of this result is proved in [23, Proposition 39]. We will use the same structure
as the monotype proof, relying on size-biased reorderings and appropriate truncations.
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We start_with a lemma_on the number of children of the root in T,,(i) . Recall that for
a partition A, p(A) = |z(A)| denotes its number of parts.

Lemma4.7 Foranye > 0,
Vg (p() > ev/n) — 0
n—oQ

Proof Since the function g appearing in Proposition 4.6 is nonnegative, we have, for
large enough n,

P@@# F =n — 1j=1))

() p
PO@T =y 0 @ VEe (@)

@) =2) =V

with 7@ (z) defined by (17). However since under 7@, |z| has finite mean (since ¢ @
has finite second moments), we have §<‘) (z] > p) = o(p_l), and the result follows.
m}

Size-biased ordering. Given a finite or infinite indexed set (x,, r € R) of nonnega-
tive numbers with finite sum, we can define its size-biased ordering (x, x5, ...) the
following way: let r* be a random index such that

Xr

ZneN Xn 7

let x| = x,+, remove r* from R and proceed inductively.
This procedure can also be applied to measures on the set of sequences

Pr*=r)=

S = {x= (ndnen € 10,1172 ) ", < 1}

neN

(which is a compact metric space when endowed with the metric d defined by
dx,y) = Y ,27"x, — ya). If p is a measure on SV, then define u* by
w*(f) = fS du(s) f(s*) where s* is the random sequence (s}, s3,...). Note that
(1 =spu)* = (1 — max x)u (in particular this holds for vg;) and that

e oo N2V f1—x,0,..)
VBr(f)_ﬁ o x1/2(1—x)3/2 d

Following [23, Lemma 38], Proposition 4.5 can be proved by instead showing

« weakly Zj,k bjka.(jl,)k
H —
n—oo 2b1b501

V(1 =spv?) ((1—s1)ver) " (19)

The following lemma contains the tools necessary to prove this. It relies strongly on
Proposition 4.6, and its consequence Lemma 4.7.
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Lemma 4.8 We have the following limiting properties of (v,(,i) )*:

(i) hm lim sup /n(vi))* (1 =x)1gy=1-9)) = 0.

n—oo
(ii) hm f(v )) (1{x1<n_7/8}) =0.
(iii) Forany > 0, lim /()" (Lixx,<1-9)) = 0
(iv) There exists a function B, which is o(n) as n — 0, such that, for any function

f on S which can be written as f(x) = (1 — max x)h(X) with h continuous, we
have

limliminf i (0,))" (L <1 aa=1-5,)

= hmhmsup \/_("'(l)) (1 <1—nx4x0>1 ,3,7})

n—0 n—oo
_Zj,kbjkaj’k U fx, 1 —x,0,..))
 bibioV2r Jo x12(1—x)32

Proof The proofs of each item all use the same tools, namely Proposition 4.6 and some
elementary properties of the size-biased ordering. Thus we will only focus on (ii) and
(iv), and let the reader fill the rest in.

For any z € (Z1)", we let (X,(,{), J €[], 1 < m < z;) be independent variables
such that X,(,{) has the distribution of #; T, We call (X, 1 < m < |z]) their size-
biased ordering and also let (i, 1 < m < |z|) be the matching ordering of their
types. To be specific, this means that the size-biased order is obtained by taking R =

{om, j) e Nx[k]:1<m <z}, then (X7, i) = (XU

e 1) where r* = (m*, i),

and we proceed inductively. We also call S, = Z‘ZI X . Note that S, has the same
distribution as #; F under P® and note the relation

- _
PX} =m,if = j, S, =n) = ToP@HTY = m)P(S,-e; =n —m)
n

forn €e N, m < nand j € [«], which follows from the definition of the size-biased
order. We obtain (i) by writing, forn’ =n — 1;_1yandz’ =z —e;,

ﬁ(véi))*(l{x1<n*7/8})

/8
=vn Y @ =2

P(Xf=m,if=j,S,=n")

— /
ze(Z1)* m=1 jG[K] P(S, =n’)
_ @) (#1F = n’) zjm
=n Z ¢ ()p(z)(#T_n)ZZ
2€(Zy)* m=1 je[x]

P#HTY = mPO#HF =n' — m)
P®# F =n')
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Since the function g in Proposition 4.6 is nonnegative, we have the existence of
a constant C such that P®)(# F = n' —m) < C|z|IP’(l)(#1.T = n) uniformly in
i,j,n,m(withm < nl/g) and z. Bounding moreover P(# T = m) by 1 yields

O (L, cermy) < 78 3"t D@,

2€(Zy)¥

which ends the proof of (ii) because the sum is finite.

As for (iv), we will focus on treating its lim inf part. Let n > 0 be fixed, and let
e >0and 0 < 1’ < n, to be specified later. By Propositions 4.3 and 4.6, we have,
keeping the same notation as earlier,

V()
0 n\3/21—g(z,n)+o(l)
—vi Y a » () E

2€(Z1)¥ 1 —g(e;,n)+o(1)

Xl X\*Zl ’
f 7,...,7,0,... |Sz:}’l . (20)

Setting
E, Z o Lf]

. XT X|*Z\ ’
=E f 7, ey " ,0, ) 1{n1/8§XT<(1—n)n,XT+X§>(l—n’)n} | SZ =n .

replacing f by f1{x;<1—p,x;+x>1—y} in (20) and using Lemma 4.7 and point (ii), we
then have
\/E(Vy(zi))*(fl{x1<l n,x1+x2>1— n’})

3/2 —gz,n') +o0(1)
@) nn
—«/_< ) E ¢ ()b 1_g(e“n)+0(l) B, LfT+o().

z:2<|z|<en!/?

By the properties of g given in Proposition 4.6, taking ¢ small enough, we have

% > 1 — n for all z in the sum, for all n large enough. Thus

linrgio%f\/ﬁ(vr(,l))*(fl{x1<1—n,x1+x2>1—n/})

= (1= nliminf Vo )~ z@() IEZZ,,[f]

z:2<|z|<en!/?
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.1
For each z, rewrite IEZ o L f1as

mp mp X%‘

Yoy e[kl
nB<my<(1—nn J.kelk]

(1=n"yn<mi+ma<n’
XT=m1,X>2’<=m2,if=j,i§‘=k,Sz=n’]
xP(XT=m,X;=mp,if=j,i5=k|S,=n).

Since f is uniformly continuous on the subset of S where x| + xp > 3/4, we have
for n’ small enough,

'f e @,...)—f<%,n_nml,o,...>

n

=7

for any (my, my, ms, ...) with total sum n’ and m; + my > (1 — n’)n. Elementary
manipulations also show that

P(XF =my, X3 :mz,ifzj i; =k|S,=n")
PEYEHF =n' —my —mo)
P@# F = n')

ijl

TV = m1) ]P(# T® = my)

where z' =z —e; andz” = z — e; — e;. Now, notice that all m and m, involved in
our sum have lower bounds which tend to infinity. We can then apply Proposition 4.6
to obtain for large n

P#HTY = m)PEHHT® = m,) - )bjbk 1 n \"? o
- - r) )
P@O# F =n') b1by 2
\/27o]

uniformly in j,k € [«] and z : |z] > 2. We can then write for n large enough,
uniformly on z with |z| > 2,

mimy

P(XT=mi, X3 =m,if =j,i=k|S,=n)

biby 1 12 ,
> (1 ﬂ)Z/Zkabk ( . ) PE#F =n' —my —m»)
2 \mm n—m
2 /27”’1 1ms 1
- ) , b bk 1 1 1
— 2% 32 12 32
b1b > n32 (imy/m)V2(1 — my/n)3/
2 /27101 (my/m)/=( 1/n)
P& F =n' —m —my). (22)
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Putting everything together, we have

linn_l)io%f\/ﬁ(vy(ll))*(fl{xl <1—n,x1+x2>1—n’})

s g Y

j.kelk] bibl,/Znalz

<imint 37 Vs 30 (7 (Sh1-Tho ) =)

z:2<|z|<en!/? n/8<mi<(1—n)n
1 1
X_

n (my/m)'2(1 —my/n)3/?

(I=n")n'—my<ma<n’—m

The last sum is equal to PE)# F < n'n’), and can be made bigger than 1 — 5
uniformly in our choice of z for large n, up to taking & yet smaller. Indeed, letting
1=(,1,...,1) € (Z4)", we have PZ)(# F > y'n’) < PUen'> D B s /).
By Proposition 4.6, the latter term is, for large n, smaller than Ce/n ) k>n'n’ k=3/% ~

C’¢, for two constants C and C’, and thus choosing ¢ < n/C’ fits. Thus we can now
write

tim inf o/ (v,2)* (e <ty b 1-7) =

bib .
(1= liminf > —2E— N D@z

n—>00 /
J.kelel biby 27{012 z:2<|z|<en!/?

x Z (f (%’1_%’0"“)_’7)%(ml/n>1/2(11—m1/n)3/2'

nl/8<mi<(1—nn

- bibi 0V, . o

e first sum converges to ) Jokel] bproron while the second one is a Riemann
sum and thus converges to fol_" x~V2a— x)’3/2(f(x, 1—x,0,...)—n)dx. Letting
n tend to zero then ends the proof of the lim inf.

The proof of the lim sup functions the same way. Proposition 4.6 yields upper
bounds involving 1+ as it yielded lower bounds involving 1 — 1. The main differences
are that the upper bound version of Equation (21) requires |z| < e4/n, and that the
upper bound version of (22) uses mz_l/2 <A=n/n)" 2 —m)~ Y2, thus involving
the term 1 — n’/n, hence we need to take n’ = o(n). O

End of the proof of Proposition 4.5 Recall that we just need to prove the size-biased
convergence (19). Let f(x) = (I — max x)A(x) with 4 continuous on S. For n > 0
and ' > 0, write
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WD) = O Ly <1—goxy o= 1))
< W U f Ly =1-n) + OO U My p<1—0))-

Lete > 0. By Lemma 4.8, we can choose 1 and 1’ such that (v,gi))*(|f|1{xl21_,,}) <e
and

(Vy(li))*(fl{xl <l—n,x1+x2>1—r]’})

Y abibeQfy 1 dx
bibio12x  Jo x12(1 —x)3/

2f(x,l—x,o,...)) <
for large enough n. We then get

; 2jkbib kQ(l) dx
(1)y* _ s _
(Vn ) (f) blbio’l\/_ 0 Xl/z(l —)C)3/2 f(X, 1

<26 + VnO (1 f L +x0< 1))

x,O,...)‘

and since the last term tends to 0, again by Lemma 4.8, we finally obtain Proposi-
tion 4.5. O

4.5 Zero mass subtrees are small

The MB approach to the study of Galton—Watson trees fails to capture the behaviour
of subtrees which contain no vertices of type 1, since Theorem 2.3 does not normally
allow for zero-mass vertices in the tree. This section is dedicated to showing that the
subtrees with no vertices of type 1 are small enough to disappear in the scaling limit,
thus justifying the use of Theorem 2.3. Specifically, we prove the following:

Proposition 4.9 Let f‘,,(’) be the same tree as Tn(l), except that we have removed all
vertices with size 0, and endow both trees with the uniform measure on their vertices
of type 1. Then there exists C > 0 such that

P(doup(T”, TV) < Clogn) — 1,
n—0oo

where dgyp denotes the Gromov—Hausdorff-Prokhorov distance.

This will be proved by showing that the subtrees appended to f",,(i) to obtain T,,(i) are
all small in distribution, and there are not too many of them. Note that the Prokhorov
part of this convergence is in fact immediate, since these subtrees have no mass.

We assume that there exists at least one i € [«] such that P(#1T(’) =0 >0,
otherwise T ) for all n and there is nothing to do. We recall that given their
number and types, the subtrees removed from T,,(’) to get Tn(l) are independent Galton—
Watson trees conditioned on not having vertices of type 1.
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Trees conditioned to be missing a type are subcritical. Up to reordering the types, we
can assume that P(#lT(’)' =0) > Oifandonly ifi > L forsome L € {2,...,k}. We
let,foriin{L, ..., «}, T*(’) be a k-type Galton—Watson tree with offspring distributions
¢ and root of type i, conditioned on not having any vertices of type 1. By default, T,r(l)
then only has vertices of types L to «.

Proposition 4.10 The tree TT(i) is a subcritical k — L + 1-type Galton—Watson tree.

We recall that irreducible Galton—Watson trees are called subcritical if the Perron
eigenvalue of their mean matrix is strictly less than 1. However, the mean matrix
of T,r(l), which we call M *, is not necessarily irreducible, and so we need a more
general notion of subcriticality. We sort the elements of {L, ..., k} into irreducible
components by saying that two types i and j are in the same component if there exists
integers n and m such that (M) (i, j) > 0 and (M*)™(j, i) > 0. In this case, up to

reordering the set {L, ..., k}, we can assume
By x % *
0 By * *
Mt = .
000 *
0 00 By

where the blocks correspond to each irreducible component. The eigenvalues of M T are
then those of the (By), and we say that the tree is subcritical if the Perron eigenvalues
of each are all strictly smaller than 1.

Proof 1t is straightforward to see that the conditioning does not lose the branching
property, and thus T,r(i) is a Galton—Watson tree. We call ;,r(i), fori € {L,...,«}
the corresponding offspring distributions. Calling p; = P(#, T = 0), we have by
definition the relation

. 1 . d .
GGz = —D0, 0z 20 [ (23)
Pi i
j=L
forz = (zz,...,2¢) € z € (Zy)K Define the generating functions f =

(fis.oos foand fT = (ff, ..., fH by, forx € (R1)* and i € [k],

=Y Y@
j=1

2€(Zy)*

and, forx € (Ry)&andi > L,
flo= Y ]_[ X
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Note that we have p; = Y, (7, )it ¢D0,...,0,z0, ..., z0) [Tizs p;'i for all i,
implying the fixed pointequationf(0, ..., pr, ..., pe) = O, ..., pL, ..., pc). Also,
equation (23) implies

1
f;r(x) = ;ﬁ(O, 0,....,pPLXL, ..., PxX)-
1

The matrix M is the differential of ft at 1 = (1, ..., ). Differentiating the above
we have the equality of {L, ..., «} x {L, ..., k}-indexed matrices:

Mt =P INP

where N is the matrix with entries N; ; = 9, f;(0,...,0, pr,..., px), and P is
the diagonal matrix with entries (pr, ..., p«). As a consequence, M T has the same
eigenvalues as N, and we will focus on showing that the eigenvalues of N are strictly
less than one.

Assume by contradiction that this is not the case, then by applying the Perron-
Frobenius theorem in the irreducible component of N whose largest eigenvalue is the
highest (note that these components are the same as those of M), there exists a vector
X = (xz,...,Xc) such that Nx > x (where the relation > between vectors means
that the comparison holds for each entry). Moreover x has nonnegative entries, and its
nonzero entries correspond to a single irreducible component of M7,

Now consider for > 0 the vector x(t) = (0,...,0, pr +txr,..., px + tX¢),
and notice that x(r) < 1ift <t = l;i for all & (and 7 := oo if x; = 0 or xi
is undefined). Choose j for which ¢; is minimal, and consider the function with one
variable: g; : t — f;(x(z)). As a polynomial in ¢ with nonnegative coefficients, g; is
convex, and so g;(0) = p; and g;. (0) > x; imply together that g;(¢;) = f;(x(z;)) >
1. Now notice that f; is nondecreasing in each variable, and is strictly increasing in
the k-th variable if the probability of an individual of type j to have at least one child
of type k is nonzero. Thus, if there exists such a k which also satisfies 7, > ¢;, then
Pk + tjx; < 1, and by (strict) monotonicity f;(1) > 1, our wanted contradiction.
If we cannot find such a k, it means that for all types j’ of possible children of an
individual of type j, we have t;; = t;. Now we can apply the previous reasoning to the
functions g, and repeat inductively, stopping when we find a j and k such that ¢; is
minimal, # is not minimal, and the probability that an individual of type j has a child
of type k is nonzero. To conclude, we need to check that this procedure does end - if
it doesn’t, then ¢; will be the same value for all j in one same irreducible component
of M, and none of these types can give birth (under ¢ /)) to children outside of that
component, a contradiction. O

The height of subcritical trees has exponential moments. Let (@i € [«]) be a
set of subcritical offspring distributions (i.e. the corresponding Galton—Watson tree is
subcritical, as defined above), without any assumption of irreducibility. We consider
Galton—Watson trees (@), i € [k]) with offspring distributions (€@, i € [«]), such
that S@ has root of type i, for all i € [«].
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Proposition 4.11 There exists A > 0 such that, for all i € [«],
]E[e,\ht(s(i>)] < 00

Proof Let,forn € Z andi € [k], x} = P(ht(S?) < n) and thenx, = (x!, ..., x5).
By the Galton—Watson property, we have for all n

X1 = f(x,)

where f = (fi,.... fi) is the moment generating function defined by f;(x) =
.ZZE.(Z+)K £D(z) ]_['J(-:1 x;’. Noticing that x,, tends to 1 := (1, ... , 1) as n tends to
infinity, we let y, = 1 — x,,, and we then have the first order expansion as n — 00

Yu+1 = NYu + 0(yn),

where N is the mean matrix of (8, i € [«]). By subcriticality, the largest eigenvalue
p of N satisfies p < 1, and takinga < 1 witha > p, the series >, a™"y, converges.

Aht(S@

Letting A = —loga > 0, we then have E[e )] < oo foralli € [k]. O

There are not too many vertices. Now knowing that the subtrees without any vertices
of type 1 have relatively small heights, we want to check that they are not too numerous.
The following rough estimate will be enough for our purposes. We use the notation
#; for the function which maps a k-type tree to its number of vertices with type j, for

j € lx].
Lemma4.12 Leti, j be two types, with j # 1. We have

P#, 7Y > n’ | TV =n) — 0.
n—o0
A rough but useful consequence is that the probability that the number of subtrees
removed from T,,(l) to get 70",1(’) is larger than n3, given #; T® = n, converges to 0 as
n — 0o.

Proof We use the same idea as the proof of [36, Lemma 6.7] where a much stronger
result, but assuming exponential moments, is obtained. We start with the case where
i = 1. Consider a sequence of independent trees (7y, k € N), all distributed as 7O,
and list their vertices of type 1 in an arbitrary order, but such that all the vertices
of type 1 of T are listed before those of Ty for all k. Let then A; be number of
vertices of type j whose highest ancestor of type 1 is the k—th element of this list.
The (Ag) are then all i.i.d., and by [27, Proposition 4], have expectation % The event
#;T1 > n3} N {#, T = n} is moreover included in the event {A| + ...+ A, > n3}.
However by Markov’s inequality,

3 1 a;
PAI+...4+A,>n )5—2—,
n< ap
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and recalling that, from Proposition 4.6, IF’(#lT(l) =n) ~ n% for some ¢ > 0, we
get

P@#;Ty > n® | #T) =n) < —2

caj/n’

ending the proof of this case.
If i # 1, then we can write

P# T > n® T =n) <P(X + A1 +...+ A, > 1),

where X has the distribution of the number of vertices with type j of 7 standing
between its root and first generation of type 1, and is independent from the (A, k € N).
By [27, Proposition 4], X also has a finite expectation, hence we can end the proof the
same way. O

Proof of Proposition 4.9 Combining the previous results with the following lemma will
give the proof of the proposition.

Lemma4.13 Forn € N, let (X,,(k), k € N) and N,, be N-valued random variables on
a certain probability space and F,, a sub-o-algebra such that N, is F,-measurable,
and we have the two following conditions:

(i) There exists b € N such that P(N,, < n?) — 1 asn — oo.
(ii) Conditionally on F,, the (X, (k), k < N,) are independent and there exist A > 0
and & > 0 such that E[e)‘x"(k)lfn] < Aa.s. forallk < Np.

Then there exists C > 0 such that
P(max{X,,(l), o Xn(Np)Y < Clogn) — 1.

Proof Take any C > 0 and n large enough such that A < n*C. Conditioning on F;,
we have, using (ii) and the Markov inequality:

N
P(max{X,(1),..., X,(N,)} < Clogn | F,) = [ | (1 = P[X,(k) > Clogn | F,))
k=1
N71
> (1 _ e—kClognA)
k=1
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Removing the conditioning, we obtain

P(max{X, (1), ..., X,(Ny)} < Clogn) > P(N, < n) (1 _ %) ,
n

and this tends to 1 if we choose C > b/A. O

Proof of Proposition 4.9 Fix i € [k]. Forn € Nand j € [«]\{1}, let Z{’(j) be the
number of vertices of Tn(l) of type j which have no vertices of type 1 as descendants,
but such that their parent does have at least one descendant with type 1. Let then

D =0z @), ...,z 0) and NP = 28 @) + ... + Z (). Conditionally
on £V, TV can then be obtained from 7, by grafting at its leaves N, independent
trees, the heights of which all have a uniformly bounded exponential moment, by
Proposition 4.10 and Proposition 4.11. Simply bounding N,El) by #T,l(’), Lemma 4.12
and Lemma 4.13 conclude the proof. O

4.6 End of the proof of Theorem 4.1

By construction, the sequence of redqced trees (]o“n(i)), introduced in‘ Proposition 4.9, is
MB, and its splitting distributions (c},(,l)) are the push-forwards of (q,(,l)) by the operation
of removing the parts with zero size. The results of Proposition 4.4 and Proposition 4.5

then pass on to q°,(li), and thus we have, by Theorem 2.3 and the calculation in (18):

2 (i)
T, ; ) 2
o) = T :
( ﬁ 3 /"Ln ) n—o0 o /a ( Br» MBr)

By Proposition 4.9, we will get the same limit if we replace YO",LU) by Tn(i), ending the
proof. O

5 Scaling limits of multi-type MB trees: preliminary work

The aim of this section is to set up some definitions and results that prepare for the
proofs of Theorems 2.2 and 2.3 in the next section. Several lines of our proofs will
not differ too much from those of the proof of Theorem 5 of [23] in the monotype
setting, so we will mostly only give the reader details when the multi-type structure
comes into play. Throughout the section (q,gi)) is a sequence of splitting distributions
that satisfies (1) and either the hypotheses of Theorem 2.2 or Theorem 2.3 (this will
be specified each time), and (T,Z(’)) is an associated sequence of MB trees. Below
we start by showing in Sect. 5.1 that we can restrict ourselves to conservative cases
where particles of size 1 die without reproducing. We then introduce in Sect. 5.2 the
partition-valued multi-type fragmentation processes associated to our trees and their
continuous counterpart, and set up preliminary results. In Sect. 5.3 we show some
necessary fine bounds on the moments of the heights of the trees, that will be needed
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to obtain a tightness criterion for the rescaled trees. This ends up being more difficult
to prove than it the monotype setting, in particular in the mixing regime when some
of the limiting measures (w9 i € [k]) are null. These bounds will also allow us
to improve some results of [26] on the asymptotic description of bivariate Markov
chains, that will be needed in Sect. 6 to evaluate the scaling limits of typical paths of
our multi-type MB trees (the results of [26] are not strong enough in the mixing case
if some of the limiting measures are null).

5.1 Simplifying the assumptions

We use two simple couplings to show that we can limit ourselves to offspring distri-
bution sequences (q,(,’)) such that:

ql(i)(@) = 1foralli € [x] and q,(f) is conservative for alli € [k]andn > 2. (24)

Particles of size 1 die without reproducing. Starting from a sequence (q,si)) satisfying

(1), weletforn € Nandi € [«], qf,i) be the splitting distribution such that:
dP@W =1 and §PG) =q" ) fork € P,ifn > 2.

Let (7.",1([)) be a MB tree sequence with this splitting distribution sequence. Then there
is a natural coupling of T,fi) and T,,(i) such that Tn(i) is obtained by grafting independent
copies of the (Tl(j ), Jj € [k]) onto the leaves of size 1 of T,fi), and there are at most
n such leaves. Notice however that, for any j € [«], Tl(j ) is essentially an a.s. killed
Markov chain on [«]. It is then well-known that its death time (i.e. the height of Tl(j ) )

has exponential moments. Thus the maximum of n independent such variables is at
most of order log n, i.e. there exists C > 0 such that

P(dGHP(Tn(i), Tr(li)) < ClOgn) — 1,

n— 00

where we recall that dgyp denotes the Gromov-Hausdorff—Prokhorov distance. As a
consequence, proving Theorems 2.2 and 2.3 for ((j,(f)) will also prove them for (q,(,l)).

Conservation of mass. Now we give a simple coupling between non-conservative
MB trees and conservative ones which shows that the non-conservative cases of Theo-
rem 2.2 and Theorem 2.3 are consequences of the conservative cases. Take a sequence
of offspring distributions (q,(li)) satisfying (1) and ql(i)(@) = 1forall i € [«], that are

not necessarily conservative. Forn > 2 and ) € 7_7n suchthat g = n— an(i)l Am # 0,
let

A= ((Al, i),y Gy ipay)s (LD, 1)),
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where (1, 1) has been repeated Aq times, while if Ao = 0 let )_» = X. Let then (},gi) be
the image measure of q,gi) by the mapping A — i, which is conservative. We have by
constructiond(n -, n~! ~i) < n~!, where d is the metric (2). Thus if (q,(f)) satisfies
the limiting assumption of Theorem 2.2 or Theorem 2.3, and if it is conservative for
n large or y < 1, then ((},(Zi)) also does.

Moreover, calling (f,,(i)) a MB tree sequence with offspring distribution sequence
(q°,§i)), there is a natural coupling between 70",,(i) and T,fi) such that dGHp(f‘n(i), Tn(i)) <1
a.s. Thus proving Theorems 2.2 and 2.3 for (:},(,i)) will also prove it for (q,si)).

Consequently, in the following we can restrict ourselves to sequences (q,(,i))
satisfying (24).

5.2 Fragmentation processes and trees

In this section we start by introducing the discrete partition-valued fragmentation
processes associated to our trees (T,,(’)), and then turn to the main definitions of the
theory of continuous-time multi-type fragmentation processes and trees. We also set
up some results that will be needed later, in particular concerning the so-called tagged
fragment process. Throughout, the starting type i € [«] will be fixed.

5.2.1 Details about k-type partitions

We extend the concept of «-type partitions to subsets of N, and define their paintbox
measures.

Typed partitions of subsets of N. Let B be a subset of N. We call P  the set of «-type
partitions of B, which are objects of the form 7 = (i, i) = (7, in)neN, Where 7 is a
classical partition of B, its blocks 7y, 72, ... being listed in increasing order of their
least element, and i,, € {0, ..., «} is the type of the n-th block for all n € N, with
i, = Oifand only if 7, is empty. Forn € B, we also use the notation 7w(,y = (7(n), i(n))
for the block of 7 containing n and its type. Finally, if it exists, we write | B| for the
asymptotic frequency of B: the limit of n~'#(B N [n]) as n tends to infinity.

Paintbox measures. We will need to use “paintbox” random partitions: fors = (s, i) €

3¢ such that Y s, = 1, let (U,,n € N) be an i.i.d sequence of uniform random
variables on [0, 1], and define a random partition IT5 € Py by declaring two integers
n and m to be in the same block if there exists k € N such that U, and U, are both
in the interval [ le;} se, 212: | S(), and the type of this block is then i;. We let k5 be
the distribution of ITg and call it the paintbox measure associated to S.

5.2.2 Finite-dimensional marginals of r,§") and discrete fragmentation processes

Under our extra assumptions (24), T,l(i) has exactly n leaves. We label them L1, ..., L,
with a uniform random order.

Associated discrete fragmentation processes. This labelling of leaves lets us define
a Pyn-valued process I, = mn(ﬁ), > O) by saying that two integers p < n and
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g < n are in the same block of TT,,(¢) if and only if the highest common ancestor of
Ly and L, in Tn(’) has height at least £, and the type of this block is then the type of
their common ancestor with height £. In particular, p is in a singleton if and only if
£ is at least equal to the height of L, and we still need to give it a type in this case:
we choose the type of L, for all £ larger or equal to the height of L. This defines an
exchangeable Markov chain on 5[,,] with a natural branching property. We let p,(f) be
the distribution of TT,(1).

For m € [n], we let D{(Zl)} be the height of L,,, and for a subset B C [n] with

cardinality at least 2, we let Dg') =inf{¢ e N: BNII,(£) # B} the time at which
T1,, splits B. In the case where B = [k] for some 2 < k < n, we let D,E") = D[(,'Z]), and
n) ._
DI" = D{?}.
Finite-dimensional marginals. For B C [n], we let

R(T", B) be the B — marginal of T",

n >

which is its smallest subtree to contain the root and each L,, form € B.

The tagged fragment chain. We call tagged fragment chain the Markov chain

(Xn, Jn) on Z4 x [k] of the typed block containing the integer 1 which is such that,
(n)

for¢ < Dy,

(Xn, Jn) () := #(IT,(O))1, (in (D) 1) (25)

(where T1,,(¢) = (I1,(£), i,(£))) and which is stationary starting from DYL). Its tran-
sition probabilities, which we call (p,, (€, k)) (probability of going from (m, j) to
(¢, k)), do not depend on n or i and are given form > 2,1 < £ <m and j, k € [«]
by

3y ¢ ;
(L, k) = A)— A, 26
DPm,j (L, k) _EP qm’ ( )mm(z,k)( ) (26)
2Py

where m ) (A) is the number of occurrences of (£,k) in the sequence A, and
p1,j(1, j) = 1forall j € [«]. (In all other cases these probabilities are null.)

The following lemma gives us some information about the distribution of this chain
up to D,i"), 2 < k < n and what happens at that time. This result echoes a similar
result in the monotype setting, [23, Lemma 27]. The same proof will work, with a
light modification to take the types into account. We will not reproduce it here, and
simply point out that it follows easily from noticing that

(n) ’ ’ (Xn(r —1) = 1)
P(D,” >r| X,(r),0<r <r—1)= ,
(24 ! ) (n — D1

which is a variant of Lemma 13 in [23]. We recall the factorial notation (x), =
x(x—1...x—r+1)forx e R, reN.
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Lemma5.1 Let2 < k < nand 7@’ € 7_9[k] with b > 2 blocks. For measurable
nonnegative functions f, g, h on the appropriate spaces, we have

E[f(D,E’”)g((Xn, I)CA DY — D)R(HL,(D ), 1 < m < b)

1{[k]nﬁn<D<">>>—ﬁ/}]

Xn 1) — 1)
—Zf()E[( T D= Dt (%, a0 0

reN (n 1)k

—1)))17;!:((:__11))) (h(#mm. 1 <m < b)l{[k]ﬁﬁ_ﬁ’})i| .

5.2.3 Construction and properties of multi-type fragmentation processes and trees

We formally build the multi-type fragmentation processes and trees mentioned in
Sect. 2.2. This part is quite brief, we refer to [37] for more details. We also give
definitions and results that will be needed later, and which mirror the ones given
above in the discrete setting. In the following, y > 0, v = W, j € [k]Dis a
vector of dislocation measures and (T ('), M;’)v) a multi-type fragmentation trees with
characteristics (y, v). The non- bolded notation (7, ,, f4,,,) denotes the monotype
case where there is a unique dislocation measure v.

Multi-type fragmentation processes and trees. The tree T @ 2 is typically built out
of a so-called (—y)-self-similar fragmentation process I = (TI(r),t > 0), with
dislocation measures v and initial type i, which is a Py-valued process of which
we will now give the construction. It is a Lamperti transform of a homogeneous

h .
(hom) which we construct first.

fragmentation process IT
Fors e gi with total sum 1, recall that k3 is the paintbox measure on Py associated

to s, and for j € [«], let
Ky = /ﬂ Kksv) (ds).
S

The process " descnbes the evolution of typed blocks such that a block B of type
J splits into_typed blocks (B N Ay, 8p), m > 1), where A = (A, 8m)m € PN, at
rate k() (dA). Formally it can be constructed from Poisson point processes as follows.
Forn € Nand j € [k], we let (A" (1), 1 > 0) = ((A®D) (1), 5™ (1)), £ > 0) be a
Poisson point process with intensity k), which we all take independent. The process

1™ is then built thus:

e Start with H(hom)
i

e For ¢t > 0 such that there is an atom A (1), if i, (t—) = j: replace the typed
block 1'[( °™ (1—) by the typed blocks (TT°™ (t—) N AL (1), 847 (1)), m € N

(hom)( ) (hom) (t )

(0) = (N, 7), the partition with only one block, which has type

—~(n,j)

and reorder them appropriately; if i,,(r—) # j, I1
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Note that this is well defined despite the arrival times of the involved Poisson point
processes possibly having accumulation points, as shown in [8]. The self-similar frag-
mentation process I1 is then obtained from o™ by using the Lamperti time-change:
forn e Nand ¢ > 0, let

u
T (1) =inf{u,/ ™ ()] dr > t}
0

and then define the block of TT containing n as

—(hom)

T (0) = Ty ™ (@ (1)

with the convention ﬁg;(;m)(tn (1)) = {{n}, 0} when 1,,(¢) = +oo._The process I is
self-similar in the following sense: for r > 0, conditionally on (I1(s), s < 1), with
TI(1) = 7 = (m, i), the processes Tt + ) N, m e N) are independent, and each

one has the distribution of T (|7t [”) N 7, where TT (n)
with type i,.

We define analogous notations to the discrete case: for n € N, Dy, is the time at
which n is sent into a singleton, and for B € N with #B > 2, Dp is the time at which
B is split by TI. Also, Dy, := Dy for k = 2 and Dy := Dy1y. We have Dy < Dy a.s.
for k > 2. ‘

The fragmentation tree 7;(13 is then, as explained in [37], a compact real tree which

is a copy of TT starting

is the family tree of TI in the following sense: it has distinguished leaves (L,, n € N)
such that the height of L,, is Dy, forall n € N and, for m # n, the paths from the root

to L, and L,, split at height Dy, ,,). The measure u( D_is then characterized by the
following property: for all integers n and all positive real numbers ¢ strictly smaller
than the height of L,,, if L, (¢) denotes the unique ancestor of L, at height r and 77 ()
the subtree of descendants of L, (¢), one has

My 5(Tr, 1) = Ty (=) > 0.

Finite dimensional marginals. We let for B C N

@) ; Q)
R(Tw-,, B) be the B-marginal of’Ty 5>

which is its smallest subtree to contain the root and each L, forn € B.

The tagged fragment process as a Lamperti transform of a Markov additive
process. Still as in the discrete cases, we are interested in the evolution of a typical
block: the typed block containing the integer 1. We let for ¢ > 0

(X (1), J (1)) be the size and type of the block containing 1 at time ¢,

with in particular that (X (¢), J(t)) = (0, 0) for t > D;. It is known from [8] and [37]
that (X, J) is the y-Lamperti transform of a Markov additive process, i.e. (X, J) =
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(exp(—&,), K,) where

p(t) := inf {u fu(eXp(—VSr))dr > t} )
0

and ((&, K;),t > 0) is a Markov process on Ry x {1, ..., x} U {(400, 0)} such that,
if P(, ;) denotes its distribution when starting at a point (x, i), for all # € R, and all
(x,i) e Ry x{1,...,«},

(s = & Kirs)os 2 0) | (6 Kuou < 1,6 < 00)
under P(, ;) has distribution P ),

and (400, 0) is an absorbing state. Note that the process & is nonincreasing, and, when
k = 1, it is simply a subordinator. For general «, it is known (we refer to Asmussen
[5, Chapter XI] for background on Markov additive processes) that the distribution of
the process (£, K) is characterized by three families of parameters which here are:

e Foralli € [«]

Vvi(q) = /, . (Z(sn —s#")l{in=i})a<"><ds>, q=0,
S n=1

which is the Laplace exponent of the subordinator which governs the local dynam-
ics of the component & when the type is i.

e Foralli # j € [«], the transition rate A; ; of types from i to j and the distribution
B;,; of the jump (that may be null) of the component & when the type changes
from i to j, which are defined by

o0 oo
— 1 —(i -
,\,-,,»/ e 9 B; j(dx) := fSL(E sn+q1{,-n:j}>v(’)(ds), g > 0.
0
n=1

Since these parameters are all constructed from the vector v, the following definition
is justified.

Definition 5.2 We say that the distribution of the tagged fragment process (X, J) is
that of a y-Lamperti transform of a Markov additive process with characteristics v
(and characteristic v if there is a unique type and the dislocation measure is v).

__ We now give a version of Lemma 5.1 for this setting. Fork > 2 we let Ay = {7 €
Pn, [k] N # [k]} be the set of partitions which split the first k integers.

Lemma 5.3 Let k > 2. For nonnegative measurable functions f, g, h on the appro-
priate spaces, we have

E [ £ (D01 A D)@ () ]
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o0
=E [/(; du f @)y @) L oo 1=008 (TTay ¢ A M)I)Kumm))(hlAk)] .

Proof This a multi-type version of the monotype result [23, Proposition 18]. We only
detail the main differences of the proofs. As in the monotype setting, moving from the
y = 0 case to general y is easily done by using the Lamperti time change. We can
therefore focus on the y = 0 case. For all i € [«], let Ké’(,.) dm) == k0 (A7) lizeay
and Kf’(,.) = Kpi) — Kf’(,-), the former having finite total mass. By standard properties

of Poisson point processes, we can realise the pair (H( A Dp—), A(l 1 (D= ))(Dk))
the following way:

o LetTT" = (I1%,i% bea homogeneous fragmentation process constructed the same
way as I, except that we use Poisson point processes with intensity (/cg(,.)) instead
of (Kl-)(i)).

e Conditionally on Ha, let T be a positive r.v. such that, forr > 0, P(T > 1) =

1
- i (uy) (Ar)d . . . . . .
e Jo gy (Ax ‘. Equivalently, T is the first arrival time of a Poisson process with
inhomogeneous rate Ko (Ag) at time ¢.

e Conditionally on T1“ and T, let 7 be arandom partition with distribution « i, 7y (- |
Ap) = Ky (- N Ap) /icgayay (Ag).

The triplet (7, ﬁ?l)(- A T),7) then has the same distribution as (Dy, TI(1)(- A

Dy—), A(l #1(De= ))(Dk)). Thus we have, using Fubini’s theorem and the fact that

.. . . — Jo' k_ga sy (Ar)ds
the conditional density of T is ki, wy (Ax)e J 1 6 T

(Li1(Dr—))

E[ £ (DOg(ITay ¢ A Dem)l)h(A (D)]

0 u
=E [ /0 du @) (Ar)e 0 S50 AW 0| Ag (T C A u)l)]
o0 U
=" [/ du f @)K aw) (hlae b Kﬁ(i(‘l(S))(Ak)dsg(|ﬁ‘(l1>(' A “)D}
LJo
= /0 du fw)E [K‘-)(i‘{w)) (RIA)P(T > u | TI(p)) g (1T (- A M)l)]
oo
= /0 du fw)E [K‘-)(i‘{w)) (P1a) (7> 8 (1T - A M)l)]

= /0 du f)E [r5600 (h1a) pe=uyg (ITIy ¢ A w)])] .

The proof is then ended by noting that, by exchangeability, P (Dx > u | [TI(1)(- A u)])
= [Ty (u) |¥=1. For the details about this quite intuitive fact, we refer to the proof of
[23, Proposition 18], which is quite similar. O

The multi-type fragmentation tree is the limit of its marginals. By construction,
the tree T (’2 is the limit of its marginals R(T(lg, [k]) in the Gromov—Hausdorff sense.
We will need to incorporate the measures:
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Lemma5.4 Let, for k € N, ni be the uniform measure on the leaves L1, ..., L. We
then have the following a.s. convergence for the GHP topology:

(R(T}5. k). ) — (T35, 1;).

k—

This is a straightforward consequence of Lemma 3.11 in [35], which treats this type
of convergence in a general case and says, with our notation, that the conclusion holds
as soon as the tree is compact and the blocks of the partitions T1(¢), TI(t—) all have
asymptotic frequencies for all # > 0 and the process ¢ |ﬁ(,-) (t—)] is left continuous
for all i. The compactness of the tree is proved in [37] and the other assumptions can
all be checked using the Poissonian construction.

5.3 On the moments of the height of T

We now turn to a crucial result, which will be needed both to prove the tightness of
the sequences (Tn(i) /n?), and to improve some results of [26] on the scaling limits of
bivariate Markov chains, which are two essential points of the proofs of our theorems
undertaken in Sect. 6. We recall that we are working under Assumption (24).

Proposition 5.5 Assume that either the hypotheses of Theorem 2.2 or those of Theo-
rem 2.3 are satisfied, and let H,fl) denote the height of T,,(l), n > 1,i € [k]. Then for
all typesi € [k]and all p > 0,

A similar result was proved in the monotype setting, first in [23] by evaluating
the tails of the variables H,gi) and then more elegantly in [14] by using martingale
arguments. These approaches could be adapted here to prove the above proposition
in the critical or solo regimes, but cannot be used directly in the mixing regime when
at least one of the measures v arising in (7) is the zero measure. The issue is that
a type i corresponding to a zero measure v") then tends to slow down the process,
which means that the trees tend to be larger. We give below a detailed proof of this
most delicate mixing regime and then explain quickly how to adapt it to the critical
and solo regimes.

Throughout this section, save for the last subsection, we are therefore in the mix-
ing regime and assume (7) and (8), with at least the measure p® being a true (i.e.
nonzero) dislocation measure. Note that by Jensen’s inequality, it is sufficient to prove
Proposition 5.5 for p large enough. In the following p is fixed such that

p>1 and py+pg—y>1,
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which in particular implies that

Z%’”ﬁ_y < nPYTP=Y a5 soon as ZM <n, ©2))
>1 £21

for any sequence (A¢)¢>1 of non-negative terms, an argument we will use at several
places. In this mixing regime, we will have to take into account that on average an
individual of size n needs a time of order n? to change type which leads us to prefer
the tail control approach. Our strategy is to prove by induction on n (p being fixed)
that

€L

1—
Dy, + D, .G onfy

]P’(Hn(i) > xny) < T

for all x > 0 and all types i € [«],
(Hy)

where D), and C;,i € [«] are all finite and independent of n, and must be chosen
subtly for the induction to work (see Sect. 5.3.1 below). Clearly if such inequalities
are valid for all p large enough, Proposition 5.5 holds since 8 < y.

In order to get (H;,) for all n, we start below by setting some preliminary results,
in particular we will choose the constants appearing in (H,) and set up some useful
bounds. We then proceed to the proof of (H,) by induction, and finally explain how to
adapt our proof to the critical and solo regimes.

5.3.1 Preliminary work and notation

Finiteness of E[(H,)?] for all n > 1. We first note H\"" = 0 for all i, by (24), and
that for all n > 1 the height of the first branch-point above the root of T,,(l) (i.e. the
number of steps needed to split n starting from (n, i)) has an exponential moment,
by (1). The MB property and a straightforward induction then imply the finiteness of
E[(H,")"].

Choice of the constants C;, i € [«]. Let Q be the irreducible Q-matrix of dimension
Kk X k arising in (8).

Lemma 5.6 There exist some strictly positive terms (C;, i € [k]\{1}) such that for all

i€ [k]\{1},

- QG,DCi > Y COG, ). (28)

Jele\i 1}

Proof Since both sides of (28) are linear in Q, we can, up to dividing it by a large
constant, assume without loss of generality that max;c[) |Q(i, i)| < 1. Consider then
the probability transitions P (i, j) := Q(, j),i # j,and P(i,i) := 1+ Q(i, i), and
P the restriction of the matrix P to [k]\{1} x [«]\{1}. For eachi € [«k]\{1}, we have
ZI,('=2 F(i, Jj) < 1.Welet I C [«]\{1} be the subset of indices i such that this sum is
strictly smaller than 1. It is nonempty by irreducibility of P.
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Let then ¢ > 0. From P and ¢ we construct another matrix P with nonnegative
terms, by setting P* (i, j) := e forall (i, j)suchthati € I, j # i and P(i, j) = 0,
and P* (1 j) := P(i, j) otherwise. Note that & may b be chosen small enough so that
Z 2P (i,j) < 1foralli € [«]\{1} and Z 2P (i, j) < 1 for at least one i,

which we assume from now on. Note also that P is irreducible by irreducibility of P.
We can therefore apply the Perron-Frobenius theorem to P°, from which we get the
existence of 0 < A < 1 and a vector C = (Cj, i € [x]\{1}) of strictly positive terms
such that P°C = AC. So we have for all i € [kT\{1}

Y CioG.p= )Y CiPG,j)-C
felk\{1} Jele\{1}

< D) CiPp-
JEl\{1}
=AC; —C; <0,

as expected. O

From now on, (C il €[k \{1}) is a fixed sequence satisfying the inequalities of

Lemma 5.6 and we set C; := 0. We also fix ¢ > 0 small enough such that for all
i€ [k\{1},
Yo o p-e|lci> Y QG )+eC;. (29)
Jele\ i} JelNi, 1}

Some bounds. We derive now some bounds from Hypotheses (7) and (8), using
(27). First, there exist d1, d» < 00, d3 > 0 such that for n large enough

APy By d d
> a0 Ty = g £ D =P D= D )
AP,
and
0 )Léwﬂ‘f—y 5 d
! L —v. =
et 2 4’ W Y =t D
rePy, £22

J/+;3 V(l 51)”

(here we use (7) and the fact that the function s — ) =25 l]l{s <1}

is continuous on SV since py + 8 —y > 1) and
. ALY d
(1 N ) 8B
S ata(1-2) =4 o)
reP, 1
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(again we use (7) with v nontrivial, and the fact that the function s > (1 —
Ze>1 sfy)(l — sl)’ll{sld} is continuous on Sl\{(l, 0, ...)}—mnote that py > 1
here). Second, using (8), we get thatfori # 1, j # 1, j # i and ¢ > 0 chosen so that
(29) holds, we have for n large enough

py+ﬂ Y

> PO 1y <0 (00 )+ o) (33)
reP,
and fori # 1
Apy+ﬂ Y
Y g1y = = [ Y G —e . (34
5eP, YEING!

Choice of an intermediate fixed constant: ng. From now on n¢ denotes an integer
large enough so that the inequalities (30), (31), (32), (33), (34) hold for n > ng and

.. ‘ . - maxiepen (1 Cida
E G, j)—¢|Ci — E (Q(l,])+8)C1—T>O
[x]\{i} Jele\{i, 1} 1o

(recall that 8 < y, hence ng indeed exists).

Choice of D,. The C;,i € [k]\{l}, e > 0,n9 € Nand di,d>» > 0,d3 > 0 being
fixed, we now choose a positive real number D, > 1 large enough such that the four
following inequalities hold:

2p maxz’e[x]\{l} Ci

]E HiP
[(H)P] <D, (36)
1<n<ny nrp
1 1 2p l/p
Gobp = e RO Gn
and
.. .. max; 1y Cida
Y oowh-e|ci- Y QG )+ec; - — T2 Gy
jelel\{i} jelke\{i. 1} o
1 max;epe\{1) Ci )
>2p | —5 + : (39)
(D,, /2p pl/])ng B
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5.3.2 Proof of (H,) by induction
We will in fact prove by induction on n > 1 and k > 1 that

1—L
. D,+D, *.C; - nPv
P(H > xn?) < L2 O Wxe(0,k/n”), ¥ielk]l (Hug)
X

Initialisation. By (36) and Markov’s inequality, (H,,) holds for all n < ng. Also, for
alln > 1, (Hy 1) holds for all k£ < D}U/‘”ny since ]P’(H,E') > xny) <1< D,/x? for

allx < D;,/p. In particular for all n > 1, (H,,1) holds, since we have chosen D, > 1.

Induction. Let n > ng + 1. We assume that (H,,) holds for all m < n — 1 and
that (H, &) holds for some k > 1. We want to prove (H, r+1), which is sufficient to
conclude. In that aim, we use the following consequence of the MB property: for all
typesi € [k]

(i) law (ie)
H,” = 1+maxHy,

where (A, i) ~ q,(,i) and the heights in the right-hand side are independent given (A, i).

. ]—I/2p_ o B=y
D,+D C
Now fixx € [niy kniyl).WewanttoprovethatIP’(H,gl) > xn”) < ptDp 7 in

forall typesi.If x < D ;,/ P this is clear as noticed above. We can therefore assume that

x> D},/ P and therefore apply (37) when needed. Then for any type i, by the induction
hypotheses (since n¥x — 1 < k), we have that

IP’(H,Ei) < n’x)
=Y ¢PO [P <n?x—1)
1P, =1
1-1/2 —
R

@y
= D] (1- PR

rEP, =1

\Y

1-1/2 —
(Dy+ Dy PPy ATl P

Oy |1
=z > a @ (1= T
reP, =1
i) (3 2p 1-1/2p B=y\,vp
= Yoalm|1- <1 + —) Y Dy + Dy PG, T
by BT 7, (en)P X xS
Dp | Dp ) (3 Ay 2pDp (3 Ay
2=t L= | - Gy L D2
LePy, =1 AEP, =1
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D[l;l/Zp py+ﬁ Y
_T( > > € qu(l) Lii=)
Jel\{1}  %eP,
1-1/2p py+ﬁ %

D, 2p >
-1+ D)
e n

: . . Py .
(in the last inequality we have used that C; = 0). Note that } ,. .5 < I since

py =z 1.
e Wheni = 1, using (30), (31) and (32), this leads to

P(H"D < n”x)

v

D 1 2pD
1= =24 —(Dyds — 222 — DIV max ¢4y
n X

Jele\{1}
2
+d) (1 + —”))
xn?

_Dr, Dy ds — 2p  maxjepey €
xP xPnv DII)/F DII)/ZP

%

L(dy +dy) (1 +2p>> ,

since x > D}U/ ?andn > ng > 1. The term in the large brackets on the right-hand side
of the second inequality is nonnegative by (35), hence the expected lower bound for
]P’(Hn(l) < n’x).

e Wheni # 1, by (34), (33) and (31), we get that

1-1/2p
R T

xP xPn¥Y  x xP xn?
1-1/2p
D, 2p ..
e <1+W) (( | Z Q(z,,)—g>q
Jelel\{i}
.. max ; nCidy
-3 (Q(z,1>+s)cj—%>
Jelel\{i, 1}
1-1/2p 1-1/2p 1/2p _
1P Dy oy P (P, G
xP xP xPnv X xny =P
1-1/2p
D 2p
-r___ _
e (o) (( 2 e6n=e)e
Jelel\{i}
o max ; nCidp
-y (Q(z,1>+e)cj—%)
nv

JEl\{i. 1}

1-1/2p f—
C . D D, -Cin
which is larger than 1— —F x—p

(as expected) by (38) and since x > D[l,/ P
and n > nyg.
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5.3.3 Critical and solo regimes

Under Hypotheses (4) and (5), or (4) and (6), the proof of Proposition 5.5 follows the
same lines as in the mixing regime but is much easier, essentially because we do not
need to introduce the constants C;, i € [«]. In fact, the proof here consists simply in
showing by induction on n that

. D
P(H,f’) > xny) < —If for all x > 0 and all types i € [«],
x

for all p such that py > 1. To prove this, we do not need as many inequalities as
before, the only point is to note the following version of (32): there exists a constant
d > O such that forall i € [«]

(@) )‘fy d
Z 4’ () Z o > prt for all n large enough.

reP), =1

This is true since each v® in the convergence (4) is assumed to be a dislocation
measure, and in particular pl )(s 1 < 1) > 0. Then, as before, we need to choose an
integer ng large enough so that these inequalities hold for all n > n(, and a constant
D, large enough such that (35) (with each C; replaced by 0 and d3 by d), (36) and
(37) hold. The induction then follows easily.

5.4 Scaling limits of bivariate Markov chains in the mixing regime

As already mentioned, a key point in the proofs of our theorems is to describe the
scaling limits of typical paths of multi-type MB trees. This will rely on previous
results obtained in [26] on the scaling limits of bivariate Markov chains, which are
informally a 1-dimensional version of this work. The results of [26] are however not
sufficient to treat the mixing regime situation where some of the measures v in the
convergence (7) are null. One consequence of Proposition 5.5 is the improvement of
the results of [26] to this case. We first quote the 1-dimensional convergences as they
appear in [26], and then their extension to the general situation that we need here.

Theorem 5.7 ([26], Theorem 4.1 and Theorem 4.2) Let (py.i (m, j)) be the transition
rates of a bivariate Markov chain (X, J) on Z+ x [k] with X nonincreasing. Let also,

forn,m € Zy and i € [k], p,,)(m) = ZjE[K] Pni(m, j). Assume that there exists
0 < B < y such that:

(i) There exist finite measures (W', i € [k]) on (0, 1), at least one of which is
nontrivial, such that, for all continuous functions f : [0, 1] - R,

n—o0

nVZf( )(1=%) pem) — S,
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(ii) Moreover, there exists an irreducible Q-matrix Q = (q;,j)i, je[x] Such that

nfp,— 1) — 0.
n—oo

Let, fori € [k]and A = 0, Y¥;(A) = fol(l — x’\)%, and then define the mixed
Laplace exponent = ZiE[K] XiVi where x is the invariant measure of Q. Then,
calling (X,(,i), J,gi)) a version of the Markov chain starting from (n,i) € Z4 X [k], we
have the following convergence in distribution for the Skorokhod topology:

@)
<w,r > o) 9 (x@.1 = 0.
n n—o00
where (X(t),t > 0 is the y-Lamperti transform of a subordinator with Laplace
exponent .

Moreover, if all the ;1) are nontrivial, then calling Af,i) the absorption time of X ,(f)
and A that of X, we have, jointly with the above,

(@)

A

n G g,
nY n—oo

and for all p > 0,

(]

The extra assumption in the second part, that all the measures are nontrivial, is in
fact unnecessary:

Corollary 5.8 The full conclusions of Theorem 5.7 stay true if we only assume that at
least one of the measures ,u(’), i € [k] is nontrivial.

Proof The key point to adapt the proofs of Theorem 4.1 and Theorem 4.2 of [26] to our
more general situation is to show that, for all p > O and all i € [«], n’PVE[(Af,i))P]
is uniformly bounded in n. This is a straightforward consequence of Proposition 5.5,
since A,(f) is in fact the height of a linear MB tree satisfying the assumptions of
Theorem 2.3. In the following we let

_ E[AS]
CA = Sup

ielk],n>1 nY

< X

Introduce then foralln > 1,i € [k]and r > 0,

u (@) v
t,Si)(t) ::inf{uzo:/ (w) dr>t},
0 n

X (P )

z0(@) = -
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and note that

- A o
(’)(t)—f (ZW(r))rdr, ¥t>0, and - =/ (ZDYY (r)dr.
0 0

nY

Theorem 4.1 of [26] in fact asserts that, as soon as at least one of the measures
w? i € [«]is nontrivial,

, Z}(;‘)) n%o (X,Z), foralltypesi € [«] (40)

where X is defined in Theorem 5.7, Z := X ot and 7(¢f) := inf{lu > 0 :
fOM(X(r))’Vdr > t}. We recall that A denotes the absorption time X. Similarly to
the discrete case, we have that 7(¢) = fol (Z(r))7dr,Vt = 0and A = [;°(Z(r))7dr.
Our goal is to deduce from this and the finiteness of c4 the joint convergence of

(i) (i)
(Xn (W'J),A_"y) o (X, A)

n n

(the convergence of the moments E[n~"” (A,(f))” ] will then follow immediately from
the boundedness of these moments for all p > 1). By the Skorokhod representation
theorem we may assume that (40) holds almost surely, which we do from now on.
Note in particular that a.s. for almost every r > 0, Z, @ (r) = Z(r), and that all these
quantities are between 0 and 1.
From (40) and the finiteness of c4, we see that the sequence n'x, 0 (ln¥-D), Z, (’)

A,(, ))n is tight. Let (X, Z, A) denote a possible limit of a subsequence, say along
the subsequence (o (n)),. If we prove that (X, Z, A) is distributed as (X, Z, A), the
proof of the corollary will be finished. By (40), (X, Z) is distributed as (X, Z) and
so our goal is to prove that A = fOOO(Z (r))”dr a.s. Note that, by (40) again and
Fatou’s lemma, fooo (Z(r)Ydr < A as. It is therefore sufficient to prove that E[A] <
E[ fOOO(Z (r))Ydr]. In that aim, note that for all 7o > 0, by dominated convergence

E[t"(t0)] = [ / (z(”(r))Vdr} —>E[ / <Z(r>>ydr} Elz(10)].

Then, a key observation is that for all o = 0, |nY t,?)(to)J is a stopping time with
respect to the filtration generated by (X, 7)) and thus:

O — ¥ ¢ T (7 5 (10))))
An’ = "o (00)] +AX(')(LnVT,(')(to)J)
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where A is distributed as A and independent of (X,(,i), J,fi))(LnV r,fi)(tO)J). Conse-
quently,

(@)
E[?@}; ] < E[t(t0)] + caE[(Z2(10))" ]

For all ¢ > 0, we have that c4E[(Z(#9))"] < e for 1y large enough (since Z is

non-increasing and converges to 0) and therefore for a.e. #y large enough,

@) 00
lim supE[A :| <El[t(tg)] +¢ < IE|:/ (Z(r))Vdr] + e.
0

n
n— 00 nY

Besides,o (n)™7 Agzn) converges in distribution to A and the moments n "V E[ (A f,i) )P]
are all bounded, so E[o (n) ™" AD ] converges to E[A].

o(n)
Finally we have shown that E[A] < E[fOOO(Z(r))Vdr] + ¢ for all ¢ > 0, hence
E[A] < E[[;°(Z(r))" dr] as required. 0

6 Scaling limits of MB trees: proofs of Theorems 2.2 and 2.3

For the main part of the proofs, we follow the standard structure where one proves
the convergence of the finite-dimensional marginals (in the sense of Aldous: the k-
dimensional marginal is the subtree spanned by k exchangeable leaves) and then
establishes a tightness property to show that the whole tree is close to the marginals
with large dimension. As already mentioned, some lines of our proofs will not differ too
much from those in the monotype setting, and we mainly detail the difference arising
in the multi-type framework. The proof of the convergence of the finite-dimensional
marginals is done by induction on k. We will start for k = 1 with the asymptotic
description of a bivariate Markov chain that describes the sizes and types of the embed-
ded subtrees containing a typical leaf, relying on results of [26] (though those results
are not strong enough in the mixing case if some of the limiting measures are null,
thus we use the improvement from Corollary 5.8). The induction process is then based
on the MB property. For this, the multi-type structure is more involved in the critical
case than in the mixing case, and so we will at times focus specifically on it. The proof
of tightness mostly differs from the monotype one because Proposition 5.5 is more
difficult to establish in the mixing case, but proceeds similarly to [23] once we have
Proposition 5.5.

Throughout the section, (g, (7)) is a sequence of splitting distributions that satisfies
(1), (24) and either the hypotheses of Theorem 2.2 or Theorem 2.3, and (Tn(i)) is an
associated sequence of MB trees. We use the notations introduced in Sect. 5, without
redefining them. Section 6.1 is devoted to the finite-dimensional convergences and
Sect. 6.2 to the tightness, which will lead to the Gromov—Hausdorff convergence of
the rescaled trees. Finally, we add the measures in Sect. 6.3.
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6.1 Convergence of finite-dimensional marginals

We now have the tools to prove the following:

Proposition 6.1 Assume that the splitting distributions (q,(,i)) satisfy the hypotheses of
Theorem 2.2, with in the limit a vector v of dislocation measures. Then, jointly for all
finite B C N,

n’ - R(TYD, B) — R(Tyv,B)

for the Gromov—Hausdorf{f topology.

Similarly, if (q,(,i)) satisfies the hypotheses of Theorem 2.3, then jointly for all finite
B CN,

n’ - R(TY, B) — R(’Z}V,B)

for the Gromov-Hausdorff topology, where v = Yo xiv®, with the notation
(xi, v®) introduced in Theorem 2.3.

The joint convergence follows straightforwardly from the individual convergences
since for B’ € B, the B’-marginal is embedded in the B-marginal (by using the
same leaf labels). We therefore just have to prove the convergence for each B. By
exchangeability, we can moreover restrict ourselves to B = [k], for k > 1. We will
proceed by induction on k.

6.1.1 The case of the 1-dimensional marginals: k = 1

The case k = 1 amounts to describing the asymptotic behaviour of D}”), which can
be interpreted as the absorption time of the tagged fragment chain (X, J,) defined in
(25). We will show that, divided by n?, this absorption time converges in distribution
to the absorption time of a y-Lamperti transformed Markov additive process with
characteristic v in the critical or solo cases and v in the mixing case, with v and v
defined in Proposition 6.1 above. To iterate and move to higher integers k, we will in fact
need more information. In that aim we will describe here the asymptotic of the whole
process X, and, in the critical case, a stronger version modified to include the types
if we only go up to a bounded number of type changes. In that aim we will use results
of [26] as well as the complementary Corollary 5.8, that give sufficient conditions on
the transition probabilities of bivariate Markov chains to ensure their convergence to
some Lamperti-transformed Markov additive process after an appropriate rescaling.
We recall that the transition probabilities of (X, J,) are given by (26).

All convergences of processes listed below hold with respect to the Skorokhod
topology on appropriate spaces. Corollary 6.3 and Corollary 6.5 imply Proposition 6.1
when k = 1.

Critical and solo cases. We assume that (q,ﬁ”) satisfy the hypotheses of Theorem 2.2.
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Lemma 6.2 For all types i and j and any continuous function f on [0, 1],

n? 2": (1 — 1{j=i}%) f (%) Pn.i(m, j)

/ 3 el = selymip £ 5077 (9).

Lig=j

n—oo

As a consequence, the transition probabilities of (X, J;,) satisfy the assumptions
of the “critical regime” and “solo regime” theorems of [26]. Specifically, assuming
(5) then we can use Theorem 3.1, 3.2 and Lemma 3.3 of [26], and if we assume (6)
we can use Theorem 5.1. This leads to the following scaling limit in distribution:

Corollary 6.3 Let (X, J) denote a y -Lamperti transform of a Markov additive process
with characteristic v, and D1 the absorption time at 0 of X. Then

X, (|ln?- D

Moreover, in the critical case, let S(p) denote the time of p-th type change of (X, J)
and S, (p) the time of p-th type change of (X, Jy), for all p € N (with the convention
that these time changes are equal to the absorption time if there are fewer than p time
changes before the process is absorbed). We then have

<Xn(LﬂV(-ASn(p))J) 50" ¢ A S S (P))
n

LD (XA S, TG A S, S(p)).

n—o00

Proof of Lemma 6.2 Let the types i, j and f, a continuous function on [0, 1], be fixed.
In order to prove the convergence of the statement, rewrite the left-hand side as

A A
Y a6 Y ( — 1= »—) —f (;’“’)

reP, Lig=]

- A A
—nY E Ooy(1 - 11._. =
n _qn()< " {ii=i} | & n

reP,

where, fors # ((1, i), (0,0),...),

1
g®) = ———— Y (1= 1myso)sef (o),

V=sili=iy 5=,

while g((1, ), (0,0), ...) can be arbitrarily set to 0. Note that g is bounded on gi by
2sup,¢qo,17 |/ (x)| and is continuous at each point s such that Yoo se = 1, except
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possibly at the point ((1, i), (0, 0), ...), which is not an atom of p® by assumption.
Thus, by (4) we directly have the expected convergence. O

Mixing case. We assume that (q,(li)) satisfy the hypotheses of Theorem 2.3, with § < y.

Lemma 6.4 We then have for all types i and all continuous functions f on [0, 1]

S (=2 1 () bt ) —, /S%ZNW — 50 Fsov®(@ds)

jelk]m=0

and for j #1i

n
n? Y paim, j) =2 Qi

m=0

where Q; j is the (i, j)-th entry of the matrix Q appearing in Theorem 2.3.

As a consequence, the transition probabilities of (X, J,,) satisfy the assumptions
of [26, Theorem 4.1], which is sufficient to describe the asymptotic behaviour of the
process X, but not of its absorption time. To complete, we use our Corollary 5.8,
which leads to the scaling limit in distribution:

Corollary 6.5
Xn Y. D(”)

where X is a y-Lamperti transform of a monotype Markov additive process with
characteristic v := ) ;_, xiv, and Dy is its absorption time at 0.

Proof of Lemma 6.4 The proof of first convergence is essentially the same as the one
of Lemma 6.2, and left to the reader. It then remains to prove that for j # i,

n
nP " puilm, j) =2 Qi

m=0

We rewrite the left-hand side as

o )\’Z -
P2 al' D 20 = 24 Wl

reP, Lig=j reP,
p Oy (M M
' 3 ) (== 1)1 + > )
reP, (>2:ip=j

The first term converges to Q; ; by (8), and the second is of order nf-v by (7) and
thus tends to 0. O
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6.1.2 Convergence of k-dimensional marginals for k > 2

Our goal here is to prove Proposition 6.1 by induction on k. For simplicity we focus
on the critical case only - the statements for the solo and mixing cases would require
some modification (essentially removing information about the types of the partitions
involved when [k] is split) but the proofs would only get simpler, so we only provide
the occasmnal comments and leave these details to the reader. From now we assume
that (qn ) satisfies hypotheses (4) and (5), with in the limit a vector v of dislocation
measures. We start with two preliminary lemmas, recalling the notation and results of
Sect. 5.2. The first lemma essentially relies on (4) and is a straightforward adaptation
of [23, Lemma 26] - we leave its proof to the reader. For alln > 1 and alli € [«], p(l)
denotes the distribution of TT,,(1).

Lemma 6.6 Leti € [k] and T’ € 7_D[k] with b > 2 blocks. Let g : (0, 00)? — R be
continuous with compact support, then

#JT] #7‘[1,
an(I) (g (7, ey T) 1{ﬁlkl=ﬁ/}>

= ) i (d)g (|l - .o 176 ) Lz gy =) -

n—o0o
N

Note: this also holds in the solo case. In the mixing case, we would consider a partition
7" without types, and have the measure « ) in the limit.

In the following, we call I1,, (,,)(?) the block of IT, () which contains the integer
m and I, ,, (¢) the m-th block of IT,(#) when blocks are ordered by increasing least
element.

Lemma 6.7 We have the following joint convergence in distribution:

(n) (n)
D} D
( T, (DY) N[k, <—”’(’”)( k ),1§m§k>>
nv n

% (D TIDO N KL (T (DO T < m < k) ).

n—o00

Note: this also holds for the solo case. In the mixing case, we would not want to
keep information about the types, so the second term on the left hand side would be

H(”)(DIE")) N [k], and the second term on the right-hand side I1(Dy) N [k].

Proof Let p € N, we first prove a version of this stopped at the p-th type change
of the block containing 1. For this we use the notation S,(p), S(p) introduced in
Corollary 6.3.Let 7’ € 5[;(] withb > 2blocksand f : (0,00) - R, g : (0,00) — R,
h : (0, 00)> — R be continuous functions with compact support. By Lemma 5.1, we
have
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D(") XnD(”)_l
r(27): ()

(#Hn,m(D,E”)>
X, (D —1)

_ r (Xp(r =1 =1 (Xp(r—=1)
_Zf(””)]E[ (n — D1 g( n )

d<ms< b) oM Nk =7, D < sn(p)]

reN
Ju(r—1 #r = 7
PRI (h (Wrﬁl) PEmsb) AOM =) r < i)

_/°° duf(Lnqu>E[(X’n(u>— Di—i n” X ()
 Jur ny =it K@y S\ 7

(in(u)Vpﬁ{:jf;‘)” (h (;L(u) l<m=< b) ANk = ﬁ’) n"u) < S, (p)]

where X, (u) :== X,,(|n”u] —1) and Jo(u) := Ju(InY u] —1). Using the convergences
in distribution of Corollary 6.3 and Lemma 6.6, we obtain by dominated convergence
(since the functions f, g, h have compact support) that this integral converges to

fo f(u)dulE[ X g X@) ([ o @ 1

PN

<m < b)l{ﬁn[k]zﬁ'}>, u < S(P)},

which by Lemma 5.3 is equal to

|TLn (D)

—_ 1< <b ,ﬁD N[k
M) (Dio)| <m<> (PO N1k

E |:f(Dk)g (I ) (D)) h (
=a',Dy < S(p)i| )

Since Dy, |ﬁ(1)(Dk_)| and (|I1,,(Dx)|, 1 < m < b) are strictly positive on the
event where T1(Dy) N[k] = 7', this classically extends to all continuous and bounded
functions f, g, and Ah. In particular, we have ]P’(D,E”) < S,(p)) = P(Dy < S(p)).
Now let ¢ > 0. Since S(p) — Dj a.s. and Dy < Dg a.s., there exists p € N such that
P(Dy < S(p)) > 1 —¢, and (D" < S,(p)) > 1 — & for n large enough. Taking n
possibly larger, we then obtain

(n) (n) (n) ()
‘E[f D} . X (D" — D\ #TL(D) P
ny n X, (D —1)

a” ") Nk = ﬁ/}
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|IT; (D) |

_— < 2e,
[T (D =)

-E [f(Dlag (ITT (D)) A ( ) ,TI(Dy) N [k] = n’}

concluding the proof. O

With Lemma 6.7 in hand, we can complete the proof of the convergence of the
finite-dimensional marginals.

End of the proof of the convergence of Proposition 6.1 We want to prove the conver-
gence in distribution of n™7 - R(Tn(i), [k]) to R(’Z;(f%, [k]) by induction on k. The
case where k = 1 has already been treated in the previous section, so let us now
assume k£ > 2, and that the convergence of marginals with dimension at most k — 1
has been proven. The tree R(T,,(i), [k]) can be described the following way: condi-
tionally on TT,(D{") N [k] = & = ((t1,i1)s - -+, (s in)), R(T,", [k]) consists in
a segment with length D™ , at the end of which are grafted subtrees which, con-
ditionally on (#Hn,m(D/?l)), 1 <m< b), are independent and are copies of the

trees R(T(lm) Dy [#nm]), 1 < m < b. Applying the induction hypothesis and
ll m ]‘

Lemma 6.7 then shows that the initial segment and the attached subtrees, when rescaled
by n”, jointly converge in distribution to a segment with length Dy and trees which,
conditionally on IT(Dy) N [k] = 7 and (|I1,,,(Dy)|, 1 < m < b), are independent and
are distributed as copies of the trees |IT,, (D) |” R( ("”) . [#7,]1), 1 < m < b. How-
ever, when we remove the conditioning on TT(Dy) N [k], (|T1,,,(Dy)|, 1 <m < b) the
grafting of such trees has the same distribution as R(Ty(fg, [k]) by self-similarity, and
the proof is thus ended. O

6.2 Tightness

In this section, we will always assume either the hypotheses of Theorem 2.2 or those of
Theorem 2.3. The following lemma will lead to the Gromov—Hausdorff part of those
theorems.

Lemma 6.8 Foralln > 0andi € [«],

hm lim sup P(dan(R(T,", [k]), T,) = nn?) = 0.

k—>00 p—soo

Indeed, with the notation of Theorem 2.2 and using the classical [11, Theorem 3.2],

Lemma 6.8 combined with the convergences of n™" R(T,,(i), [k]) to R(Ty('l),, [k]) for

all k as n — oo (Proposition 6.1) and the convergence of R(T;f%, [k]) to ’Z;(’g as
k — oo, immediately gives the convergence in distribution of n™7 - Tn(i) to ’Ty(ll-), in
the critical and solo regimes. We conclude similarly in the mixing regime. ’
Lemma 6.8 itself hinges on Proposition 5.5 and the following lemma, of which we
will not give a proof. The reader can use the proof of its monotype analogue in [23] as
a reference—see in particular Lemma 32 there and the concluding lines on p. 2633.
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Lemma 6.9 Fixi € [k]. Let, fork e Nandn > k + 1,
%, (k+ 1) = inf {r eN: knn®,, ¢ = w}
(recalling that Hn k+1) (r) denotes the block of Hs) (r) which contains k + 1), and
S+ =inf[r=0: N0, 0 =19},
Then

1
lim sup E [ H(’)(H])(E (k + 1))i| <E HH(kH)(E(k + 1)—)‘] )

n—oo

ProofofLemma 6.8 Fix i € [k], k € Nand n > k. Let 7 = (s, i) be the random
exchangeable typed partition of {k+ 1, ..., n} whose typed blocks are those of H ( )

when they split off of [k]. Speciﬁcally, its typed blocks are those of the form I'In oD,
withm € {k+1, n} and [ € N such that n"’(m)(l) N[kl =@and 1}, (Il —1)N
[k] # @, and where l'[n (m) (1) denotes the block of H (l) which contains m. It is then

clear that T(Z) can be obtained from ’R(Tn(’), [k]) by grafting to sorne vertices of the
latter independent copies of T( , of which we note the heights H,." ( , and thus

P (don RO, 16D, T0) = nn? ) < B | S P (Hilw = nnyﬂ

LmeN

i\
<H#7Tm> -
SE| D Bl Sy |

meN

Applying Proposition 5.5 (which holds both for the critical, solo and mixing regimes)
with p = 2 yields

#{an (e 0.18) ) < 2 5 5]

meN

for some finite constant C. Since 7 is an exchangeable partition of a set with n — k
members, we have E[#71)] = ﬁE[ZmeN(#nm)z], hence

j | C # k+1
P (don (Rar0. w0, 10) = ) < Cop [ ]
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Noticing that 1) = I'Iff)(kﬂ)(En (k+ 1)), Lemma 6.9 implies that

. . ‘ C
timsup ® (o (RO D, T,7) = ) = B[, (266 + Do)l

n—o0

However, by exchangeability, HEZ)+1)(Z(k + 1)—) has the same distribution as

M) (S (k + 1)—) where X'(k + 1) =inf {r > 0: {2,3,....k+ 1} 11 (1) = 0},
and thus

. . : c ,
tim sup P (don (R(TO, 6D, T,7) = ") < e [Im@ =k +n-1].

n—o0

This expectation, however, tends to 0 as k tends to infinity, because X’(k+ 1) converges
as.to D\ O

6.3 Adding the measure

The final step in the proofs of Theorem 2.2 and Theorem 2.3 consists in, knowing
thatn™7 - T,,(') converges in distribution for the Gromov—Hausdorff topology, adding
the measure ;Lﬁ,i ) toitand prove the Gromov—Hausdorff-Prokhorov convergence. This
could be claimed directly by using links between the Gromov-vague and Gromov—
Hausdorff—Prokhorov topologies, but we prefer writing a complete and self-contained
argument here. Again, the reasoning is the same for all regimes but the notation is
different, so we use the hypotheses and notation of Theorem 2.2. The argument is
based on the corresponding monotype Sect. 4.4 in [23].

It follows from classical results [19, Lemma 2.3] that (n™7 - Tn(i), ,ug)) is tight for
the GHP-topology since n™" - Tn(l) converges in distribution for the GH-topology. Let
us thus assume that some subsequence converges in distribution to (7, ©"). Our goal
is to show that (77, u’) is distributed as (7;(?, ,u;',)l-,). Note that we already know that
7’ has the correct distribution. A

Under our assumption (24), ,ugf) is the uniform measure on the n leaves of Tn(’).
Let k € Nand LY, ..., L} be k independent uniformly chosen leaves of Tn(”. By

[28, Proposition 10] and [23, Lemma 35], the subtree of T,,(i) spanned by the root
and the leaves L, ..., L}, seen as a k + 1-pointed metric space, has scaling limit
7, where 7} is the subtree of 7" spanned by its root and leaves L, ..., L;, chosen
independently with distribution p’. On the other hand, we know that, conditionally on
LY, ..., L} being different (an event which has probability tending to 1), the subtree

of Tn(i) spanned by the root and these k leaves is distributed as R(Tn(i), [k]), and

1. . e (@) ..
so multiplied by n~7 it converges in distribution to R(’T)/fﬁ, [k]) by Proposition 6.1.

Hence ’ZZ and R(’Z;(lg [k]) have the same distribution for all k£ and, clearly, this also
holds jointly for all k.

Then, calling 1) the uniform distributionon L, ..., L;, the measured tree (7,, 1},
converges a.s. as k — ooto (7", ') where 7" is the closure in 77 of | J72,[[p, L.
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Note moreover that, by Lemma 6.8 and since (n ™7 - Tn(i), n—v ~R(T,,(i) , [k])) converges
in distribution to (7", 7,) along the considered subsequence, P(dgu (7}, 7') > n) —
0 as k — oo for any 1 > 0, implying that 7° "=T"as. On the other hand, we know
by Lemma 5.4 that (R(’Z;('g [k]), 77k) converges a.s. to (7;(13 /,L;l,)‘—)) as k — oo, where
we recall that n, is the uniform measure on the leaves of R(Ty(f;, [k]), thus identifying

the distribution of (7", 1) and (,2;(’1'5’ /,L;i‘)‘—)) and ending our proof.
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