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Abstract. We design a Schwarz waveform relaxation algorithm for solving advection-

di�usion-reaction problems in heterogeneous media. The non-overlapping domain decom-

position method is global in time and thus allows the use of di�erent time steps in di�erent

subdomains. We use a discontinuous Galerkin method in time as a subdomain solver in

order to have optimal error estimates and local time stepping. Time windows are used in

order to reduce the number of iterations of the algorithm. For appplications with widely

di�ering lengths and heterogeneous coe�cients, we determine optimal non-local, and opti-

mized Robin transmission conditions, taking into account the size of the domains of small

scale. This permits to compute an accurate solution with few iterations in each time win-

dow. Numerical results in 2D illustrate the method on an example inspired from nuclear

waste disposal simulations.
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1 INTRODUCTION

In the �eld of nuclear waste management, long term storage within a deep geological
formation is one possible strategy. The French Agency for Nuclear Waste Management
(ANDRA) is currently carrying out feasibility studies for building such a repository. Far
�eld physical experiments over several hundreds of thousands of years are at best di�cult,
and one must resort to numerical simulations to evaluate the safety of a proposed disposal.

Far �eld simulations of underground nuclear waste disposal involve a number of chal-
lenges for numerical simulations: widely di�ering lengths and time-scales, highly variable
coe�cients and stringent accuracy requirements. In the site under consideration by An-
dra, the repository would be located in a highly impermeable geological layer, whereas
the layers just above and below have very di�erent physical properties. In the clay layer,
the radionuclides move essentially because of di�usion, whereas in the dogger layer that
is above the main phenomenon is advection 3. It is then natural to use time windows
for long time computations, with di�erent time steps in the various layers in each time
window, so as to match the time step with the physics. To do this, we propose to adapt
a global in time domain decomposition method, based on Schwarz waveform relaxation
algorithms, to problems in heterogeneous media. This method has been introduced and
analyzed for linear advection-reaction-di�usion problems with constant coe�cients 13,8,1

and extended to discontinuous coe�cients 6,2,8,9, with asymptotically optimized Robin
transmission conditions 6, and semi-discretization in time in one dimension with discon-
tinuous Galerkin 2,9,12,15. The method is extended to the bidimensional case in 9,10, with
convergence results and error estimates for rectangular or strip subdomains.

We extend the method to problems with discontinuous porosity, and domains with
highly variable lengths.

Our model problem for the radionuclide transport is the advection-di�usion-reaction
equation in Ω = R2

ϕ∂tu+∇ · (bbbu− ν∇u) + cu = f, in Ω× (0, T ), (1)

with initial condition
u(0, x) = u0(x), x ∈ Ω. (2)

The advection and di�usion coe�cients bbb = (a, b) and ν, as well as the reaction coe�cient
c and the porosity ϕ, are piecewise smooth, and we suppose ν ≥ ν0 > 0 a.e. in R2. We
suppose that ∇ ·bbb = 0. If bbb ∈ (W 1,∞(Ω))2, ν ∈ W 1,∞(Ω), c ∈ L∞(Ω), ϕ ∈ L∞(Ω), if u0 is
in H1(Ω), and the right-hand-side f is in L2(0, T ;L2(Ω)), then there exists a unique weak
solution u of (1), (2) in H1(0, T ;L2(Ω)) ∩ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)).

2 DOMAIN DECOMPOSITION ALGORITHM

We consider a decomposition of Ω into nonoverlapping subdomains Ωi, i ∈ {1,m}, with
possible corners in the case of Robin transmission conditions. In the case of more general
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(second order) transmission conditions, we consider a decomposition in bands. In both
cases the boundaries between the subdomains are supposed to be hyperplanes at in�nity.

Problem (1) is equivalent to solving m problems in subdomains Ωi, with coupling
conditions on the interface Γi,j between two neighboring subdomains Ωi and Ωj given by

ui = uj,
(
νi
∂

∂nnni

− bbbi · nnni

)
ui =

(
νj
∂

∂nnni

− bbbj · nnni

)
uj on Γi,j × (0, T ). (3)

Here nnni is the unit exterior normal to Ωi and ui is the restriction of u to Ωi. To any
i ∈ {1,m}, we associate the set Ni of indices of the neighbors of Ωi. Since the coe�cients
ν, bbb and ϕ are possibly discontinuous on the interface, we note, for s ∈ Γi,j, νi(s) =
limε→0 ν(s − εnnni). The same notation holds for bbb and ϕ. A simple algorithm based on
relaxation of the coupling conditions (3) does not converge in general, not even in the
most simple cases 14. Following previous works 1,6,2,9,10 we propose as preconditioner for
the full problem, the sequence of coupled problems :

ϕi∂tui +∇ · (bbbiui − νi∇ui) + ciui = f in Ωi × (0, T )(
νi
∂

∂nnni

− bbbi · nnni

)
ui + Si,jui =(

νj
∂

∂nnni

− bbbj · nnni

)
uj + Si,juj on Γi,j × (0, T ), j ∈ Ni.

(4)

where Si,j are linear operators in time and space, de�ned by

Si,jψ = pi,jψ + qi,j(∂tψ +∇Γi,j
· (ΠΓi,j

bbbjψ − νj∇Γi,jψ)), (5)

with respectively ∇Γ and ∇Γ· the gradient and divergence operators on Γ, and ΠΓi,j

the tangential trace on Γi,j. pi,j and qi,j are functions in L∞(Γi,j). The case qi,j = 0
corresponds to Robin transmission conditions, while qi,j 6= 0 corresponds to second order
transmission conditions. Under regularity assumptions, solving (1) is equivalent to solving
(4) for i ∈ {1,m} with ui the restriction of u to Ωi. We now introduce the Schwarz
waveform relaxation algorithm for the resolution of (4). An initial guess (gi,j) is given on
L2((0, T )× Γi,j) for i ∈ {1,m}, j ∈ Ni. We solve in each subdomain

ϕ∂tu
k
i +∇ · (bbbiu

k
i − νi∇uk

i ) + ciu
k
i = f in Ωi × (0, T ), (6a)

(
νi
∂

∂nnni

− bbbi · nnni

)
uk

i + Si,ju
k
i =

(
νj
∂

∂nnni

− bbbj · nnni

)
uk−1

j + Si,ju
k−1
j on Γi,j, j ∈ Ni (6b)

with initial value (2). The well-posedness and convergence have been analyzed for con-
stant porosity and general decomposition 10. The transmission conditions in (6) imply
the coupling conditions (3) at convergence, and lead at the same time to an e�cient
algorithm, for suitable parameters pi,j and qi,j obtained from an optimization of the
convergence factor. Similarly, Si,j are approximations of the best operators related to
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transparent boundary operators 4,5. They can be found using Fourier analysis in the
two half-spaces case. This analysis has been done in one dimension with asymptotically
optimized Robin transmission conditions for discontinuous coe�cients 6, and in higher
dimension and continuous coe�cients 1. We extend this approach to the bidimensional
case and discontinuous coe�cients.

2.1 Transmission conditions : two half-spaces analysis

For the analysis of the convergence factor, we suppose that the advection and di�usion
coe�cients bbb = (a, b) and ν, as well as the reaction coe�cient c and the porosity ϕ, are
piecewise constant, i.e. constant in each subsomain Ωi, i ∈ {1,m}. We determine the
convergence factor of the algorithm in the two half-spaces case : we split the domain Ω
into two subdomains Ω1 = (−∞, 0) × R and Ω2 = (0,∞) × R. Let ek

i = uk
i − u be the

error in Ωi at iteration k. The operators Si,j are related to their symbols σi,j(η, ω) by

Si,ju(y, t) =
1

2π

∫
σi,j(η, ω)û(η, ω)ei(ηy+ωt)dη dω.

Using a Fourier transform in time with parameter ω and in y with parameter η, the Fourier
transforms êk

i in time and y of ei
k are solutions of the ordinary di�erential equation in the

x variable

−ν ∂
2ê

∂x2
+ a

∂ê

∂x
+ (i(ϕω + bη) + νη2 + c)ê = 0. (7)

The characteristic roots are

r+(a, ν, ϕ, η, ω) =
a+

√
d

2ν
, r−(a, ν, ϕ, η, ω) =

a−
√
d

2ν
, d = a2+4ν(i(ϕω+bη)+νη2+c).

Since Re r+ > 0, Re r− < 0, and since we look for solutions which do not increase
exponentially in x, we obtain

êk
1(x, η, ω) = αk

1(η, ω)er+(a1,ν1,ϕ1,η,ω)x, êk
2(x, η, ω) = αk

2(η, ω)er−(a2,ν2,ϕ2,η,ω)x. (8)

Inserting (8) into the transmission conditions (6b), we obtain for k ≥ 2,

αk+1
j = ραk−1

j , j = 1, 2,

with the convergence factor

ρ =
a1 − ν1r

+(a1, ν1, ϕ1, η, ω) + σ2,1

a2 − ν2r−(a2, ν2, ϕ2, η, ω) + σ2,1

· a2 − ν2r
−(a2, ν2, ϕ2, η, ω)− σ1,2

a1 − ν1r+(a1, ν1, ϕ1, η, ω)− σ1,2

, ∀, η, ω, in R. (9)

Hence, the choice for the symbols σi,j

σ1,2 = a2 − ν2r
−(a2, ν2, ϕ2, η, ω), σ2,1 = −a1 + ν1r

+(a1, ν1, ϕ1, η, ω), (10)
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leads to convergence in two iterations, independently of the intitial guess. This result
is optimal since the restriction of the global solution to one subdomain depends on the
right-hand side function f on the other subdomain, and thus at least one transmission
over the interface in necessary for convergence. However, the corresponding operators are
non-local in time and space because of the square-root in r±(a, ν, ϕ, η, ω), and thus more
di�cult to implement and costly to use than local ones. We therefore approximate the
optimal operators by di�erential operators, i.e. we approximate the optimal choice σi,j

in (10) by polynomials in (η, ω). We approximate the square roots in the roots of (7) by
pi,j + qi,j(ϕjiω + bjiη + νjη

2), which leads to

σapp1,2 =
p1,2 + a2

2
+
q1,2

2
(iω+ b2iη+ν2η

2), σapp2,1 =
p2,1 − a1

2
+
q2,1

2
(iω+ b1iη+ν1η

2), (11)

and to the di�erential operators (5). In order to have e�ective transmission conditions
for low and high frequencies, the parameters pi,j and qi,j are choosen in order to minimize
the convergence factor. For Robin transmission conditions, we take p1,2 = p2,1 = p and
we solve the min-max problem

min
p

(
max

|η|≤ηmax, |ω|≤ωmax
ρ(η, ω, p, a1, a2, b1, b2, ϕ1, ϕ2, ν1, ν2)

)
. (12)

For Robin 2-sided transmission conditions, we solve the min-max problem

min
p1,2, p2,1

(
max

|η|≤ηmax, |ω|≤ωmax
ρ(η, ω, p1,2, p2,1, a1, a2, b1, b2, ϕ1, ϕ2, ν1, ν2)

)
, (13)

and for second order transmission condition, the problem

min
p1,2, q1,2, p2,1, q2,1

(
max

|η|≤ηmax, |ω|≤ωmax
ρ(η, ω, p1,2, q1,2, p2,1, q2,1, a1, a2, b1, b2, ϕ1, ϕ2, ν1, ν2)

)
, (14)

where ρ is given in (9), replacing σi,j by σ
app
i,j . In numerical computations, the frequencies

can not be arbitrarily high, but can be restricted to ωmax = π
∆t
, where ∆t is the time step,

and ηmax = π
∆y
, where ∆y is the mesh size over the interface. The min-max problem has

been analysed in one dimension 6. Asymptotical Robin parameters are derived in the case
p1,2 = p2,1 and ν1 6= ν2, and in the case p1,2 6= p2,1 and ν1 = ν2. The most interesting case
p1,2 6= p2,1 and ν1 6= ν2 as well as the second order case are currently under investigation.

In the �eld of nuclear waste computations, domains of meter scale are embeded in
domains of kilometer scale. The previous optimization of the convergence factor does not
take into account the high variability of the domains lengths. We propose a new approach
that takes into account this variability.
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2.2 Transmission conditions : three domains analysis

We split the domain Ω = R2 into three subdomains Ω1 = (−∞, 0)×R, Ω2 = (0, L)×R
and Ω3 = (L,∞)×R with L > 0. Following the same steps as in section 2.1, the solutions
of (7) are

êk
1(x, η, ω) = αk

1(η, ω)er+(a1,ν1,ϕ1,η,ω)x, êk
3(x, η, ω) = αk

3(η, ω)er−(a3,ν3,ϕ3,η,ω)x,

êk
2(x, η, ω) = αk

2(η, ω)er+(a2,ν2,ϕ2,η,ω)x + βk
2 (η, ω)er−(a2,ν2,ϕ2,η,ω)x

(15)

We set ξk = (αk
1, α

k
2, β

k
2 , α

k
3)

t, and r±i = r±(ai, νi, ϕi, η, ω). We de�ne

D =
a2 − ν2r

+
2 + σ2,1

a2 − ν2r
−
2 + σ2,1

· a2 − ν2r
−
2 − σ2,3

a2 − ν2r
+
2 − σ2,3

e(r
−
2 −r+

2 )L − 1. (16)

Remark 2.1 We consider the case ai = bi = 0. We replace in (16) σi,j by its approximation

σappi,j de�ned in (19)-(20) with pi,j > 0 and qi,j = 0 (i.e. we consider the Robin approximations).

Then D reduces to

D =
−
√
d2 + p2,1√
d2 + p2,1

· −
√
d2 + p2,3√
d2 + p2,3

e
−
√

d2
ν2

L − 1, with d2 = 4ν2(iϕ2ω + ν2η
2 + c2).

In that case we have |D + 1| < 1 and thus D 6= 0. For the general case we suppose that D 6= 0.

We insert (15) into the transmission conditions (6b), and obtain for k ≥ 2,

ξk = Mξk−1

where the matrix M is de�ned by

M =


0 m1,2 m1,3 0

m2,1 0 0 m2,4

m3,1 0 0 m3,4

0 m4,2 m4,3 0

 ,

with

m1,2 =
a2 − ν2r

+
2 − σ1,2

a1 − ν1r
+
1 − σ1,2

, m1,3 =
a2 − ν2r

−
2 − σ1,2

a1 − ν1r
+
1 − σ1,2

m2,1 =
a1 − ν1r

+
1 + σ2,1

a2 − ν2r
−
2 + σ2,1

· a2 − ν2r
−
2 − σ2,3

a2 − ν2r
+
2 − σ2,3

· e
(r−2 −r+

2 )L

D
, m2,4 = −a3 − ν3r

−
3 − σ2,3

a2 − ν2r
+
2 − σ2,3

· e
(r−3 −r+

2 )L

D

m3,1 = − 1
D
· a1 − ν1r

+
1 − σ2,1

a2 − ν2r
−
2 − σ2,1

, m3,4 =
a2 − ν2r

+
2 + σ2,1

a2 − ν2r
−
2 + σ2,1

· a3 − ν3r
−
3 − σ2,3

a2 − ν2r
+
2 − σ2,3

· e
(r−3 −r+

2 )L

D

m4,2 =
a2 − ν2r

+
2 + σ3,2

a3 − ν3r
−
3 + σ3,2

e(r
+
2 −r−3 )L, m4,3 =

a2 − ν2r
−
2 + σ3,2

a3 − ν3r
−
3 + σ3,2

e(r
−
2 −r−3 )L

(17)
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Hence, the choice for the symbols σi,j

σ1,2 = a2 − ν2r
−
2 , σ2,1 = −a1 + ν1r

+
1 , σ2,3 = a3 − ν3r

−
3 , σ3,2 = −a2 + ν2r

+
2 , (18)

leads to αk
2 = 0 for k ≥ 1, αk

1 = αk
3 = 0 for k ≥ 2, and βk

2 = 0 for k ≥ 3, and thus leads to
convergence in three iterations, independently of the initial guess. This result is optimal since the
solution in one subdomain depends on the right-hand side function f on the other subdomains,
and thus at least two transmissions over the interface are necessary for convergence. As in section
2.1, we approximate the optimal choice σi,j in (18) by polynomials in (η, ω) :

σapp1,2 =
p1,2 + a2

2
+
q1,2

2
(iω + b2iη + ν2η

2), σapp2,1 =
p2,1 − a1

2
+
q2,1

2
(iω + b1iη + ν1η

2), (19)

σapp2,3 =
p2,3 + a3

2
+
q2,3

2
(iω + b3iη + ν3η

2), σapp3,2 =
p3,2 − a2

2
+
q3,2

2
(iω + b2iη + ν2η

2). (20)

In order to simplify the min-max problems, we choose p1,2 = p3,2 = p1, q1,2 = q3,2 = q1,
p2,1 = p2,3 = p2, and q2,1 = q2,3 = q2. Then, the parameters pi and qi, i = 1, 2, are chosen
in order to minimize the convergence factor, i.e. we solve for Robin transmission conditions
(p1 = p2 = p) the min-max problem

min
p

(
max

|η|≤ηmax, |ω|≤ωmax
ρ(η, ω, p, a1, a2, a3, b1, b2, b3, ϕ1, ϕ2, ϕ3, ν1, ν2, ν3, L)

)
, (21)

for Robin 2-sided transmission conditions, the problem

min
p1, p2

(
max

|η|≤ηmax, |ω|≤ωmax
ρ(η, ω, p1, p2, a1, a2, a3, b1, b2, b3, ϕ1, ϕ2, ϕ3, ν1, ν2, ν3, L)

)
, (22)

and for second order transmission condition, the problem

min
p1, q1, p2, q2

(
max

|η|≤ηmax, |ω|≤ωmax
ρ(η, ω, p1, q1, p2, q2, a1, a2, a3, b1, b2, b3, ϕ1, ϕ2, ϕ3, ν1, ν2, ν3, L)

)
,

(23)
where ρ is the spectral radius of the matrix M , in which we have replaced σi,j by σappi,j . The
parameters ηmax and ωmax are de�ned as is section 2.1.

2.3 Time discretization with di�erent time steps in the subdomains

In order to reduce the number of iterations of the algorithm and to perform long time compu-
tations, we decompose the global time interval into windows (0, T ) = ∪N

`=0(T`, T`+1). Then we
use, in each time window, the DG-OSWR method 10 based on a discontinuous Galerkin method
in time. Let Ti be the time partition of (T`, T`+1) in subdomain Ωi, with Ni +1 intervals Ii

n, and
time step ki

n. We de�ne interpolation operators Ii and projection operators P i in each subdo-
main as in 10. Let r ≥ 1 be an integer, that we take small in order to make very few iterations
in each time window. Let Ui,` be a discrete approximation of ui in Ωi in the window (T`, T`+1)
at step k of the method. Ui,` is a polynomial of degree at most d on each subinterval Ii

n. Then,
the next time window's solution Ui,`+1 in Ωi is obtained after r DG-OSWR iterations :

7
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for k = 0, ..., r − 1 :

ϕi∂t(IiUk
i,`) +∇ · (bbbUk

i,` − νi∇Uk
i,`) + ci U

k
i,` = P if in Ωi × (T`, T`+1),(

νi
∂

∂nnni
− bbbi ·nnni

2
)
Uk

i,` + Si,jU
k
i,` =

P i
(
(νj

∂

∂nnni
− bbbj ·nnni

2
)Uk−1

j + S̃i,jU
k−1
j

)
on Γi,j × (T`, T`+1),

Uk
i,`(·, T`) = Ui,`−1(·, T`) in Ωi,

(24)

where Si,j U is de�ned by Si,j U = pi,j U + qi,j (ϕj∂t(IiU) +∇Γi,j · (ΠΓi,jbbbjU − νj∇Γi,jU)), and
S̃i,j U = pi,j U + qi,j (ϕj∂t(IjU) +∇Γi,j · (ΠΓi,jbbbjU − νj∇Γi,jU)).

The coe�cients pi,j and qi,j are de�ned through the previous optimization procedure, and
such that the subdomain problems be well-posed. They are taken constant along the interface,
as the mean value of the parameters obtained by a numerical optimization of the convergence
factor. The semi-discrete in time analysis was performed for a consant porosity 9. We have
implemented the algorithm with P1 �nite elements in space in each subdomain.

3 NUMERICAL RESULTS

We have implemented the algorithm de�ned in section 2.3 with d = 1. We consider an example
in two dimensions with a repository inside a host rock (clay) inspired from nuclear waste disposal
simulations 3.
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Figure 1: Computational domain, with a zoom from the left to the right. The repository is inside the
magenta square

3.1 The test case

The computational domain (in meters) is Ω = (0, 10)× (0, 100), and is decomposed into two
subdomains: Ω1 = (4.5, 5.5)×(49.5, 50.5) for the repository, and Ω2 = Ω\Ω1 for the host rock, as
shown on Figure 1. The �nal time is T = 1011 s (i.e. approximately 104 years). The initial value
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is u0 = 0 in the host rock and u0 = 1 in the repository, and the right-handside is f = 0. The
reaction c is zero, the di�usion and porosity are ν1 = 10−11m2/s, ϕ1 = 1 in the repository and
ν2 = 6.10−13m2/s, ϕ2 = 0.06 in the host rock. The advection �eld is a Darcy �ow, computed
with a �nite volume method (see Figure 2):

div(bbb) = 0
bbb = −K∇h

with K = k Id, where Id is the identity matrix, and k = 10−8 in the repository and k = 10−13

in the clay. For the Darcy �ow, we take homogeneous Neumann boundary conditions at x = 0
and x = 10 and Dirichlet conditions with h = 100 at y = 0 and h = 0 at y = 100. For the
convection-di�usion equation, we choose homogeneous Neumann boundary conditions at x = 0
and x = 10 and homogeneous Dirichlet conditions at y = 0 and y = 100.

4.2 4.4 4.6 4.8 5 5.2 5.4 5.6 5.8

49

49.5

50

50.5

51
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Figure 2: Darcy �ow
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Figure 3: Comparison between variational and nonconforming DG-OSWR solutions at �nal time t = 1.
Left top: approximate solution (clay), Left bottom: approximate solution (repository), Right top: error
with the variational solution (clay), Right bottom: error with the variational solution (repository)
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3.2 An example of DG-OSWR solution with time windows

We �rst give an example of a multidomain solution with 10 time windows. On Figure 3,
we compare the approximate solution computed using 4 iterations to the variational solution
computed in one time window on a conforming �ner space-time grid with time step k = 1/500.
We observe at �nal time T = 1 that the approximate solution is close to the variational solution,
as we can see on the errors on the right �gures (top for the clay, and bottom for the repository).

3.3 Convergence analysis versus the parameters pi,j and qi,j
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Figure 4: Error after 20 iterations for various values of the parameters p, with a zoom from the left to the
right. Left: the lower left star marks the parameter derived from a numerical minimization of the three
domains convergence rate, whereas the upper right cross shows the parameter, as found by numerically
minimizing the two half-spaces convergence rate. Right: Zoom into left �gure near the optimal value.

We �rst consider the one dimensional problem

ϕ∂tu+
d

dx
(au− ν

du

dx
) + cu = f, in Ω× (0, T ), (25)

with Ω = (0, 1) and T = 4/100. The domain Ω is decomposed into three subdomains: Ω1 =
(0, 0.4965), Ω2 = (0.4965, 0.5035) and Ω3 = (0.5035, 1). The domain Ω2 represents the repository,
and Ω1 and Ω3 the host rock. The initial value is u0 = 0 in the host rock and u0 = 1 in the
repository, and the right-hand side is f = 0. The reaction c is zero, the di�usion and porosity
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are ν2 = 1, ϕ1 = 1 for the repository and ν1 = ν3 = 0.06, ϕ1 = ϕ3 = 0.06 for the host rock.
The advection �eld a is constant equal to 1 in each subdomain. The time steps are k2 = T/500
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Robin 2−sided, 3 domains optimization

Figure 5: Level curves of the error after 20 iterations, the star marks the parameter derived from a
numerical minimization of the three domains convergence rate

in the repository and k1 = k3 = T/100 in Ω1 and Ω3. The mesh size is h2 = 0.007/20 in the
repository and h1 = h3 = 0.4965/200 in the host rock.

In the one dimensional case, the Order 2 conditions reduce to Order 1 conditions :

Si,jψ = pi,jψ + qi,j∂tψ.

We consider �rst the Robin case. We solve numerically problems (12) for the 2 half-spaces
optimization, and (21) for the 3 domains optimization. We show on Figure 4 the norm of
the error in L∞(0, T, L2(Ωi)) after 20 iterations when running the algorithm on the discretized
problem, for various values of the parameter p, with random initial guess on the interfaces. We
observe that the value found by minimizing the three-domains convergence rate (21) is close to
the optimal value, compared to the parameter corresponding to the value found by minimizing
the two half-spaces convergence rate (12).
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On Figure 5 we consider the Robin 2-sided case. We show the level curves of the error after
20 iterations, when running the algorithm on the discretized problem, for various values of the
parameters p1,2 and p2,1 for problem (13), and p1 and p2 for problem (22). We observe that
the value found by minimizing the three-domains convergence rate (22) is close to the optimal
value. The value found by minimizing the two half-spaces convergence rate (13) is around
p1,2 = 1.7389, p2,1 = 70.284, and the converge is very poor in that case, as we can see on Figure
6.
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Figure 6: Error curves versus the iterations for various values of the parameters.

On Figure 6 we show the error curves versus the iterations, for the di�erent values of the
parameters, when starting with a null initial guess, and initial value u0 = 0 in the host rock and
u0 = 1 in the repository. As the time grids are nonconforming in time, a reference solution is
computed such that the residual is smaller than 10−12. We observe that the error between the
multidomain and the reference solutions decreases much faster with the Order 1 transmissions
conditions obtained from a numerical optimization of the three domains convergence factor.
We also observe that the Robin paramater, as the Robin 2-sided parameters, obtained from a
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numerical optimization of the three domains convergence factor, lead to similar error curves. For
both cases the errors decrease faster than with the Order 1 transmissions conditions obtained
from a numerical optimization of the two half-spaces convergence factor.

We now consider the bidimensional test case of Section 3.1 with parameters computed nu-
merically (with fminsearch) from the minimization problem (23), with p1 = p2 = p, q1 = q2 = q
as a �rst step. On Figure 7 (left) we show the level curves of the error after 20 iterations, when
running the algorithm on the discretized problem, for various values of the parameters p and q.
The star represents the value found by minimizing the three-domains convergence rate (23) and
is close to the optimal value. On the right �gure of Figure 7 we show the error curves versus
the iterations, for the di�erent values of the parameters, when starting with a null initial guess,
and initial value u0 = 0 in the host rock and u0 = 1 in the repository. A reference solution is
computed such that the residual is smaller than 10−12. We observe that the error between the
multidomain and the reference solutions decreases much faster with the Order 2 transmissions
conditions obtained from a numerical optimization of the three domains convergence factor, than
with the transmissions conditions obtained from a numerical optimization of the two half-spaces
convergence factor.
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Figure 7: Left: level curves of the error after 20 iterations, the star marks the parameter derived from a
numerical minimization of the three domains convergence rate. Right: error curves versus the iterations.

3.4 Convergence analysis versus the time step

We analyze now the precision in time in one time window. The DG-OSWR converged solution
is such that the residual is smaller than 10−12. We compute a variational reference solution on
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a time grid with 8192 time steps. The nonconforming solutions are interpolated on the previous
grid to compute the error. We start with a time grid with 128 time steps for the repository
and 28 time steps for the host rock. Thereafter the time steps are divided by 2 several times.
The left �gure of Figure 8 shows the relative error in norm L2(I;L2(Ωi)) versus the number
of re�nements, for both subdomains. We have represented also the relative error between the
reference solution and a monodomain variational solution. For the �ne grid solution we start
with 128 time steps, and for the coarse grid solution we start with 28 time steps, and we divide
the time steps by 2 several times. We observe that the error obtained in the nonconforming
case, in the subdomain where the grid is �ner, is nearly the same as the error obtained in the
monodomain �ner case. On the right �gure of Figure 8 we show the relative error in L2(Ωi) at
�nal time t = T versus the time steps, for both subdomains and in the monodomain case. We
observe the order 3 in time for the nonconforming case as for the monodomain case15.
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Figure 8: Relative error between variational and DG-OSWR solutions versus the re�nement in time. On
the left, the norms of the error in L2(I;L2(Ωi)), on the right the L2 error at �nal time

4 CONCLUSIONS

We have extended the DG-OSWR method to porous media problems, and we proposed opti-
mized transmission conditions that take into account the high variability of length of the domains.
We have shown numerically that taking into account this variability is of importance and can
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improve drastically the convergence of the algorithm. The method preserves the order of the
monodomain scheme in the case of discontinuous variable coe�cients, di�erent time steps in
the subdomains and domains of highly di�ering lengths. An analysis of the in�uence of the
decomposition in time windows and of the computation costs is in progress.
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