Group testing as a strategy for the epidemiologic monitoring of COVID-19
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We propose applications of sample pooling for RT-qPCR diagnostic to the epidemiologic study of COVID-19. Taking into account the false negatives created by the dilution of individual samples, our arguments indicate that group testing allows for precise estimates of the prevalence of the disease in the population and early detection of epidemic outbreak in connected communities while saving tests for further massive testing of the population.

Regularly monitoring the prevalence of the contamination, i.e. the proportion of contagious individuals within the general population at a given time, is a key element to prevent the onset of an epidemic wave, to estimate the effect of social distancing policies and to anticipate a potential increase in the demand for intensive care units hospitalization [1].

Contagious individuals are generally assumed to bear a viral load in their respiratory tract [2]. Such viral load can be detected within swab samples using a technique called reverse transcription quantitative polymerase chain reaction (RT-qPCR) [3]. With tests performed in priority on symptomatic patients, the measured prevalence among the tested population is larger than the global prevalence, i.e. defined among the whole population. In principle, a modelling approach could provide estimates for the global prevalence in contagious viral carriers based on the statistics in the number of symptomatic individuals; however, such modeling is particularly challenging in the context of the COVID19 epidemics, given (a) the current large uncertainty regarding the proportion of asymptomatic carriers (estimated to be in 20–50% range [4–7]) and (b) the delay between the onset of contagiousness and first symptoms, which varies from 1 to 5 days [8, 9].

Testing large portions of the population, including asymptomatic individuals, would allow for a direct measure of the global prevalence. Unfortunately, the reactants of RT-qPCR diagnostic tests are a tight resource and test production would not meet the demand of such large-scale population diagnostic [10].

In such context of a global shortage in diagnostic tests, group testing has received a regain in interest. The principle of group testing consists in combining samples from multiple individuals into a single pool that is then tested using a single test-kit. The pool sample is to be positive if and only if at least one individual in the group is contaminated. The idea of group testing is not new, with a long history that dates back to 1943 [11] in the context of syphilis detection (see [12] for a review). Optimal diagnostic strategies include smart-pooling, whereby pools are organised according to lines and columns on a grid—or hypercube—with overlaps enabling the identification of positive individuals [13–15].

Several teams across the world have achieved group testing protocols on SARS-COV2 infected individuals using RT-qPCR tests. As early as February 2020, pools of 10 have been used over 2740 patients to detect 2 positive patients over the San Francisco Bay in California [16]. A recent publication from Germany has shown that positive patients with relatively mild viral load can still be detected within pools of 30 [17]. Further works suggest that RT-qPCR viral detection can be achieved in pools ranging from 5 to 64 [18–20].

In parallel, the theoretical literature on group testing for SARS-COV-2 diagnostic is growing at a fast pace [10, 21, 22]. Most of the emphasis has been put on the binary (positive or negative) outcome of tests, with little or no regard on the viral load measure [3]. Moreover, if the possibility of false negatives is sometimes considered, it is rarely taken into account that the false negative rate increases with the dilution of samples appearing in group testing [15].

In this communication, we do not address any diagnostic problems, such as the question of determining optimal strategies to provide individual positive diagnostic to a large population using a minimal number of tests. Rather, we propose to evaluate pooling strategies for epidemiology purposes. In particular, we focus on the measure of the prevalence; we include a realistic model of RT-qPCR diagnostic tests in which we take into account the increased proportion of false negatives with larger pool sizes [25].

The rest of the article is divided into 4 parts. First, we present a simple protocol for the measurement of the prevalence in a population using group tests under the assumption of perfect tests, i.e. not subject to false negatives and dilution; the simplicity of this model allows us to present the main ideas behind our computations. Second, we provide a short description of the RT-qPCR test and propose a statistical model for its study. Then, we fit the parameters of this model by proposing a procedure to analyse the viral charge in patients as measured by RT-qPCR tests; our analysis is currently based on a simulated dataset that has similar statistical features as...
I. MEASURING PREVALENCE WITH PERFECT TESTS

As discussed above, we investigate in this section the measurement of the prevalence of the disease in a population using a group testing strategy, under the assumption of perfect tests, i.e., with no risks of false negative.

We assume that we dispose of $n$ tests and pools containing samples from $N$ individuals. We denote by $p$ the (unknown) proportion of contaminated individuals in the population. Write $(X_i^{(N)}, i \leq n)$ the results of these tests, with $X_i^{(N)} = 1$ if the $i$th test is positive, 0 otherwise. Then, these are independent and identically distributed (i.i.d.) Bernoulli random variables with parameter $1 - (1-p)^N$.

**Lemma I.1.** Writing $\overline{X}_n^{(N)} = \frac{1}{n} \sum_{j=1}^{N} X_j^{(N)}$, the quantity $1 - (1 - \overline{X}_n^{(N)})^{1/N}$ is a strongly consistent and asymptotically normal estimator of $p$. A confidence interval of asymptotic level $1-\alpha$ is

$$\text{CI}_{1-\alpha}(p) = \left[ 1 - (1 - \overline{X}_n^{(N)})^{1/N} \pm q_{\alpha}(1 - (1 - \overline{X}_n^{(N)})^{1/N-1}) \sqrt{\frac{\overline{X}_n^{(N)}}{(1 - \overline{X}_n^{(N)})^2}} \right],$$

where $q_{\alpha}$ is the quantile of order $1-\alpha/2$ of the standard Gaussian random variable.

**Proof.** Note that $(X_j^{(N)}, j \leq n)$ is a standard Bernoulli model, hence $\overline{X}_n^{(N)}$ is a consistent and asymptotically normal estimator of $f(p) = 1 - (1-p)^N$. Hence, using that $f^{-1}$ is $C^1$ and Slutsky’s lemma, we deduce all the above properties of the estimator $f^{-1}(\overline{X}_n^{(N)})$ of $p$. \qed

**Remark I.2.** In particular, observe that for any $N \in \mathbb{N}$, the width of the confidence interval has for almost sure equivalent

$$\frac{2q_{\alpha}}{\sqrt{n}} \left( \frac{1 - p}{N} \right) \sqrt{\frac{1 - (1 - p)^N}{(1-p)^N}},$$

We plot in Fig. 1, for some small values of $p$, the total number of tests $n$ needed so that the above quantity goes below a fixed value, as a function of $N$. We also plot $nN$ the total number of tests needed in these settings.

A classical calculation shows that Eq. (2) is minimal for an optimal value of the individuals in the pool:

$$N_{\text{opt}} = -\frac{c_*}{\log(1-p)} \iff (1-p)^{N_{\text{opt}}} \approx 0.20,$$  \tag{3}

where $c_* = 2 + W(-2e^{-2}) \approx 1.59$ and $W$ is the Lambert $W$ function [10]. For $N = N_{\text{opt}}$, obtaining the target width takes significantly less testing that assuming single testing of individuals at random, but the total number of individuals needed to be tested is rather high, and if testing has a cost, so is sampling individuals. On the other hands, the well of the function graphed in Fig. 1 is rather wide, so a wide number of quasi-optimal choices for $N$ can be taken with similar precision.

II. STATISTICAL MODELLING OF THE PCR

The RT-qPCR technique has been extensively used to estimate the concentration in viral material in samples [24]. We briefly sketch the main steps of a RT-qPCR diagnostic protocol in Box 1. The PCR typically returns a $C_\text{t}$ value, which corresponds to $-\log_2$ of the initial number of DNA copies in the sample, up to an additive constant and measure error. It is measured as an estimated number of cycles needed for the intensity to reach a value that is larger than a target value (see Fig. 2).

PCR tests are prone to non-specific DNA amplification sequence [24, 25], which can make negative samples (whereby viral contamination is absent) showing up positive after a certain number of cycles; such false positive typically occur after a critical number of cycles which we denoted $d_{\text{tens}}$ (detection threshold), with is usually in the 37 to 40 range. We refer to these false positive outcomes within negative samples (whereby the virus should
be totally absent) as artefacts [25] that we model as if triggered by a vanishingly small artificial viral concentration, denoted $\epsilon_1$.

We propose to model for the number of cycle threshold value $C_t$ as random variable, denoted $Y$, that depends on the sample viral load, denoted $c$, as

$$Y = -\log_2 (c + \epsilon_1) + \epsilon_2,$$  \hspace{1cm} (4)

where $\epsilon_1$ is the law of the artefact, modelled as a log-normal distribution with parameters $(\nu, \tau^2)$; $\epsilon_2$ is an intrinsic measurement error on the threshold value $C_t$ measurement, modelled as a centred Gaussian random variable with variance $\rho^2$. In the idealized case of no artefact $\epsilon_1 = 0$, the PCR threshold intensity of a negative patient ($c = 0$) is never reached ($Y \to \infty$).

Tests are considered to reliably positive when the number of amplification cycles is below $d_{\text{cens}}$, i.e. To avoid false positive artefact limit ($\epsilon_1 \to 0$), the PCR threshold intensity of a negative patient ($c = 0$) is never reached ($Y \to \infty$). Tests are considered to reliably positive when the number of amplification cycles is below $d_{\text{cens}}$, i.e.

$$Y(c) \approx \max(-\log_2(c), d_{\text{cens}}) + \epsilon_2,$$  \hspace{1cm} (5)

which obeys the law of a Gaussian random variable with variance $\rho^2$ and mean $-\log_2(c)$, censored at $d_{\text{cens}}$.

We now consider what happens when constructing a pooled sample of $N$ individuals. For each $i \leq N$, we write $z_i = 1$ if $i$ is contaminated, $z_i = 0$ otherwise, and $C_i$ for the concentration in viral RNA of each sample. A combined sample is created from an homogeneous mixing of the individual samples, the viral concentration then becomes $\frac{1}{N} \sum z_i C_i$ (at least under the assumption of a reasonably high number of viral copies per sample). The result of the RT-qPCR measure of a grouped test with $N$ individual then reads

$$Y^{(N)} = \max \left( \log_2 N - \log_2 \left( \sum_{j=1}^{N} z_j C_j \right), d_{\text{cens}} \right) + \epsilon_2.$$  \hspace{1cm} (6)

where $(z_i, i \leq N)$ are i.i.d. Bernoulli random variables whose parameter is the prevalence of the disease in that population; $(C_i, i \leq N)$ are i.i.d. random variables corresponding to the law of the viral concentration within samples taken from random individuals among the overall population.

In order to determine the statistics of the group test cycle $Y^{(N)}$, we need a model for the statistics of $C$, the viral distribution of individuals in the overall population; this is the objective of the next section.

### III. STATISTICAL ANALYSIS OF THE VIRAL LOAD MEASURED IN POSITIVE SAMPLES

In this section, we estimate the distribution of the viral load in patients of SARS-COV-2, using the histogram presented in Fig. 1 in [23] built upon a large sample of 3712 positive patients. As the precise distribution of data points is unknown within each class of the histogram, we assumed that points were distributed uniformly within them.

In the SI Appendix B1, we propose an estimation by mixing models which is biased from the censorship already explained above. We now suggest several ways to estimate the density of the $C$ value measured by RT-qPCR among infected individuals.

#### A. Censored model and partially censored model

In this section, we present the model in the case of a single component censored to the left of a threshold $d_{\text{cens}}$. The experience is as follows:

1. We simulate $X$ following a Gaussian law $\mathcal{N}(\mu, \sigma)$.
2. If $X < d_{\text{cens}}$, we return $X$; otherwise, we simulate $Z$ following a Bernoulli law $\mathcal{B}(p)$ with $p \in [0; 1]$ and if $YZ = 1$, we return $X$ else we repeat the step 1.

We call this model a partially censored Gaussian model denoted $\mathcal{CN}_{d_{\text{cens}}}(\mu, \sigma, p)$. If we denote by $f_{\mu,\sigma}$ (resp. $F_{\mu,\sigma}$) the density (resp. the cumulative distribution function) of a Gaussian law $\mathcal{N}(\mu, \sigma)$ then the density of $X$ is defined for every $x \in \mathbb{R}$ by:

$$f_X(x) = \frac{f_{\mu,\sigma}(x)}{p + (1 - p)F_{\mu,\sigma}(d_{\text{cens}})} \cdot \begin{cases} 1 & \text{if } x < d_{\text{cens}}, \\ p & \text{else}. \end{cases}$$  \hspace{1cm} (7)
In this model, we assume that all values after the threshold $d_{\text{cens}}$ have the same probability $p$ to appear; this can be in contradiction with the origin of the censorship exposed previously. We could imagine another law which would allow values close to $d_{\text{cens}}$ to appear more often than those which are far away but the question would then be the choice of this law.

Another solution, which we will study here, is to forget the values after the threshold and to suppose that we have a completely censored law (ie $p = 0$) which we will denote $CN_{\text{cens}}(\mu, \sigma) = CN_{\text{cens}}(\mu, \sigma, 0)$ with the density defined for every $x \in \mathbb{R}$ by:

$$f_X(x) = \frac{f_{\mu,\sigma}(x)}{F_{\mu,\sigma}(d_{\text{cens}})} \mathbb{1}_{\{x \leq d_{\text{cens}}\}}$$

(8)

where $\mathbb{1}_{\{x \leq d_{\text{cens}}\}}$ is the indicator function equal to 1 if $x \leq d_{\text{cens}}$, and 0 otherwise.

Due to the presence of the cumulative distribution function of a Gaussian law in the denominator in the normalization constant, it is not possible to obtain analytical forms of the parameter estimators. Nevertheless, the log likelihood is regular and we can estimate the parameters using an optimization algorithm like the R function nlm which implements a Newton-type algorithm.

To study the quality of the estimations, we simulated $10^4$ sample of size $n \in \{10^2, 10^3, 10^4, 10^5\}$ following the model $CN(d_{\text{cens}}(0, 1, p)$ with $d_{\text{cens}} \in \{-2, -1, 0, 1, 2, 3\}$ and $p \in \{0, 0.1, 0.5, 0.9\}$. We provide boxplots estimations of the parameters in Fig. S4 and a zoom on significant part in Fig. S5.

The first observation is that the estimates are generally close to the estimated value but we can sometimes have very large deviations. We find that the more $n$ increases, the better the estimate. The threshold seems to have a weak influence on the estimation of the partially censored model but, for the fully censored model, we see that the more $d_{\text{cens}}$ increases and the more the quality of the estimates increases; especially when $d_{\text{cens}} = -2$ which represents approximately the 2.5% quantile. Given the large deviations that we sometimes have, it would be interesting to study if these deviations correspond to a real theoretical problem or if these hint at a need for a better optimization algorithm.

### B. Censored mixture model

Finally, we apply the previous censored models to the data simulated based on the values for the viral load distribution found in [23] with a mixture model and with a threshold $d_{\text{cens}} \approx 35.6$ (so the last two bars are supposed to be censored.). We assume that the threshold is the same for each component. In Fig. 2(c), we represent the histogram with the density for the mixture.

We observe that densities are very close and the last component has a larger variance than that estimated by the mixture model of the section B1. To a lesser extent, the second component also extends a little further to the left of the threshold. Finally, the density of the

---

**Figure 2:** (a) Sketch of a RT-qPCR fluorescence intensity signal for (solid red line) a positive patient without pooling (dashed red curve) a single positive patient in a pool of 64 patients (which is expected close to that obtained by translating $x \rightarrow x+6$ from that of a single patient) (dotted magenta curve) for a negative patient (identified as a false positive)(b) Distribution of threshold values for (solid blue line) a standard PCR, without pooling, modelled as a Gaussian mixture (see Sec. III), and (dashed red curve) within a grouped RT-qPCR tests; part of the distribution is censored beyond the limit of detection (c) Representation of the density for the censored cycles (magenta vertical line) beyond which false positive can appear. (c) Representation of the density for the censored model (fill lines) and partially censored model (dashed) with three components: the orange/green/red lines represent the density of each component and the blue line the density of the mixture. The purple vertical line corresponds to the location of the threshold $d_{\text{cens}} \approx 35.6$; only the partially censored distribution uses the information in the bars to the right of this line.

Remark III.1. In the absence of censorship (i.e. in the limits $p \rightarrow 1$ or $d_{\text{cens}} \rightarrow +\infty$), we check that Eq. (7) converges to a Gaussian density distribution.
mixing model seems to better estimate the peaks of the histograms (the table III give the estimated parameters). For the partial censored model, the Bernoulli parameter is close to 0.2 for each component; it seems that there is a loss of 80%.

To compare the importance of the threshold, we display in Fig. S6 the censored mixture estimation with \( d_{\text{cens}} \approx 33.2 \) and \( d_{\text{cens}} \approx 34.4 \). For the partial censored model, the procedure did not converge; the proportions of the bars therefore seem different and we should think about another law. So we only present for the totally censored model. We observe that the first and second components are globally unchanged. The means and standard deviations of the last component are almost the same for \( d_{\text{cens}} \approx 34.4 \) and \( d_{\text{cens}} \approx 35.6 \) (see table IV); only the proportions naturally decrease with the threshold. On the other hand, the mean moves slightly to the left for \( d_{\text{cens}} \approx 33.2 \); this is due to the fact that we lose the information of the largest bars of this component. It might also be caused by our ignorance of the exact distribution of \( C_t \) values within classes of the histogram (we assume that it is an uniform distribution).

Remark III.2. The fact that the viral load is widely distributed further justifies the assumption leading to Eq. (5).

The current analysis is consistent with a qualitative analysis of two other datasets [19, 26], whereby we typically find that the law of \( C \) can be modelled as a log-normal distribution with a standard deviation \( \sigma \) in the 5 to 6 range.

IV. GROUP TESTING: APPLICATION TO EPIDEMIOLOGICAL PROBLEMS

We now show how the previous analysis of the tests used to detect COVID-19 can be used to precise the epidemiological monitoring of the disease in the general population.

A. Pooled sample viral concentration cannot be used to infer the precise number of infected individual

Here we show that the measured value of the pooled sample viral concentration cannot be used to estimate the number of infected individual within the pool. In the previous section, we found that the PCR test will typically only return the concentration of the largest sample, with a drift of \( \log_2(N) \) (cf. Figure 2), using the approximation \( -\log_2\left(\frac{1}{N} \sum a_j\right) \approx -\log_2(\max a_j) - \log_2(N) \). As a result, the measure from that test does not allow to detect the number of contaminated individuals in a sample, which would have been possible otherwise in the context of a more narrower distribution (e.g. for Gaussian distribution) in the viral charge [35].

B. Group testing and the measure of viral prevalence

Here, in contrast to Sec. I, we no longer consider that the PCR test used to detect viral charge is perfect. Instead we use the censored group model defined in Eq. (6). With this model, it appears that increasing the value of \( N \) the size of the pool not only has the effect to increase the probability that one member of the group is contaminated, but also to decrease the smallest concentration that can be detected within samples from an infectious individual.

In these settings, we assume the prevalence in the population to be small, so that with high probability, a small number of contaminated individuals can appear in a group. Additionally, using the fact that the viral concentration is distributed on several orders of magnitudes and that the sample will return positive only if the average concentration is larger than \( d_{\text{cens}} \), a group of \( N \) individuals will be detected as contaminated (up to a small error) if and only if at least one individual in the group has a viral charge larger than \( N^2 \cdot d_{\text{cens}} \).

As we have an epidemiologic aim in mind, the apparition of additional false negatives should not be treated as disqualifying. However, this means that increasing the value of \( N \) the size of the group has the effect of decreasing the value of \( p \Phi\left(\frac{d_{\text{cens}}}{N}\right) \), with \( d_{\text{cens}} = \log_2(N) \) and \( \Phi \) the cumulative distribution function of \( \log_2(C) \) (we neglect here for simplicity the measurement error of the PCR, but the formula would work exactly the same with this additional element). Note that \( p \Phi\left(\frac{d_{\text{cens}}}{N}\right) \) is in fact the quantity measured by the estimator described in

<table>
<thead>
<tr>
<th>Pool size N</th>
<th>Number of tests n</th>
<th>Sample size ( nN )</th>
<th>Number of tests n</th>
<th>Sample size ( nN )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>29100</td>
<td>29100</td>
<td>29464</td>
<td>29464</td>
</tr>
<tr>
<td>2</td>
<td>14775</td>
<td>29550</td>
<td>15069</td>
<td>30138</td>
</tr>
<tr>
<td>3</td>
<td>10003</td>
<td>30000</td>
<td>10261</td>
<td>30783</td>
</tr>
<tr>
<td>5</td>
<td>6191</td>
<td>30955</td>
<td>6411</td>
<td>32055</td>
</tr>
<tr>
<td>10</td>
<td>3350</td>
<td>33500</td>
<td>3530</td>
<td>35300</td>
</tr>
<tr>
<td>20</td>
<td>1973</td>
<td>39460</td>
<td>2130</td>
<td>42600</td>
</tr>
<tr>
<td>30</td>
<td>1349</td>
<td>46830</td>
<td>1716</td>
<td>51480</td>
</tr>
<tr>
<td>100</td>
<td>1884</td>
<td>188400</td>
<td>2235</td>
<td>223500</td>
</tr>
<tr>
<td>200</td>
<td>10378</td>
<td>2075600</td>
<td>13105</td>
<td>2621000</td>
</tr>
</tbody>
</table>
We propose the following procedure for the measure of prevalence via group testing:

1. Start from an a priori estimate for the prevalence, denoted $p_0$.
2. Based on the value of $p_0$, estimate the number $N$ of individuals in the pool that minimizes the total number of tests needed to achieve the estimation of the prevalence $p$ at the targeted precision and confidence interval.
3. Construct a number of $n$ pools containing each $N$ individuals selected at random in the general population.
4. Count the number of positive tests and compute the average $\overline{X}_n^{(N)}$.
5. An improved estimate of the prevalence then reads: $\hat{p}_1 = 1 - (1 - \overline{X}_n^{(N)})^{1/N}$.

Note that this method can easily be adapted into a Bayesian algorithm, with the number $N$ of individuals tested modified at each iteration of the procedure.

Sec. I with the current model. As a result, the estimator of $p$, and its confidence interval, has to be modified into

$$
CI_{1-\alpha}(p) = \left[ 1 - (1 - \overline{X}_n^{(N)})^{1/N} \Phi(zN) \right. \\
\left. \pm q_{\alpha} \sqrt{\frac{(1 - \overline{X}_n^{(N)})^{1/N - 1} \sqrt{\overline{X}_n^{(N)} (1 - \overline{X}_n^{(N)})}}{N \Phi(zN)}} \right].
$$

(9)

We assume here that $C$ is distributed according to the distribution Eq. (8) obtained in the previous section. As expected, due to false negatives we find that the number of tests needed to gather a given precision on the prevalence is increased (see Fig. 1 and Table I). We then can choose the number of $N$, to choose become smaller than $N_{\text{opt}}$, in particular in low prevalence settings.

Assuming a prevalence of $p = 3\%$, and setting up a target 95% confidence interval of width 0.4%, standard testing of individuals would require around 30 000 tests. On the other hand, taking $N = 50$ would be optimal in the sense of Eq. (3), which would divided the needed number of tests by 20. But it would at the same time increase the number of individuals needed to be sampled by 2.5, whereas choosing $N = 20$ already divide by 14 the number of tests needed, only increasing by 40% the size of the sample. We summarize our results in Table I.

In the current COVID19 context, we expect the overall prevalence within populations of asymptomatic individuals to be lower than 1%. Precise estimates performed in Iceland indicated a prevalence at 0.8% of the overall population [28].

We have checked that using simpler log-normal distributions for the viral load with similar mean and variance instead of Eq. (8) leads to qualitatively similar results.

Figure 3: (a) Width of the 95% credible interval on the prevalence $p$ with adaptive Bayesian sampling as a function of the number of tests $n$ as compared with single pooling methods. (b) Bayesian of the credible interval in the prevalence for two-category mixed population: (magenta solid line) in the general population (blue dashed line) for the less exposed population 1 (80% of the general population with a prevalence of 0.5%); (red dotted line) for more at-risk population 2 (20% of the general population with a prevalence of 5%).

C. Group testing and Bayesian inference of the prevalence in sub-categories of the population

Note that the above algorithm can be adapted to study different prevalences in specific sub-populations, provided that the number of individuals of each subpopulation is known for every grouped sample. In Fig. 3, we consider the problem of estimating the prevalence within two categories of the population: one at a prevalence $p_1 = 5\%$ representing 20% of the total population, the other being at a prevalence $p_2 = 0.5\%$; e.g. a prevalence of the order of 5% is typically measured among exposed health care workers [29].

Remark IV.1. Note that once a difference in prevalence is noted from the epidemiological study of the general population, testing can be adapted to only consider "pure" tests of these groups, and recover the total prevalence in the general population through the quotas method. The advantage of these adaptive settings is that the existence of a difference of prevalence in populations can be tested before deployment of resources needed to measure them specifically.

D. Group testing for regular monitoring in communities

We now consider some applications of group testing to the early detection of an epidemic outbreak within a community, that is interconnected and reasonably closed to the outside (work offices, schools, retirement homes, detention centres). Our aim is to put in emphasis some properties of the screening procedures that could be put in place to detect an outbreak before it has the time to spread. We first consider the impact of using multiple
tests, and the size of the group tested to detect the existence of a contaminated individual in a group that is not contaminated. Given budget of tests to be used per unit time, we consider the effect of the regularity of tests in preventing the epidemic outbreak.

1. Optimization of the size of pools

Here we propose a working model to solve such optimization. We consider a community of $A$ individuals in which we assume the presence of a unique contaminated (patient 0) with a viral load $C$ sufficiently large to be detected, i.e. $Y < d_{\text{cens}}$. According to the modelling in Eq. (6), the probability to detect the patient 0 in $k$ pools of $N$ individuals reads

$$
P[+] = k N \Phi(d_{\text{cens}}^{(N)}) / A, \quad \text{with } k N \leq A,
$$

where $\Phi(d_{\text{cens}}^{(N)}) = P(-\log_2(C) \leq d_{\text{cens}} - \log_2(N)).$

We point out that, the viral load of the pre-symptomatic patient 0 may depart from Eq. (8), which is based on clinical data. For simplicity, we will consider the case of a simplified log-normal distribution $\log N(\mu_0, \sigma_0)$, and study the effect of a modification of the parameter $\mu_0$.

In Fig. 4, we represent the evolution of probability to detect the patient 0 as function of the total number of sampled individuals in a population of size $A = 120$. We find that there exists an optimal pool size at a value $N = N_{\text{opt}}$ when $\mu_0$ is close to $d_{\text{cens}}$, and the viral charge in patient 0 is close to being undetectable, even in small groups (top row). In this case, beyond $N > N_{\text{opt}}$, the risk of false negatives in large pools overcomes the potential benefit of testing larger portion of the community. However, when such high diagnostic sensibility is not needed, the detection probability becomes a monotonic function of the pool size $N$, indicating that larger pools are always beneficial. Moreover, if using multiple tests has an important impact on the detection probability for small $d_{\text{cens}} - \mu_0$, the gain is marginal as soon as the viral charge becomes large enough.

2. Optimization of the regularity of tests

We now consider a continuous-time steady-state version of the problem described above. We imagine that a community of $A$ individuals is being monitored by being regularly tested every $\tau$ units of time, and we seek the impact of this parameter $\tau$. Every $\tau$ units of time, $k$ individuals are sampled at random in the population to be tested as a pool. At a random date, which we choose to be the time $t = 0$, the patient 0 in the population gets contaminated, and immediately start infecting members of its community at rate $\lambda$. Each newly infected individual then contributes to spreading the disease at the same rate $\lambda$.

We denote by $r$ the proportion of asymptomatic individuals. Symptomatic individuals start showing signs of being contaminated after a given number of days after infection, denoted $\phi$. The outbreak is detected either if one of the screening tests finds a contaminated individual, or if symptoms appear on an individual of the community. We denote by $T_s$ the time at which an individual in the population shows symptoms and $T_d$ the detection time of contaminated individuals within the community.

![Figure 4: Early detection probability of a single patient 0 individual with low viral load $\nu$ within a community of 120 as a function of the total sample size $M = k \times N$, whereby $k$ is the total number of tests used, with (magenta solid line with circles) $k = 3$ (dashed orange line) $k = 2$ (solid blue line) $k = 1$. At the onset of contagiosity, the viral charge of the patient 0 within the community is quantified in terms of a log-normal random variable $\log N(\mu_0, \sigma_0)$ (describing the number of amplification cycles needed to detect the viral charge in a RT-qPCR machine) that is either (top) large with $\mu_0 = 37$ modelling a patient 0 with a very low viral concentration (bottom) moderate $\mu_0 = 30$ modelling a patient 0 with a moderate viral concentration; in both cases $\sigma_0 = 2$.](image)

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta$</td>
<td>Delay before onset of symptoms</td>
<td>5 days</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>External contamination rate</td>
<td>0.5 days$^{-1}$</td>
</tr>
<tr>
<td>$r$</td>
<td>Asymptomatic probability</td>
<td>40 %</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time interval between grouped tests</td>
<td>1–10 days</td>
</tr>
<tr>
<td>$A$</td>
<td>Total number in the community</td>
<td>120 or 1000</td>
</tr>
<tr>
<td>$N$</td>
<td>Pool size</td>
<td>1–128</td>
</tr>
<tr>
<td>$\mu_0$ ; $\sigma_0$</td>
<td>Viral load of patient 0 (mean, std.)</td>
<td>Variable</td>
</tr>
</tbody>
</table>

Table II: Table with standard parameter values. We point out that the (with std. the abbreviation of standard deviation).
In this model, the number of infected individuals at date $t$, denoted by $N(t)$, is distributed according to a geometric random variable with parameter $1 - e^{-\lambda t}$, as expected for such a Yule process [27]. In the absence of screening tests, the average detection time is $T_\phi$, the time at which first symptoms appear, with $E(T_\phi) = \phi - \log(1 - r)/\lambda$. The average number of contaminated individuals at that time then reads: $\langle N(T_\phi) \rangle = e^{\lambda \phi}/(1 - r)$. In comparison, based on Eq. (10), we find that the first screening test after contamination will detect the outbreak with a probability

$$P([+|k\text{ tests}]) = \frac{k(e^{kT} - 1)(1 - q)}{\lambda T A}. \quad (11)$$

By the time of detection $t = \tau$, a number of $\langle N(\tau) \rangle = (e^{\lambda \tau} - 1)/\lambda \tau$ individuals has been contaminated.

In Fig. 5, we compare different screening scenarios for a large community composed of $A = 1000$ individuals (e.g. company). We vary the value of the screening time interval $\tau$ while keeping fixed (1) the average number of tests and (2) the number of tested individuals per unit of time. Our simulation range from checks of $k$ individuals every day to checking $12 \times k$ individuals in 12 pools every 12 days. We compute the average number of contaminated individuals $\langle N(T_d) \rangle$ and compare it to $\langle N(T_s) \rangle$. We find that screening should be made as frequent as possible. Screening for a larger subgroup always improve the outcome, but the gain in each new sampling day after reaching around 40 individuals (see Fig. 5) representing circa 4% of the population of $A = 1000$.

**Conclusion**

We considered the effect of sample dilution in RT-qPCR grouped tests and we proposed a model to describe the risk of false negatives as a function of the pool size. We presented a procedure to analyse experimental datasets in the viral charge of patients. Inspired by the statistical results presented in [23], we expect the statistics of the number of amplification cycles to be well described as a mixture of 3 Gaussians censored at the RT-qPCR sensitivity limit. Our method could be used to distinguish at least 3 sub-populations in the individual that were tested according to their viral charge. This might be related to some medical criteria, which could be for example the severity of the symptoms as suggested in Ref. [26].

We point out that the viral load distribution that we determine here based on the clinical sampling presented in [23] is likely to be biased compared to the viral load that would be measured within the population that would be targeted in a group testing strategy, e.g. asymptomatic individuals may have a different viral load distribution than the one determined here.

We believe that group testing could provide the means for regular and massive screenings required for the early detection of asymptomatic and pre-symptomatic individuals, a particularly crucial task to succeed in the containment and potential eradication of the epidemic [8, 30, 31], as well as for the measure and study of its prevalence.

**Code accessibility** Codes will be made available upon request.

---


[26] WepointoutthattheRT-qPCRmeasureintheviralloadofsamplescouldbeusedtoimproveefficiencyandtestcorrectnessofsmartpoolingtypediagnosticmethods. We plan to investigate this aspect in future work.
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Appendix A: Ideal tests

We present here some of the results obtained from the computations made in Sec. I, where we assumed that we have a perfect test and used it to measure prevalence in the population. Note that with a perfect test, the question of early detection of an outbreak in a community becomes much simpler: one just need to test everyone at regular time intervals.

1. Number of tests and sample size as function of the population prevalence

We trace here, for various values of the prevalence, the number of tests and total number of samples needed to archive a given precision for the confidence interval.

Figure S1: Total number of tests and sampled individuals so that the width of the 95% confidence interval is smaller than 0.4% as a function of the pool size $N$ chosen for a perfect test.
2. Bayesian inference

We are now interested in a Bayesian approach to the measure of prevalence. We started with an initial prior distribution with density \( f_0(p) = 6p(1-p) \mathbf{1}_{(0 \leq p \leq 1)} \) for the prevalence, and for each new test \( j \) we do the following:

1. take the the mean value \( \bar{p}_{j-1} = \int_0^1 pf_{j-1}(p)dp \) of the prior;

2. choose the size \( N_j \) of the pool of the \( j \)th test computed as \( -\frac{c}{\log(1-p_{j-1})} \) (cf. Eq. (3));

3. choose \( N_j \) individuals at random and test them in a group:

   - if the test is positive, then \( f_j(p) = C_j^+(1 - (1-p)^N_j)f_{j-1}(p) \);
   - if the test is negative, then \( f_j(p) = C_j^-(1 - p)^N_jf_{j-1}(p) \);

with \( C_j^\pm \) normalizing constants.

We trace below the result in blue of this experiment, the 95% credible interval being \([a_j, b_j]\), with \( a_j \) being the 2.5\% quantile of \( f_j \) and \( b_j \) its 97.5\% quantile.

We simultaneously imagine the population as being composed of two sub-populations, one large subpopulation of sparsely exposed individuals (prevalence 0.5\%, representing 4/5th of the whole population), and a smaller subpopulation of very exposed individuals (prevalence 5\%). Simultaneously to the previously describe experiment, we track for each test the number of individuals of each type of subpopulation that are selected (at the \( j \)th step, there are \( \text{Ber}(N_j, 0.8) \) individuals of the first subpopulation). Using this additional piece of information, we update step after step our estimation of the prevalences \((p_1, p_2)\) in each of the two sub-populations, in the same way that we updated the law of the prevalence in the complete population.

The results are traced below in orange and green curves. One can see that the width of the credibility intervals of the sub-populations decay much slower than for the whole population. The reason is that the size of the groups are optimized to measure as precisely as possible the mean value \( p \). However, this shows that even with group measurement, the more detailed information of the prevalence of a subpopulation of interest is not erased, and can be recovered. One could for example construct an adaptative measurement of the prevalence, in which the first half of the tests are made on the complete population, then analysed to detect sub-populations of interest, and in a second time, the second half of the tests are made on 'pure' groups selected among the detected sub-populations, with group sizes chosen to identify their prevalence as precisely as possible.

![Figure S2: Bayesian estimation of the parameters of a mixed population, consisting of 80% individuals of type 1 with a prevalence of 0.5% and 20% individuals of type 2 with a prevalence of 5%](image-url)
Appendix B: Censored Gaussians

In this section, we present the estimation based on the simple mixing models and the complementary graphs of the section III.

1. Naive method based on mixing models

By studying the shape of the histogram, we seem to see a mixture of three or more Gaussian distributions. To estimate the parameters, we use the R package Rmixmod (see [32]) using the Expectation Maximisation algorithm developed by [33] and we select the best model with the Bayesian Information Criterion (see [34]). As we simulate the data, we did the procedure 100 times in order to limit the influence of the random part. Among these 100 simulations, we obtain 95 times 3 clusters and 5 times 4 clusters. When there are 3 clusters, the estimation of the parameters is very stable (standard deviation less than 0.03 for each) but there is a little more variability in the case of 4 clusters in particular for the two classes with the largest averages (but the standard deviation does not exceed 0.25). We represent on the Fig. S3 the histogram with an example of the estimated density for each configuration.

In each configuration, we observe that the first component (in red) has a small variance. However, as recalled by [23], there is a censorship on the left which we can observe around $s = 35.6$: we observe that the last two classes of the histogram are very small.

![Figure S3: Representation of the histogram with the densities estimated with 3 classes (on the left) and 4 classes (on the right): the color lines (other than blue) represent the density of each component and the blue line the density of the mixture.](image)

2. Censored mixture model

In this section, we present the complementary graphs of the section III.

<table>
<thead>
<tr>
<th>Model</th>
<th>$p_1$</th>
<th>$\mu_1$</th>
<th>$\sigma_1$</th>
<th>$\pi_1$</th>
<th>$p_2$</th>
<th>$\mu_2$</th>
<th>$\sigma_2$</th>
<th>$\pi_2$</th>
<th>$p_3$</th>
<th>$\mu_3$</th>
<th>$\sigma_3$</th>
<th>$\pi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completely</td>
<td>20.13</td>
<td>3.60</td>
<td>0.33</td>
<td>29.41</td>
<td>3.02</td>
<td>0.54</td>
<td>34.81</td>
<td>1.31</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Partially</td>
<td>0.21</td>
<td>20.14</td>
<td>3.60</td>
<td>0.32</td>
<td>0.19</td>
<td>29.35</td>
<td>2.96</td>
<td>0.53</td>
<td>0.20</td>
<td>34.78</td>
<td>1.32</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table III: Estimated parameters for the censored Gaussian mixture fit.

<table>
<thead>
<tr>
<th>$d_{cens}$</th>
<th>$p_1$</th>
<th>$\mu_1$</th>
<th>$\sigma_1$</th>
<th>$\pi_1$</th>
<th>$p_2$</th>
<th>$\mu_2$</th>
<th>$\sigma_2$</th>
<th>$\pi_2$</th>
<th>$p_3$</th>
<th>$\mu_3$</th>
<th>$\sigma_3$</th>
<th>$\pi_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>35.6</td>
<td>20.13</td>
<td>3.60</td>
<td>0.33</td>
<td>29.41</td>
<td>3.02</td>
<td>0.54</td>
<td>34.81</td>
<td>1.31</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34.4</td>
<td>20.13</td>
<td>3.61</td>
<td>0.35</td>
<td>29.35</td>
<td>2.99</td>
<td>0.57</td>
<td>34.21</td>
<td>1.03</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33.2</td>
<td>19.97</td>
<td>3.56</td>
<td>0.03</td>
<td>29.40</td>
<td>3.14</td>
<td>0.59</td>
<td>33.21</td>
<td>1.16</td>
<td>0.48</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table IV: Estimated parameters for the censored Gaussian mixture fit in function as the threshold.
<table>
<thead>
<tr>
<th>p = 0</th>
<th>p = 0.1</th>
<th>p = 0.5</th>
<th>p = 0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Completely" /></td>
<td><img src="image2" alt="Completely" /></td>
<td><img src="image3" alt="Completely" /></td>
<td><img src="image4" alt="Completely" /></td>
</tr>
<tr>
<td><img src="image5" alt="Completely" /></td>
<td><img src="image6" alt="Completely" /></td>
<td><img src="image7" alt="Completely" /></td>
<td><img src="image8" alt="Completely" /></td>
</tr>
<tr>
<td><img src="image9" alt="Completely" /></td>
<td><img src="image10" alt="Completely" /></td>
<td><img src="image11" alt="Completely" /></td>
<td><img src="image12" alt="Completely" /></td>
</tr>
</tbody>
</table>

Figure S4: Boxplots of the estimations of $\mu$ (first row), $\sigma$ (second row) and $p$ (last row ; only for partially censored model) in function of model (columns), the size $n$ of sample (x-axis) and the value of the threshold $s$ (color). The true value is symbolised by the horizontal black line.
**Figure S5:** Zoom on boxplots of the estimations of $\mu$ (first row), $\sigma$ (second row) and $p$ (last row; only for partially censored model) in function of model (columns), the size $n$ of sample (x-axis) and the value of the threshold $s$ (color). The true value is symbolised by the horizontal black line.

**Figure S6:** Representation of the density for the censored model with three components and a threshold at 35.6 (left), 34.4 (middle) and 33.2 (right): the dashed color lines represent the density of each component and the grey line the density of the mixture.