# COLENGTH ONE DEFORMATION RINGS 

DANIEL LE, BAO V. LE HUNG, STEFANO MORRA, CHOL PARK, AND ZICHENG QIAN


#### Abstract

Let $K / \mathbb{Q}_{p}$ be a finite unramified extension, $\bar{\rho}: \operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / K\right) \rightarrow \mathrm{GL}_{n}\left(\overline{\mathbb{F}}_{p}\right)$ a continuous representation, and $\tau$ a tame inertial type of dimension $n$. We explicitly determine, under mild regularity conditions on $\tau$, the potentially crystalline deformation ring $R_{\bar{\rho}}^{\eta, \tau}$ in parallel HodgeTate weights $\eta=(n-1, \cdots, 1,0)$ and inertial type $\tau$ when the shape of $\bar{\rho}$ with respect to $\tau$ has colength at most one. This has application to the modularity of a class of shadow weights in the weight part of Serre's conjecture. Along the way we make unconditional the local-global compatibility results of PQ22.


## 1. Introduction

In recent years, calculations of various potentially crystalline deformation spaces have seen a number of applications to questions of local-global compatibility in the $\bmod p$ and $p$-adic Langlands program. This includes the weight part of Serre's conjecture, the determination of mod $p$ multiplicities, conjectures of Breuil on integral structures in $K$-types, and generalizations of Colmez's functor (see e.g. EGS15, LLHLM18, LLHLM20, DL21, LLHLMb, LLHM ${ }^{+}$, LLHLMc, LLHLMa, HW22, $\left.\mathrm{BHH}^{+} \mathrm{b}, \mathrm{BHH}^{+} \mathrm{a}\right]$ ). Under a somewhat exotic genericity condition, [LLHLMb shows that tamely potentially crystalline deformation spaces are equisingular to certain closed subvarieties of Pappas-Zhu local models. Not much is known about the geometry of these local models for Galois deformation spaces in general. Moreover, it is difficult in practice to make the genericity condition explicit or to work with their natural presentations.
1.1. The main result. The local model has a stratification indexed by admissible elements of the extended affine Weyl group called shapes and the complexity of the geometry increases as the length of the shape decreases. LLHLMa shows that when the shape is extremal i.e. has maximal length $\binom{n+1}{3}$ for $n$-dimensional representations of $\left.\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)\right)$, then the corresponding tamely potentially crystalline deformation ring is formally smooth. The main result of this paper, which we state only for representations of $\operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right)$ in the introduction, is the following:

Theorem 1.1.1 (Theorem 5.2.3). Let $E$ be a finite extension of $\mathbb{Q}_{p}$, with ring of integers $\mathcal{O}$ and residue field $\mathbb{F}$. Let $\bar{\rho}: \operatorname{Gal}\left(\overline{\mathbb{Q}}_{p} / \mathbb{Q}_{p}\right) \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ a continuous Galois representation, $\tau$ a $3 n-7$ generic tame inertial type, $\eta=(n-1, \cdots, 1,0) \in \mathbb{Z}^{n}$, and $R_{\bar{\rho}}^{\tau}$ the lifting ring for potentially crystalline representations of type $(\eta, \tau)$. If $R_{\bar{\rho}}^{\eta, \tau}$ is nonzero and the length of the shape $\widetilde{w}(\bar{\rho}, \tau)$ is at least $\binom{n+1}{3}-1$ (i.e. the colength of the shape is at most one), then $R_{\bar{\rho}}^{\eta, \tau}$ is formally smooth over $\mathcal{O}$ or $\mathcal{O} \llbracket X, Y \rrbracket /(X Y-p)$.

Remark 1.1.2. (1) Replacing $\mathbb{Q}_{p}$ by a finite unramified extension $K$ and requiring that the shape have colength one at each embedding $K \hookrightarrow \overline{\mathbb{Q}}_{p}$, we show that the deformation ring is formally smooth over a completed tensor product of rings of the form $\mathcal{O} \llbracket X, Y \rrbracket /(X Y-p)$. The number of such factors in the tensor product can furthermore be explicitly computed.
(2) The colength one deformation spaces that have a parabolic structure were computed in LLHLMa. In general, colength one deformation spaces do not have a parabolic structure, making their computation far more difficult.
(3) When $n=3$, the tame inertial types with colength one shape are sufficient to prove the Serre weight conjecture for $\mathrm{GL}_{3}$ [LLHLM18, LLHLM20, LLHLMc. We generalize these ideas to prove the modularity of Serre weights of defect at most one under the assumptions of [LLHLMa, in particular under an explicit combinatorial genericity condition.
(4) Using standard Taylor-Wiles techniques, Theorem 1.1.1 gives modularity lifting results similar to LLHLMb, Theorem 9.2.1] (improving the polynomial genericity and the tameness condition at $p$ in loc. cit., but imposing specific conditions on the shape with respect to the tame inertial types).
While Theorem 1.1.1 generalizes some previous results, its proof is perhaps surprisingly subtle despite the shape having close to maximal length. We do not expect our methods to extend to shapes of smaller length. This suggests that local models for Galois deformation spaces are genuinely complicated geometric objects and that simple explicit descriptions are hard to come by.

Our principal motivation in writing this paper was to apply Theorem 1.1.1 to prove the weight elimination and mod $p$ multiplicity one results necessary to make unconditional the local-global compatibility result of PQ 22 which states roughly that the local mod $p$ Galois representation at $p$ can be recovered from the $\mathrm{GL}_{n}\left(\mathbb{Q}_{p}\right)$-action on the Hecke isotypic part of the mod $p$ completed cohomology of a definite unitary group. While the results of PQ22 were superseded by those of $\left[\mathrm{LLHM}^{+}\right]$, the method of $\left[\mathrm{LLHM}^{+}\right]$using only extremal shapes does not work for $\operatorname{GSp}_{4}\left(\mathbb{Q}_{p}\right)$ while it should be possible to adapt the methods of PQ22, (which builds on BD14, HLM17, LMP18, MP17] in small rank) to many $p$-adic reductive groups over $\mathbb{Q}_{p}$. Indeed, this has been carried out for $\mathrm{GSp}_{4}\left(\mathbb{Q}_{p}\right)$ [EL]. For generalizations of $\mathrm{LLHM}^{+}$, an analogue of Theorem 1.1.1 should prove useful. We hope to return to this in future work.
1.2. Global and local applications. As mentioned in Remark 1.1.2(3), as a more immediate global application of Theorem 1.1.1 we obtain the modularity of weights of defect at most one. The notion of defect of a Serre weight $\sigma$ for a tame Galois representation $\bar{\rho}$ was first introduced in LLHLMb, §8.6]. This notion is purely combinatorial, and encodes the maximal length for the shapes $\widetilde{w}(\bar{\rho}, \tau)$ such that $\sigma \in W^{?}(\bar{\rho}) \cap \mathrm{JH}(\overline{\sigma(\tau)})$. In this paper we generalize the notion of defect for any $\bar{\rho}$ in terms of specializations (as done in [LLHLMa for extremal weights), and prove their modularity when the defect is at most one, conditional to the existence of a modular obvious weight. The result is the following, and we refer the reader to the bulk of the paper of any undefined notion:
Theorem 1.2.1 (Theorem 6.3.1). Let $F / F^{+}$be a CM field. Assume that $F^{+} \neq \mathbb{Q}$, that all places of $F^{+}$above $p$ are unramified over $\mathbb{Q}_{p}$ and totally split in $F$. Let $\bar{r}: G_{F^{+}} \rightarrow \mathcal{G}(\mathbb{F})$ be a continuous representation which is automorphic in the sense of [LLHLMa, Definition 5.5.1], with set of modular weights $W(\bar{r})$. Let $\bar{r}_{p}$ be the L-homomorphism attached to the collection $\left\{\left.\bar{r}\right|_{G_{F_{v}^{+}}}\right\}_{v \mid p}$ and write $W_{\leq 0}^{g}\left(\bar{r}_{p}\right)$ and $W_{\leq 1}^{g}\left(\bar{r}_{p}\right)$ for the set of extremal weights and for the set of weights of defect at most one, respectively, for $\bar{r}_{p}$. Asssume further that:

- $\bar{r}\left(G_{F\left(\zeta_{p}\right)}\right) \subseteq \mathrm{GL}_{n}(\mathbb{F})$ is adequate; and
- $\bar{r}_{p}$ is $6(n-1)$-generic.

Then the following are equivalent:
(1) $W_{\leq 0}^{g}\left(\bar{r}_{p}\right) \cap W(\bar{r}) \neq \emptyset$; and
(2) $W_{\leq 1}^{g}\left(\bar{r}_{p}\right) \subset W(\bar{r})$.

Compared to [LLHLMa, Theorem 5.5.5], Theorem 1.2.1 assumes that $F^{+}$is unramified above $p$, but it gives the modularity of defect one weights. (For $\mathrm{GL}_{3}$, this is sufficient to prove the generic Serre weight conjecture.)
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1.4. Notation. For a field $K$, we denote by $\bar{K}$ a fixed separable closure of $K$ and let $G_{K} \stackrel{\text { def }}{=}$ $\operatorname{Gal}(\bar{K} / K)$. If $K$ is defined as a subfield of an algebraically closed field, then we set $\bar{K}$ to be this field.

If $K$ is a nonarchimedean local field, we let $I_{K} \subset G_{K}$ denote the inertial subgroup and $W_{K} \subset$ $G_{K}$ denote the Weil group. We fix a prime $p \in \mathbb{Z}_{>0}$. Let $E \subset \overline{\mathbb{Q}}_{p}$ be a subfield which is finitedimensional over $\mathbb{Q}_{p}$. We write $\mathcal{O}$ to denote its ring of integers, fix an uniformizer $\varpi \in \mathcal{O}$ and let $\mathbb{F}$ denote the residue field of $E$. We will assume throughout that $E$ is sufficiently large.
1.4.1. Reductive groups. Let $G$ denote a split connected reductive group (over some ring) together with a Borel $B$, a maximal split torus $T \subset B$, and $Z \subset T$ the center of $G$. Let $d=\operatorname{dim} G-\operatorname{dim} B$. When $G$ is a product of copies of $\mathrm{GL}_{n}$, we will take $B$ to be upper triangular Borel and $T$ the diagonal torus. Let $\Phi^{+} \subset \Phi$ (resp. $\Phi^{\vee,+} \subset \Phi^{\vee}$ ) denote the subset of positive roots (resp. positive coroots) in the set of roots (resp. coroots) for ( $G, B, T$ ). We use the notation $\alpha>0$ (resp. $\alpha<0$ ) for a positive (resp. negative) root $\alpha \in \Phi$. Let $\Delta$ (resp. $\Delta^{\vee}$ ) be the set of simple roots (resp. coroots). Let $X^{*}(T)$ be the group of characters of $T$, and set $X^{0}(T)$ to be the subgroup consisting of characters $\lambda \in X^{*}(T)$ such that $\left\langle\lambda, \alpha^{\vee}\right\rangle=0$ for all $\alpha^{\vee} \in \Delta^{\vee}$. Let $W(G)$ denote the Weyl group of $(G, T)$. Let $w_{0}$ denote the longest element of $W(G)$. We sometimes write $W$ for $W(G)$ when there is no chance for confusion. Let $W_{a}$ (resp. $\widetilde{W}$ ) denote the affine Weyl group and extended affine Weyl group

$$
W_{a}=\Lambda_{R} \rtimes W(G) \quad \text { and } \quad \widetilde{W}=X^{*}(T) \rtimes W(G)
$$

for $G$, respectively. We use $t_{\nu} \in \widetilde{W}$ to denote the image of $\nu \in X^{*}(T)$.
The Weyl groups $W(G), \widetilde{W}$, and $W_{a}$ act naturally on $X^{*}(T)$. If $A$ is any ring, then the above Weyl groups act naturally on $X^{*}(T) \otimes_{\mathbb{Z}} A$ by extension of scalars. Let $M$ be a free $\mathbb{Z}$-module of finite rank (e.g. $\left.M=X^{*}(T)\right)$. The duality pairing between $M$ and its $\mathbb{Z}$-linear dual $M^{*}$ will be denoted by $\langle$,$\rangle . If A$ is any ring, the pairing $\langle$,$\rangle extends by A$-linearity to a pairing between $M \otimes_{\mathbb{Z}} A$ and $M^{*} \otimes_{\mathbb{Z}} A$, and by an abuse of notation it will be denoted with the same symbol $\langle$,$\rangle .$

We write $G^{\vee}=G_{/ \mathbb{Z}}^{\vee}$ for the split connected reductive group over $\mathbb{Z}$ determined by the root datum $\left(X_{*}(T), X^{*}(T), \Phi^{\vee}, \Phi\right)$. This defines a maximal split torus $T^{\vee} \subseteq G^{\vee}$ such that we have canonical identifications $X^{*}\left(T^{\vee}\right) \cong X_{*}(T)$ and $X_{*}\left(T^{\vee}\right) \cong X^{*}(T)$.

Let $V \stackrel{\text { def }}{=} X^{*}(T) \otimes_{\mathbb{Z}} \mathbb{R}$. For $(\alpha, k) \in \Phi \times \mathbb{Z}$, we have the root hyperplane $H_{\alpha, k} \stackrel{\text { def }}{=}\{x \in V \mid$ $\left.\left\langle\lambda, \alpha^{\vee}\right\rangle=k\right\}$. An alcove is a connected component of $V \backslash\left(\bigcup_{(\alpha, n)} H_{\alpha, n}\right)$, and we denote by $\mathcal{A}$ the
set of alcoves. We say that an alcove $A$ is restricted if $0<\left\langle\lambda, \alpha^{\vee}\right\rangle<1$ for all $\alpha \in \Delta$ and $\lambda \in A$. We let $A_{0}$ denote the (dominant) base alcove, i.e. the set of $\lambda \in X^{*}(T) \otimes_{\mathbb{Z}} \mathbb{R}$ such that $0<\left\langle\lambda, \alpha^{\vee}\right\rangle<1$ for all $\alpha \in \Phi^{+}$. Recall that $\widetilde{W}$ acts transitively on the set of alcoves, and $\widetilde{W} \cong \widetilde{W}_{a} \rtimes \Omega$ where $\Omega$ is the stabilizer of $A_{0}$. We define

$$
\widetilde{W}^{+} \stackrel{\text { def }}{=}\left\{\widetilde{w} \in \widetilde{W} \mid \widetilde{w}\left(A_{0}\right) \text { is dominant }\right\} \quad \text { and } \quad \widetilde{W}_{1}^{+} \stackrel{\text { def }}{=}\left\{\widetilde{w} \in \widetilde{W}^{+} \mid \widetilde{w}\left(A_{0}\right) \text { is restricted }\right\}
$$

We fix an element $\eta \in X^{*}(T)$ such that $\left\langle\eta, \alpha^{\vee}\right\rangle=1$ for all positive simple roots $\alpha$ and let $\widetilde{w}_{h}$ be $w_{0} t_{-\eta} \in \widetilde{W}_{1}^{+}$.

When $G=\mathrm{GL}_{n}$, we fix an isomorphism $X^{*}(T) \cong \mathbb{Z}^{n}$ in the standard way, where the standard $i$-th basis element $\varepsilon_{i} \stackrel{\text { def }}{=}(0, \ldots, 1, \ldots, 0)$ (with the 1 in the $i$-th position) of the right-hand side corresponds to extracting the $i$-th diagonal entry of a diagonal matrix. In particular, we can write any root $\beta \in \Phi$ as $\beta=\varepsilon_{i}-\varepsilon_{j}$ for uniquely chosen $1 \leq i, j \leq n, i \neq j$.

Given a finite set $\mathcal{J}$ and an isomorphism $G \xrightarrow{\sim} \mathrm{GL}_{n}^{\mathcal{J}}$ we use superscripts in the notations above, e.g. $\Phi^{+, \mathcal{J}} \subset \Phi^{\mathcal{J}}, \Delta^{\mathcal{J}}, X^{*}(T)^{\mathcal{J}}, W^{\mathcal{J}}$, etc., where now $\Phi^{+}, \Phi, \Delta, X^{*}(T), W$, etc. are relative to $\mathrm{GL}_{n}$. In order not to overload notations, we do not use underlined notations for the elements of $\Phi^{\mathcal{J}}$, $X^{*}(T)^{\mathcal{J}}, W^{\mathcal{J}}$, etc., so that for instance a root $\alpha \in \Phi^{\mathcal{J}}$ is in fact a collection of roots $\left(\alpha^{(j)}\right)_{j \in \mathcal{J}}$ where each $\alpha^{(j)}$ is a root of $\mathrm{GL}_{n}$. Finally, we take $\eta \in X^{*}(T)^{\mathcal{J}}$ to correspond to the element $(n-1, n-2, \ldots, 0)_{j \in \mathcal{J}} \in\left(\mathbb{Z}^{n}\right)^{\mathcal{J}}$ in the identification above. When an element $j \in \mathcal{J}$ is fixed, we will abuse notation and will use the same symbol $\eta$ to denote the element which corresponds to the tuple $(n-1, \ldots, 1,0)$ at $j$.

We let $F_{p}^{+}$be a finite unramified étale $\mathbb{Q}_{p}$-algebra so that $F_{p}^{+}$is isomorphic to a product $\prod_{S_{p}} F_{v}^{+}$ over a finite set $S_{p}$ where, for each $v \in S_{p}, F_{v}^{+}$is a finite unramified extension of $\mathbb{Q}_{p}$. For each $v \in S_{p}$ let $\mathcal{O}_{F_{v}}$ be the ring of integers of $F_{v}^{+}, k_{v}$ the residue field and let $\mathcal{O}_{p}$ (resp. $k_{p}$ ) be the product $\prod_{v \in S_{p}} \mathcal{O}_{F_{v}^{+}}\left(\right.$resp. $\left.\prod_{v \in S_{p}} k_{v}\right)$. (This will be used in global applications, where $S_{p}$ will be a finite set of places dividing $p$ of a number field $F^{+}$.)

If $G$ is a split connected reductive group over $\mathbb{F}_{p}$, with Borel $B$ and maximal torus $T$, we let $G_{0} \stackrel{\text { def }}{=} \operatorname{Res}_{k_{p} / \mathbb{F}_{p}} G_{/ k_{p}}$, and similarly define $B_{0}, T_{0}$. We will always assume that $\mathbb{F}$ contains the image of any ring homomorphism $k_{p} \rightarrow \overline{\mathbb{F}}_{p}$ so that we can and do fix an isomorphism $\left(G_{0} \times{ }_{\text {Spec }} \mathbb{F}_{p}\right.$ Spec $\mathbb{F}) \xrightarrow{\sim}\left(G \times_{\text {Spec }} \mathbb{F}_{p} \text { Spec } \mathbb{F}\right)^{\mathcal{J}_{p}}$ where $\mathcal{J}_{p}$ denotes the set of ring homomorphisms $k_{p} \rightarrow \mathbb{F}$. For notational convenience, we will write $\underline{G} \stackrel{\text { def }}{=} G_{0} \times_{\text {Spec }} \mathbb{F}_{p}$ Spec $\mathbb{F}$, and similarly for $\underline{B}, \underline{T}$. The notations $\underline{W}, \widetilde{W}, \widetilde{W}^{+}, \widetilde{W}_{1}^{+}$, etc. as well as the identifications $\underline{W} \xrightarrow{\sim} W^{\mathcal{J}_{p}}, \widetilde{W} \xrightarrow{\sim} \widetilde{W}^{\mathcal{J}_{p}}$, $\widetilde{W}^{+} \xrightarrow{\sim}\left(\widetilde{W}^{+}\right)^{\mathcal{J}_{p}}, \widetilde{W}_{1}^{+} \xrightarrow{\sim}\left(\widetilde{W}_{1}^{+}\right)^{\mathcal{J}_{p}}$, etc. should be clear.
1.4.2. Galois theory. Let $K$ be a finite extension of $\mathbb{Q}_{p}$, with residue field $k$ of degree $f$ over $\mathbb{F}_{p}$. We assume that $K / \mathbb{Q}_{p}$ is unramified and write $W(k)$ for the ring of Witt vectors, which is also the ring of integers of $K$. The arithmetic Frobenius automorphism on $W(k)$, acting as raising to $p$-th power on the residue field will be denoted by $\varphi$. We fix an embedding $\sigma_{0}$ of $K$ into $E$ (equivalently an embedding $k$ into $\mathbb{F}$ ) and define $\sigma_{j}=\sigma_{0} \circ \varphi^{-j}$. This gives an identification between $\mathcal{J}=\operatorname{Hom}(k, \mathbb{F})$ and $\mathbb{Z} / f \mathbb{Z}$.

We normalize Artin's reciprocity map $\mathrm{Art}_{K}: K^{\times} \rightarrow W_{K}^{\text {ab }}$ so that uniformizers are sent to geometric Frobenius elements. We fix once and for all a sequence $\left(p_{m}\right)_{m \in \mathbb{N}} \in \bar{K}^{\mathbb{N}}$ satisfying $p_{m+1}^{p}=p_{m}, p_{0} \stackrel{\text { def }}{=}-p \in K$ and let $K_{\infty}$ be $\bigcup_{m \in \mathbb{N}} K\left(p_{m}\right)$.

Given an element $\pi_{1} \stackrel{\text { def }}{=}(-p)^{\frac{1}{p^{f}-1}} \in \bar{K}$ we have a character $\omega_{K}: I_{K} \rightarrow W(k)^{\times}$defined by the condition $g\left(\pi_{1}\right)=\omega_{K}(g) \pi_{1}$. Using our choice of embedding $\sigma_{0}$ this gives a fundamental character of niveau $f$

$$
\omega_{f}:=\sigma_{0} \circ \omega_{K}: I_{K} \rightarrow \mathcal{O}^{\times}
$$

Let $\rho: G_{K} \rightarrow \mathrm{GL}_{n}(E)$ be a $p$-adic, de Rham Galois representation. For $\sigma: K \hookrightarrow E$, we define $\operatorname{HT}_{\sigma}(\rho)$ to be the multiset of $\sigma$-labeled Hodge-Tate weights of $\rho$, i.e. the set of integers $i$ such that $\operatorname{dim}_{E}\left(\rho \otimes_{\sigma, K} \mathbb{C}_{p}(-i)\right)^{G_{K}} \neq 0$ (with the usual notation for Tate twists). In particular, the cyclotomic character $\varepsilon$ has Hodge-Tate weights 1 for all embedding $\sigma: K \hookrightarrow E$. For $\mu=\left(\mu^{(j)}\right)_{j} \in$ $X^{*}(\underline{T})$ we say that $\rho$ has Hodge-Tate weighs $\mu$ if for all $j \in \mathcal{J}$

$$
\operatorname{HT}_{\sigma_{j}}(\rho)=\left\{\mu_{1}^{(j)}, \mu_{2}^{(j)}, \ldots, \mu_{n}^{(j)}\right\}
$$

The inertial type of $\rho$ is the isomorphism class of $\left.\mathrm{WD}(\rho)\right|_{I_{K}}$, where $\mathrm{WD}(\rho)$ is the Weil-Deligne representation attached to $\rho$ as in [CDT99], Appendix B. 1 (in particular, $\rho \mapsto \mathrm{WD}(\rho)$ is covariant). An inertial type is a morphism $\tau: I_{K} \rightarrow \mathrm{GL}_{n}(E)$ with open kernel and which extends to the Weil group $W_{K}$ of $G_{K}$. We say that $\rho$ has type $(\mu, \tau)$ if $\rho$ has Hodge-Tate weights $\mu$ and inertial type given by (the isomorphism class of) $\tau$.
1.4.3. Miscellaneous. Finally, $\delta_{P}$ denotes the Kronecker delta function on the condition $P$. We also use $\delta$ for the defect function in $\S \sqrt[6.2]{ }$. This shall cause no confusion.

## 2. Preliminaries

### 2.1. Affine Weyl groups, tame inertial types, Serre weights.

2.1.1. Affine Weyl group. We collect here the necessary background to give a classification of colength one elements in the admissible set (Proposition 2.1.2).

Recall from $\$ 1.4 .1$ that $G$ is a split reductive group with split maximal torus $T$. We write $W$ for the Weyl group associated to $(G, T)$ and $V \stackrel{\text { def }}{=} X^{*}(T) \otimes \mathbb{R} \cong X_{*}\left(T^{\vee}\right) \otimes \mathbb{R}$ for the apartment of $(G, T)$ on which $\widetilde{W} \stackrel{\text { def }}{=} X^{*}(T) \rtimes W$ acts. We write $\mathcal{C}_{0}$ for the dominant Weyl chamber in $V$.

Recall that $\mathcal{A}$ denotes the set of alcoves of $X^{*}(T) \otimes \mathbb{R}$ and that $A_{0} \in \mathcal{A}$ denotes the dominant base alcove. We let $\uparrow$ denote the upper arrow ordering on alcoves as defined in [Jan03, §II.6.5] which induces the ordering $\uparrow$ on $W_{a}$ via the bijection $W_{a} \xrightarrow{\sim} \mathcal{A}$ given by $\widetilde{w} \mapsto \widetilde{w}\left(A_{0}\right)$. The dominant base alcove $A_{0}$ defines a set of simple reflections in $W_{a}$ and thus a Coxeter length function on $W_{a}$ denoted $\ell(-)$ and a Bruhat order on $W_{a}$ denoted by $\leq$. Given $\lambda \in X^{*}(T)$ we consider the set of $\lambda$-admissible elements of $\widetilde{W}$ :

$$
\begin{equation*}
\operatorname{Adm}(\lambda) \stackrel{\text { def }}{=}\left\{\widetilde{w} \in \widetilde{W} \mid \widetilde{w} \leq t_{w(\lambda)} \text { for some } w \in W\right\} \tag{1}
\end{equation*}
$$

If $\Omega \subset \widetilde{W}$ is the stabilizer of the base alcove, then $\widetilde{W}=W_{a} \rtimes \Omega$ and so $\widetilde{W}$ inherits a Bruhat order in the standard way: For $\widetilde{w}_{1}, \widetilde{w}_{2} \in W_{a}$ and $\delta \in \Omega, \widetilde{w}_{1} \delta \leq \widetilde{w}_{2} \delta$ if and only if $\widetilde{w}_{1} \leq \widetilde{w}_{2}$ , and elements in different right $W_{a}$-cosets are incomparable. We extend $\ell(-)$ to $\widetilde{W}$ by letting $\ell(\widetilde{w} \delta) \stackrel{\text { def }}{=} \ell(\widetilde{w})$ for any $\widetilde{w} \in W_{a}, \delta \in \Omega$.

Let $\left(\widetilde{W}^{\vee}, \leq\right)$ be the following partially ordered group: $\widetilde{W} \vee$ is identified with $\widetilde{W}$ as a group, and $\ell(-)$ and $\leq$ are defined with respect to the antidominant base alcove. If $\widetilde{w}=t_{\nu} w \in \widetilde{W}$ with $w \in W$ and $\nu \in X^{*}(T)$ we define $\widetilde{w}^{*} \stackrel{\text { def }}{=} w^{-1} t_{\nu} \in \widetilde{W}^{\vee}$. (The assignement $\widetilde{w} \mapsto \widetilde{w}^{*}$ defines a bijection which preserves length and Bruhat order, see [LLHL19, Lemma 2.1.3]; we also denote
the inverse bijection by the same symbol $\widetilde{w} \mapsto \widetilde{w}^{*}$.) Given $\lambda \in X^{*}(T)$ we define the set $\operatorname{Adm}^{\vee}(\lambda)$ by replacing $\widetilde{W}$ by $\widetilde{W}^{\vee}$ in the right hand side of (1).

We also recall that, given $m \in \mathbb{Z}$ and $\alpha \in \Phi$, the $m$-th $\alpha$-strip is the subset of $V$ defined by

$$
\left\{x \in V \mid m<\left\langle x, \alpha^{\vee}\right\rangle<m+1\right\}
$$

Finally, we say that $\widetilde{w} \in \widetilde{W}$ is regular if it is in the sense of [LLHLMb, Definition 2.1.3].
Proposition 2.1.2. Suppose $\widetilde{w} \in \operatorname{Adm}(\eta)$ such that $\ell(\widetilde{w})=\ell\left(t_{\eta}\right)-1$. Then one of the following holds:
(1) $\widetilde{w}=w t_{\eta} s_{\alpha} w^{-1}$ where $w \in W$ and $\alpha>0$ a positive root such that $w(\alpha)>0$, and there are no decompositions $\alpha=\beta_{1}+\beta_{2}$ with $\beta_{i}>0$ such that $w\left(\beta_{i}\right)>0$;
(2) $\widetilde{w}=w t_{\eta-\alpha} s_{\alpha} w^{-1}$ where $w \in W, \alpha \in \Phi^{+} \backslash \Delta$ such that $w(\alpha)<0$, and for any decomposition $\alpha=\beta_{1}+\beta_{2}$ with $\beta_{i}>0$, we have $w\left(\beta_{i}\right)<0$.
We say that a colength one element $\widetilde{w} \in \operatorname{Adm}(\eta)$ is of the first form (resp. of the second form) is it is as in item (1) (resp. as in item (2)) of Proposition 2.1.2. Recalling [LLHLMb, Definition 2.1.3] we note that a colength one element $\widetilde{w} \in \operatorname{Adm}(\eta)$ is irregular exactly when it is of the first form and moreover the root $\alpha$ appearing in (1) is a simple root.
Remark 2.1.3. If $\alpha=\varepsilon_{i}-\varepsilon_{j} \in \Phi^{+} \backslash \Delta$ then
(1) the condition in item (1) means that $w$ preserves the order of $i$ and $j$, and $w$ maps no element $k \in(i, j)$ into an element in $(w(i), w(j))$;
(2) the condition in item (2) means that $w$ reverses the order of $i$ and $j$, and maps any $k \in(i, j)$ to an element in $(w(j), w(i))$.
Proof. We assume $\widetilde{w}\left(A_{0}\right)$ is in chamber $w\left(\mathcal{C}_{0}\right)$. Then there is a gallery from $A_{0}$ to $\widetilde{w}\left(A_{0}\right)$ in the $w$-positive direction (cf. [HC02, §2, Definition 5.2]), hence [HH17, Corollary 4.4] shows that $\widetilde{w}<w t_{\eta} w^{-1}$. Thus $\widetilde{u} \stackrel{\text { def }}{=} w^{-1} \widetilde{w}$ is dominant so that $w \widetilde{u}$ is a reduced expression for $\widetilde{w}$ by LLHLMa, Lemma 2.2.1] (cf. Definition 2.1.2 in loc. cit. for the notion of reduced expression). We conclude that $\widetilde{u} \leq t_{\eta} w^{-1}$ and $\ell(\widetilde{u})=\ell\left(t_{\eta} w^{-1}\right)-1$. Since $\widetilde{u}$ and $t_{\eta} w^{-1}$ are both dominant and their lengths differ by 1 they must differ by an affine reflection in direction $\alpha$ for some positive root $\alpha>0$ by GHS18, Corollary A.1.2]. We claim that the $\alpha$-strip containing $\widetilde{u}$ is the lower neighbor of the $\alpha$-strip containing $t_{\eta} w^{-1}$.

Suppose the contrary. Then for each vertex $v$ of $A_{0}$, the line segment joining $\widetilde{u}(v)$ and $t_{\eta} w^{-1}(v)$ lies in the dominant Weyl chamber and contains $t_{\alpha} \widetilde{u}(v)$. This shows that $t_{\alpha} \widetilde{u}\left(A_{0}\right)$ is dominant and $\widetilde{u} \uparrow t_{\alpha} \widetilde{u} \uparrow t_{\eta} w^{-1}$. Wan87, Theorem 4.3] implies that $\widetilde{u}<t_{\alpha} \widetilde{u}<t_{\eta} w^{-1}$ which contradicts $\ell(\widetilde{u})=\ell\left(t_{\eta} w^{-1}\right)-1$.

There are two cases:

- $\widetilde{u}\left(A_{0}\right)$ and $t_{\eta} w^{-1}\left(A_{0}\right)$ share the vertex $\eta$. In this case $\widetilde{u}=t_{\eta} s_{\alpha} w^{-1}$. The conditions $\widetilde{u} \leq t_{\eta} w^{-1}$ and $\ell(\widetilde{u})=\ell\left(t_{\eta} w^{-1}\right)-1$ are equivalent to $\ell\left(s_{\alpha} w^{-1}\right)=\ell\left(w^{-1}\right)+1$, equivalently $\ell\left(w s_{\alpha}\right)=\ell(w)+1$. But this condition translates exactly to the condition in item (1).
- $\widetilde{u}\left(A_{0}\right)$ has $\eta-\alpha$ as a vertex. In this case we must have $\widetilde{u}=t_{\eta-\alpha} s_{\alpha} w^{-1}$. To see the condition on $w$, we note that for each positive root $\beta$ the difference between the $\beta$-heights of $t_{\eta-\alpha} s_{\alpha} w^{-1}$ and $t_{\eta} w^{-1}$ is

$$
\left\langle\eta, \beta^{\vee}\right\rangle+\delta_{w(\beta)>0}-1-\left(\left\langle\eta, \beta^{\vee}\right\rangle-\left\langle\alpha, \beta^{\vee}\right\rangle+\delta_{w s_{\alpha}(\beta)>0}-1\right)=\left\langle\alpha, \beta^{\vee}\right\rangle+\delta_{w(\beta)>0}-\delta_{w s_{\alpha}(\beta)>0}
$$

Thus the colength 1 condition becomes

$$
\sum_{\beta \neq \alpha, \beta>0}-\delta_{w(\beta)>0}+\delta_{w s_{\alpha}(\beta)>0}=2\langle\eta, \alpha\rangle-2
$$

which gives the condition in item (2).
This completes the proof.
Lemma 2.1.4. Let $\widetilde{w} \in \operatorname{Adm}^{\mathrm{reg}}(\eta)$ satisfy $\ell(\widetilde{w}) \geq \ell\left(t_{\eta}\right)-1$, and let $\widetilde{w}_{2}^{-1} w_{0} t_{\nu} \widetilde{w}_{1}$ be the unique up to $X^{0}(T)$ factorization of $\widetilde{w}$ with $\widetilde{w}_{1}, \widetilde{w}_{2} \in \widetilde{W}_{1}^{+}$and $\nu \in X^{+}(T)$ (see LLHLMb, Proposition 2.1.5]). Suppose that $\widetilde{w}=\widetilde{x}_{2}^{-1} s \widetilde{x}_{1}$ with $\widetilde{x}_{1}, \widetilde{x}_{2} \in \widetilde{W}^{+}, s \in W$, and that $\widetilde{x}_{1} \uparrow \widetilde{x} \uparrow \widetilde{w}_{h}^{-1} \widetilde{x}_{2}$ with $\widetilde{x} \in \widetilde{W}_{1}^{+}$. Then $s=w_{0}$ and either $\widetilde{x}=\widetilde{x}_{1} \in \widetilde{w}_{1} X^{0}(T)$ or $\widetilde{x}=\widetilde{w}_{h}^{-1} \widetilde{x}_{2} \in \widetilde{w}_{h}^{-1} \widetilde{w}_{2} X^{0}(T)$. If moreover $\ell(\widetilde{w})=\ell\left(t_{\eta}\right)$ we further have $\widetilde{x}=\widetilde{x}_{1}=\widetilde{w}_{h}^{-1} \widetilde{x}_{2}$ and $\nu \in X^{0}(T)$.
Proof. Let $\widetilde{w}, \widetilde{x}_{1}, \widetilde{x}_{2}, s$, and $\widetilde{x}$ be as above. Since $\widetilde{x}_{1} \uparrow \widetilde{x} \uparrow \widetilde{w}_{h}^{-1} \widetilde{x}_{2}$, we have that $\widetilde{x}_{1} \leq \widetilde{x}$ and $\widetilde{x}_{2} \leq \widetilde{w}_{h} \widetilde{x}$ by [LLHL19, Theorem 4.1.1, Proposition 4.1.2] as $\widetilde{w}_{h} \widetilde{x} \in \widetilde{W}^{+}$. Then we have

$$
\begin{aligned}
1 & \geq \ell\left(t_{\eta}\right)-\ell(\widetilde{w}) \\
& \geq \ell\left(\left(\widetilde{w}_{h} \widetilde{x}\right)^{-1} w_{0} \widetilde{x}\right)-\left[\ell\left(\widetilde{x}_{2}^{-1}\right)+\ell(s)+\ell\left(\widetilde{x}_{1}\right)\right] \\
& =\left[\ell\left(\widetilde{w}_{h} \widetilde{x}\right)-\ell\left(\widetilde{x}_{2}\right)\right]+\left[\ell\left(w_{0}\right)-\ell(s)\right]+\left[\ell(\widetilde{x})-\ell\left(\widetilde{x}_{1}\right)\right]
\end{aligned}
$$

where the last equality follows from [LLHL19, Lemma 4.1.9]. Since each term in the last expression is nonnegative, we immediately see that $\widetilde{x}=\widetilde{x}_{1}$ or $\widetilde{w}_{h}^{-1} \widetilde{x}_{2}$. (If moreover $\ell(\widetilde{w})=\ell\left(t_{\eta}\right)$ we further have $s=w_{0}$ and $\widetilde{x}_{1}=\widetilde{x}=\widetilde{w}_{h}^{-1} \widetilde{x}_{2}$.) It suffices to show that $\widetilde{x}_{1} \in \widetilde{w}_{1} X^{0}(T)$ in the former case and $\widetilde{x}_{2} \in \widetilde{w}_{2} X^{0}(T)$ in the latter case.

We next show that $s=w_{0}$. Supposing otherwise, $\widetilde{x}_{1}=\widetilde{x}=\widetilde{w}_{h}^{-1} \widetilde{x}_{2}$ and $s=w_{0} s_{\alpha}$ with $\alpha \in \Delta^{+}$. By Proposition 2.1.2 and the paragraph following it, we conclude that $\widetilde{w}$ is not regular which is a contradiction.

Now suppose that $\widetilde{x}=\widetilde{x}_{1}$ so that we have $\widetilde{x}_{2}^{-1} w_{0} \widetilde{x}_{1}=\widetilde{w}_{2}^{-1} w_{0} t_{\nu} \widetilde{w}_{1}$. The uniqueness in LLHLMb, Proposition 2.1.5] guarantees that $\widetilde{x}_{1} \in \widetilde{w}_{1} X^{0}(T)$ (and, if moreover $\ell\left(t_{\eta}\right)=\ell(\widetilde{w})$, that $\nu \in X^{0}(T)$ ). Similarly, if $\widetilde{x}=\widetilde{w}_{h}^{-1} \widetilde{x}_{2}$, then $\widetilde{x}_{2} \in \widetilde{W}_{1}^{+}$and uniqueness again guarantees that $\widetilde{x}_{2} \in \widetilde{w}_{2} X^{0}(T)$.

For the following lemma, which explicitly describes the unique up to $X^{0}(T)$-decomposition of colength one regular admissible elements mentioned in Lemma 2.1.4, we specialize to the case $G=\mathrm{GL}_{n}$. Recall that in this case we have the elements $\varepsilon_{i} \in X^{*}(T)$ for $i=1, \ldots, n$ and the fundamental weights $\omega_{\varepsilon_{i}-\varepsilon_{i+1}}^{\prime} \stackrel{\text { def }}{=} \sum_{k=1}^{i} \varepsilon_{i}$ for $1 \leq i \leq n-1$. We have the inclusion

$$
\begin{equation*}
W \hookrightarrow \widetilde{W}_{1}^{+}, \quad w \longmapsto t_{\eta_{w}} w \tag{2}
\end{equation*}
$$

where $t_{\eta_{w}}$ is the dominant weight defined by

$$
\begin{equation*}
t_{\eta_{w}} \stackrel{\text { def }}{=} \sum_{\beta \in \Delta, w^{-1}(\beta)<0} \omega_{\beta}^{\prime} \tag{3}
\end{equation*}
$$

(see Her09, equation (5.1)]). Given $w \in W$ we write $\widetilde{w}$ for the image of $w$ via the inclusion (2).
Lemma 2.1.5. Let $\widetilde{w} \in \operatorname{Adm}^{\text {reg }}(\eta)$ satisfy $\ell(\widetilde{w})=\ell\left(t_{\eta}\right)-1$. Then in the decomposition $\widetilde{w}=$ $\left(\widetilde{w}_{2}\right)^{-1} w_{0} t_{\nu} \widetilde{w}_{1}$ of Lemma 2.1.4, we can take $\left.\widetilde{w}_{1}=\widetilde{s_{\alpha} w^{-1}}\right), \widetilde{w}_{2}=\widetilde{w_{h}} \widetilde{w^{-1}}$ and $\nu=\eta_{w^{-1}-} \eta_{s_{\alpha} w^{-1}-}$ $\varepsilon \alpha$, where $\varepsilon$ equals 1 (resp. 0) if we are in case (2) (resp. case (11) of Proposition 2.1.2.
Proof. Letting $\widetilde{w}=w t_{\eta-\varepsilon \alpha} s_{\alpha} w^{-1}$, where $\varepsilon \in\{0,1\}$ equals 1 (resp. 0 ) if we are in case (2) (resp. (11) of Proposition 2.1.2, we have

$$
\widetilde{w}=\left(\widetilde{w_{h} w^{-1}}\right)^{-1} w_{0} t_{\nu} \widetilde{s_{\alpha} w^{-1}}
$$

by (2) and the definition of $\widetilde{w}_{h}$. It thus suffices to prove that $\nu$ is dominant, i.e. using equation (3), that

$$
\delta_{w(\beta)>0}-\delta_{w s_{\alpha}(\beta)>0}-\varepsilon\left\langle\alpha, \beta^{\vee}\right\rangle \geq 0
$$

for all $\beta \in \Delta$. This is an elementary casewise check, based on the value of $\left\langle\alpha, \beta^{\vee}\right\rangle \in\{-1,0,1\}$ and Remark 2.1.3, and which we leave to the reader.
2.2. Local models, affine charts and monodromy conditions. For any Noetherian $\mathcal{O}$ algebra $R$ define

$$
\begin{array}{r}
L \mathcal{G}(R) \stackrel{\text { def }}{=}\left\{A \in \mathrm{GL}_{n}(R((v+p))) \mid A \text { is upper triangular modulo } v\right\} ; \\
L^{+} \mathcal{M}(R) \stackrel{\text { def }}{=}\left\{A \in \operatorname{Mat}_{n}(R \llbracket v+p \rrbracket) \mid A \text { is upper triangular modulo } v\right\} .
\end{array}
$$

2.2.1. Affine charts. Let $\widetilde{z}=z t_{\nu} \in \widetilde{W}^{\vee}$. Given an integer $h \geq 0$ define the subfunctor $\mathcal{U}(\widetilde{z})^{\text {det }, \leq h} \subseteq$ $L \mathcal{G}$ defined on Noetherian $\mathcal{O}$-algebras $R$ as follows: $\mathcal{U}(\widetilde{z})^{\text {det }, \leq h}(R)$ is the set of matrices $A \in L \mathcal{G}(R)$ such that for all $1 \leq i, k \leq n$ the following holds:

- $(v+p)^{h} A_{i k} \in v^{\delta_{i>k}} R[v] ;$
- $\operatorname{deg}\left((v+p)^{h} A_{i k}\right) \leq h+\nu_{k}+\delta_{i>k}-\delta_{i<z(k)}$;
- $(v+p)^{h} A_{z(k) k}$ is a monic polynomial; and
- $\operatorname{det}(A)=\operatorname{det}(z)(v+p)^{\|\nu\|}$.
where we have written $\nu=\left(\nu_{\ell}\right)_{1 \leq \ell \leq n} \in X^{*}(T)$ and $\|\nu\| \xlongequal{\text { def }} \sum_{\ell=1}^{n} \nu_{\ell}$.
We now introduce the subfunctors and $T^{\vee}$-torsors which are relevant for our analysis of deformation rings. In the above setting, define the following subfunctors of $\mathcal{U}(\widetilde{z})^{\text {det }, \leq 0}$ :
- $U^{[0, n-1]}(\widetilde{z}) \subseteq \mathcal{U}(\widetilde{z})^{\text {det }, \leq 0}$ as the subfunctor whose $R$-valued points are those $A \in \mathcal{U}(\widetilde{z})^{\text {det }, \leq 0}$ such that both $A$ and $(v+p)^{n-1} A^{-1}$ are in $L^{+} \mathcal{M}(R)$; note that $U^{[0, n-1]}(\widetilde{z})$ is representable by an affine scheme over $\mathcal{O}$;
- $U(\widetilde{z}, \leq \eta) \subseteq U^{[0, n-1]}(\widetilde{z})$ as the closed, $\mathcal{O}$-flat and reduced subscheme of $U^{[0, n-1]}(\widetilde{z})$ whose $R$-valued points consist of $A \in U^{[0, n-1]}(\widetilde{z})(R)$ with elementary divisors bounded by $(v+p)^{\eta}$ (i.e. each $k$ by $k$ minor of $A$ is divisible by $\left.(v+p)^{\frac{(k-1) k}{2}}\right)$; and
- $\widetilde{U}(\widetilde{z}, \leq \eta) \stackrel{\text { def }}{=} T^{\vee} U(\widetilde{z}, \leq \eta)$ as the subscheme of $L \mathcal{G}$ whose $R$-valued points are of the form $D A$ where $D \in T^{\vee}(R)$ and $A \in U(\widetilde{z}, \leq \eta)(R)$; note that $\widetilde{U}(\widetilde{z}, \leq \eta)$ is endowed with a $T_{\mathcal{O}}^{\vee}$-action induced by left multiplication of matrices, and we have $\left[T^{\vee, \mathcal{J}} \backslash \widetilde{U}(\widetilde{z}, \leq \eta)\right] \cong U(\widetilde{z}, \leq \eta)$.
The entries of $A \in U^{[0, n-1]}(\widetilde{z})(R)$ will typically be written in the form

$$
A_{i k}=v^{\delta_{i>k}}\left(\sum_{\ell=0}^{\nu_{k}-\delta_{i<z(k)}} a_{i k, \ell}(v+p)^{\ell}\right)
$$

so that $U^{[0, n-1]}(\widetilde{z})$ is an affine $\mathcal{O}$-scheme whose global functions is the quotient of the polynomial $\mathcal{O}$-algebra in the variables $a_{i k, \ell}$ (for the appropriate range of $\ell$ determined by $\widetilde{z}$ and $(i, k)$ ) by the ideal determined by the condition $\operatorname{det}(A)=\operatorname{det}(z)(v+p)^{\|\nu\|}$. Then $U(\widetilde{z}, \leq \eta)$ is a closed subscheme of $U^{[0, n-1]}(\widetilde{z})$, given by the $p$-saturation of the condition that each $k$ by $k$ minor is divisible by $(v+p)^{\frac{(k-1) k}{2}}$. In general, these schemes can be somewhat hard to describe, however in Proposition 3.1 .2 and Proposition 3.2.2, we will give an explicit presentations for them when $\widetilde{z}$ has colength one.
2.2.2. Algebraic monodromy condition. Let $\mathbf{a} \in \mathcal{O}^{n}$. We define an operator $\nabla_{\mathbf{a}}$ on $L \mathcal{G}$ by $\nabla_{\mathbf{a}}(A) \stackrel{\text { def }}{=}$ $\left(v \frac{d}{d v}(A)-[\operatorname{Diag}(\mathbf{a}), A]\right)$, and a closed subfunctor $L \mathcal{G}{ }^{\nabla \mathbf{a}} \subseteq L \mathcal{G}$ by

$$
L \mathcal{G}^{\nabla_{\mathbf{a}}}(R) \stackrel{\text { def }}{=}\left\{A \in L \mathcal{G}(R) \left\lvert\, \nabla_{\mathbf{a}}(A) A^{-1} \in \frac{1}{(v+p)} L^{+} \mathcal{M}(R)\right.\right\}
$$

(We write $[M, N]$ for the usual Lie bracket on $L \mathcal{G}$, defined by $[M, N] \stackrel{\text { def }}{=} M N-N M$. )
We define the following closed subschemes of $U(\widetilde{z}, \leq \eta)$ :

- $U^{\mathrm{nv}}\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right) \stackrel{\text { def }}{=} U(\widetilde{z}, \leq \eta) \cap L \mathcal{G}^{\nabla_{\mathrm{a}}}$; and
- $U\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right) \subseteq U^{\mathrm{nv}}\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right)$ as the $p$-flat closure of $U^{\mathrm{nv}}\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right)_{E}$ inside $U(\widetilde{z}, \leq \eta)$.

Thus $U\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right)$ is the closed subscheme $U(\widetilde{z}, \leq \eta)$ whose ring of global functions is the quotient of $\mathcal{O}\left(U(\widetilde{z}, \leq \eta)\right.$ ) by the $p$-saturation of the ideal $I_{\nabla_{\mathbf{a}}}$ obtained by imposing that the universal matrix

$$
A^{\text {univ }} \in U(\widetilde{z}, \leq \eta)(\mathcal{O}(U(\widetilde{z}, \leq \eta))
$$

satisfies

$$
\left(\nabla_{\mathbf{a}}\left(A^{\text {univ }}\right)\right)\left(A^{\text {univ }}\right)^{-1} \in \frac{1}{(v+p)} L^{+} \mathcal{M}(\mathcal{O}(U(\widetilde{z}, \leq \eta))
$$

cf. LLHLMb, Definition 7.1.8] for a list of generators of this ideal. Proposition 4.3 .2 and Proposition 4.3.1 give results towards an explicit presentation for the affine scheme $U\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right)$ when $\widetilde{z}$ has colength at most one.

We define analogously the closed subschemes $\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right) \subseteq \widetilde{U}^{\mathrm{nv}}\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right) \subseteq \widetilde{U}(\widetilde{z}, \leq \eta)$, replacing $U(\widetilde{z}, \leq \eta)$ by $\widetilde{U}(\widetilde{z}, \leq \eta)$ in the above items. Note that we also have

$$
\begin{equation*}
\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right)=T^{\vee} U\left(\widetilde{z}, \leq \eta, \nabla_{\mathbf{a}}\right) \tag{4}
\end{equation*}
$$

compatible with $\widetilde{U}(\widetilde{z}, \leq \eta) \stackrel{\text { def }}{=} T^{\vee} U(\widetilde{z}, \leq \eta)$.
2.2.3. Monodromy condition and Galois representations. We follow the notation and terminology on tame inertial types and their lowest alcove presentations of [LLHLMb, §2.4]. In particular given $(s, \mu)=\left(s^{(j)}, \mu^{(j)}\right)_{j \in \mathcal{J}} \in W^{\mathcal{J}} \times\left(X^{*}(T) \cap C_{0}\right)^{\mathcal{J}}$, LLHLMb, Example 2.4.1, equations (5.2), (5.1)] produces a tame inertial type $\tau(s, \mu+\eta)$ and $n$-tuples $\mathbf{a}^{\prime\left(j^{\prime}\right)} \in \mathbb{Z}^{n}$ for $0 \leq j^{\prime} \leq f r-1$ (where $r$ is the order of the element $s^{(0)} s^{(1)} \cdots s^{(f-2)} s^{(f-1)} \in W$ ). If $\mu$ is 1-deep in $\underline{C}_{0}$, for each $0 \leq j^{\prime} \leq f r-1$ we define $s_{\text {or }, j^{\prime}}^{\prime}$ to be the element of $W$ such that $\left(s_{\mathrm{or}, j^{\prime}}^{\prime}\right)^{-1}\left(\mathbf{a}^{\prime\left(j^{\prime}\right)}\right) \in \mathbb{Z}^{n}$ is dominant, and let

$$
\begin{equation*}
\mathbf{a}^{(j)} \stackrel{\text { def }}{=}\left(s_{\mathrm{or}}^{\prime(j)}\right)^{-1}\left(\mathbf{a}^{\prime(j)}\right) /\left(1-p^{f r}\right) \tag{5}
\end{equation*}
$$

for $0 \leq j \leq f$.
Recall from LLHLMb, $\S 7.2]$ the $p$-adic formal algebraic stack $\mathcal{X} \leq \eta, \tau$ over $\operatorname{Spf} \mathcal{O}$. It is $p$-flat, equidimensional of dimension $\left(1+\left[K: \mathbb{Q}_{p}\right]\binom{n}{2}\right)$ and moreover if $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ is a continuous Galois representation, then $R_{\bar{\rho}}^{\leq \eta, \tau}$ is a versal ring for $\mathcal{X} \leq \eta, \tau$ at its point corresponding to $\bar{\rho}$ (see [EG, §4.8]). Let $\widetilde{z}=\left(\widetilde{z}^{(j)}\right)_{j \in \mathcal{J}} \in \widetilde{W}^{\vee, \mathcal{J}}$.

Let $N \geq n+1$ and assume that $\mu$ is $N$-deep in alcove $\underline{C}_{0}$. From LLHLMb, Theorem 7.2.3, Theorem 7.3.2] we have an open substack $\mathcal{X} \leq \eta, \tau(\widetilde{z}) \hookrightarrow \mathcal{X} \leq \eta, \tau$, an $\mathcal{O}$-flat closed $p$-adic formal subscheme $\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\tau, \infty}\right)$ of $\widetilde{U}(\widetilde{z}, \leq \eta)^{\wedge_{p}}\left(\right.$ where $\widetilde{U}(\widetilde{z}, \leq \eta) \stackrel{\text { def }}{=} \prod_{j \in \mathcal{J}} \widetilde{U}\left(\widetilde{z}^{(j)}, \leq \eta\right)$ and the superscript $\wedge_{p}$ denotes the $p$-adic completion) and a formally smooth morphism

$$
\begin{equation*}
\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\tau, \infty}\right) \rightarrow \mathcal{X} \leq \eta, \tau(\widetilde{z}) \tag{6}
\end{equation*}
$$

of relative dimension $n \# \mathcal{J}$.

Assume further that $N \geq 2 n-5$ and $\mu$ is $N$-deep in alcove $\underline{C}_{0}$. Then LLHLMb, Proposition 7.1.10] shows that the formal scheme $\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\tau, \infty}\right)$ is the $p$-flat closure of a natural deformation of $\prod_{j \in \mathcal{J}} \widetilde{U}\left(\widetilde{z}^{(j)}, \leq \eta, \nabla_{\mathbf{a}^{(j)}}\right)$ in the following sense: Letting $I_{\nabla_{\mathbf{a}^{(j)}}^{(j)}}$ be the ideal cutting out $\widetilde{U}\left(\widetilde{z}^{(j)}, \leq\right.$ $\left.\eta, \nabla_{\mathbf{a}^{(j)}}\right)$ in $\widetilde{U}\left(\widetilde{z}^{(j)}, \leq \eta\right), \widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\tau, \infty}\right)$ is cut out by the $p$-saturation of an ideal $I_{\nabla_{\tau, \infty}}$ which is obtained from $\sum_{j \in \mathcal{J}} I_{\nabla_{\mathbf{a}^{(j)}}}^{(j)}$ by adding an element divisible by $p^{N-2 n+5}$ to each element of its natural set of generators (in particular, $I_{\nabla} \subset \sum_{j}\left(I_{\nabla_{\mathbf{a}^{(j)}}}^{(j)}, p^{N-2 n+5}\right)$.) This property can be expressed (abusively) in the following way: Given a $p$-adically complete Noetherian $\mathcal{O}$-algebra $R$, if $\widetilde{A} \in \widetilde{U}(\widetilde{z}, \leq \eta)^{\wedge_{p}}(R)$ satisfies the equations in $I_{\nabla_{\tau, \infty}}$ then

$$
\begin{equation*}
\left(\nabla_{\mathbf{a}^{(j)}}\left(\widetilde{A}^{(j)}\right)\right)\left((v+p)^{n-1} \widetilde{A}^{(j)}\right)^{-1} \in(v+p)^{n-2} \mathrm{M}_{n}(R[v])+p^{N-2 n+5} \mathrm{M}_{n}(R \llbracket v \rrbracket) \tag{7}
\end{equation*}
$$

Finally let us recall the characterization of the Galois representations that contribute to $\mathcal{X} \leq \eta, \tau(\widetilde{z})$ : If $\bar{\rho} \in \mathcal{X} \leq \eta, \tau(\widetilde{z})(\mathbb{F})$, then its étale $\varphi$ module $\mathcal{M}_{\bar{\rho}}=\mathbb{V}_{K}^{*}\left(\left.\bar{\rho}\right|_{G_{K_{\infty}}}\right)$, cf. [LLHLMb, §5.5], admits a basis with respect to which the matrix of Frobenius belongs to $\widetilde{U}(\widetilde{z}, \leq \eta)(\mathbb{F}) \prod_{j \in \mathcal{J}} s_{j}^{-1} v^{\mu_{j}+\eta_{j}}$. We say that $\bar{\rho}$ has shape $\widetilde{z}$ with respect to $\tau$ if additionally the matrix of Frobenius belongs to $\prod_{j \in \mathcal{J}} \mathcal{I} \widetilde{z}^{(j)} \mathcal{I} s_{j}^{-1} v^{\mu_{j}+\eta_{j}}$. (Here $\mathcal{I}$ denotes the Iwahori subgroup of $\mathrm{GL}_{n}(\mathbb{F}((v)))$ corresponding to the Borel of upper triangular matrices.)

It follows from LLHLMb, Proposition 5.4.7] that any $\bar{\rho} \in \mathcal{X} \leq \eta, \tau(\mathbb{F})$ has a unique shape in $\operatorname{Adm}(\eta)$, which we denote by $\widetilde{w}(\bar{\rho}, \tau)^{*}$.

## 3. Finite height conditions

In this section, we describe $U(\widetilde{w}, \leq \eta)$ when $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ has colength one. Throughout this subsection $R$ denotes a Noetherian $\mathcal{O}$-flat $\mathcal{O}$-algebra, and we use the notation $u_{\beta}: \mathbb{G}_{a} \hookrightarrow w_{0} U w_{0}$ for the embedding to the $\beta$-entry for each $\beta \in \Phi^{-}$, where $U$ is the subgroup of upper triangular unipotent matrices in $\mathrm{GL}_{n}$. Moreover, given $A \in \operatorname{Mat}_{n}(R)$ and $\beta=\varepsilon_{i}-\varepsilon_{j} \in \Phi$, we write $A_{\beta}$ and $A_{\beta, \ell}$ for $A_{i j}$ and $a_{i k, \ell}$ respectively.
3.1. Finite height conditions: the first form. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape of the first form. Thus, by Proposition 2.1.2 and the definition of $\widetilde{w} \mapsto \widetilde{w}^{*}$, we have $\widetilde{w}=w s_{\alpha} t_{\eta} w^{-1}$, where $w \in W$ satisfies $w(\alpha)>0$ and $w(k)$ do not belong to the interval $\left(w\left(i_{0}\right), w\left(j_{0}\right)\right)$ for all $i_{0}<k<j_{0}$ if we set $\alpha=\alpha_{i_{0} j_{0}} \in \Phi^{+} \backslash \Delta$. For notational convenience we set $s \stackrel{\text { def }}{=} s_{\alpha}$ and $w^{\prime} \stackrel{\text { def }}{=} w s$.

With an eye towards the monodromy conditions, we introduce the following:
Definition 3.1.1. We say that a negative root $\beta \in \Phi^{-}$is bad (with respect to $\widetilde{w}$ ) if either one of the following holds:

- $\beta$ shares either the row or the column of $\alpha$;
- $\delta_{w(\beta)<0} \neq \delta_{w^{\prime}(\beta)<0}$.

Proposition 3.1.2. Let $A \in U(\widetilde{w}, \leq \eta)(R)$.
Then $A_{w\left(j_{0}\right) w\left(j_{0}\right)}=\left(w^{-1} A w\right)_{j_{0} j_{0}}=c(v+p)^{n-j_{0}}$ for some $c \in R$ and

$$
\begin{equation*}
s \cdot u_{-\alpha}(-c) \cdot\left(w^{-1} A w\right)=(v+p)^{\eta} \cdot V \tag{8}
\end{equation*}
$$

where $V$ is a lower triangular unipotent matrix whose entries are in $R[v]$.
Moreover, for each $\beta \in \Phi^{-}$the entry $V_{\beta}$ can be written as $v^{\kappa_{\beta}} \cdot f_{\beta}(v)$ for a polynomial $f_{\beta}(v) \in$ $R[v]$ of the form $\sum_{k} c_{\beta, k}(v+p)^{k}$ where
(1) if $\beta$ is bad then $\kappa_{\beta}=\delta_{w(\beta)<0}=0$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|+1$;
(2) if $\beta$ shares the row or the column of $\alpha$ but is not bad then $\kappa_{\beta}=\delta_{w(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<$ $\left|\left\langle\eta, \beta^{\vee}\right\rangle\right| ;$
(3) if $\beta$ shares the row of $-\alpha$ then $\kappa_{\beta}=\delta_{w^{\prime}(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|$;
(4) if $\beta$ shares the column of $-\alpha$ with $\beta \neq-\alpha$ then $\kappa_{\beta}=\delta_{w(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|-$ $\delta_{w(-\alpha)<w(\beta)<0}$;
(5) for all other roots $\beta \in \Phi^{-}, \kappa_{\beta}=\delta_{w(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|$.

Proof. It is easy to see that $\left(w^{-1} A w\right)_{j_{0} j_{0}}$ is a polynomial of degree less than $n-j_{0}+1$. Let $c \in R$ be the coefficient of $v^{n-j_{0}}$ in $\left(w^{-1} A w\right)_{j_{0} j_{0}}$, and set $C \stackrel{\text { def }}{=} s u_{-\alpha}(-c)\left(w^{-1} A w\right)$ as in (8). One can readily observe the following degree bounds:

- $\operatorname{deg}\left(C_{l l}\right) \leq n-l$ for all $1 \leq l \leq n$;
- for $\beta=\alpha_{l m} \in \Phi$ with $l, m \notin\left\{i_{0}, j_{0}\right\}, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-m-1$;
- for $\beta=\alpha_{i_{0} m} \in \Phi, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-m-1+\delta_{w^{\prime}(\beta)<0<w(\beta)}$;
- for $\beta=\alpha_{j_{0} m} \in \Phi, C_{\beta}=v^{\delta_{w^{\prime}(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-m-1$;
- for $\beta=\alpha_{l i_{0}} \in \Phi$ with $l \neq j_{0}, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-i_{0}-\delta_{w(\beta)<0}-$ $\delta_{w(\beta)>w(-\alpha)} ;$
- for $\beta=\alpha_{l j_{0}} \in \Phi, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-j_{0}-\delta_{w(\beta)>w(\alpha)}-\delta_{w(\beta)<0}$.

We will repeatedly use the finite height conditions in the following way:
(1) Assume that the right-bottom block of $C$ of size $k \times k$ is of the following form

$$
\left(\begin{array}{ccc}
C_{(n+1-k)(n+1-k)} & \cdots & 0 \\
\vdots & \ddots & 0 \\
C_{n(n+1-k)} & \cdots & C_{n n}
\end{array}\right)
$$

and that $(v+p)^{n-l} \mid C_{l m}$ if $C_{l m}$ is sitting on the $(k \times k)$-block above;
(2) For $l$ and $m$ with $1 \leq l, m \leq n-k$, assume that the $(k+1) \times(k+1)$-submatrix determined by $C_{l m}$ and the $k \times k$-block above is also lower-triangular;
(3) By applying the finite height condition $\left.(v+p)^{\frac{k(k+1)}{2}} \right\rvert\,((k+1) \times(k+1)$-minors) to the $(k+1) \times(k+1)$-submatrix above, we conclude that $(v+p)^{n-k} \mid C_{l m}$.
We first show that the finite height condition on $C$ implies that the right-bottom $\left(n-i_{0}+1\right) \times$ $\left(n-i_{0}+1\right)$-block of $C$ is as described in the statements. This can be proved by induction together with the degree bounds as follows. It is clear that $C_{\beta}=0$ for $\beta=\alpha_{l n}$ if $l<n$, by the degree bounds. Now by inductively using items (1), (2), (3) above we conclude that the right-bottom $\left(n-i_{0}+1\right) \times\left(n-i_{0}+1\right)$-block of $C$ is as described in the statements. Moreover, it is also immediate that $C_{l m}=0$ if $1 \leq l<m$ and $j_{0}<m \leq n$ and that $(v+p)^{n-l} \mid C_{l m}$ if $i_{0} \leq l \leq n$ and $1 \leq m \leq l$, by inductively using items (11), (2), (3) above.

We now check that $C_{\beta}=0$ if $\beta=\alpha_{l m}$ with $1 \leq l<i_{0}$ and $l<m \leq j_{0}$. Note that we can not, in general, conclude $C_{l j_{0}}=0$ from the fact $(v+p)^{n-j_{0}} \mid C_{l j_{0}}$ induced from items (1), (2), (3) above for $1 \leq l<i_{0}$, since the degree bound of the polynomial $C_{l j_{0}}$ is one higher than usual if $w\left(i_{0}\right)<w(l)<w\left(j_{0}\right)$. Let $\beta=\alpha_{l j_{0}}$ be such a root, and assume that the right-bottom $(n-l) \times(n-l)$-block of $C$ is as described in the statements. By items (1), (2), (3) and the degree bound, we may let $C_{\beta}=x(v+p)^{n-j_{0}}$ for $x \in R$. Consider $C^{\prime} \stackrel{\text { def }}{=} u_{\beta}(-x) C$. Then we have $C_{\beta}^{\prime}=0$, and, moreover, the finite height condition together with the degree bounds implies that $C_{l m}^{\prime}=0$ for all $i_{0} \leq m<j_{0}$. In particular, we have

$$
C_{l i_{0}}^{\prime}=C_{l i_{0}}-x C_{-\alpha}=0
$$

By looking at the constant part of $C_{i_{0}}^{\prime}$, which is the same as the constant part of $-x C_{-\alpha}$ as $v \mid C_{l i_{0}}$, we have $p^{\left|\left\langle\eta,-\alpha^{\vee}\right\rangle\right|-1} x c_{-\alpha}=0$ in $R$ where we let $p^{\left|\left\langle\eta,-\alpha^{\vee}\right\rangle\right|-1} c_{-\alpha}$ be the constant part of $C_{-\alpha}$. On the other hand, by Lemma $3.1 .6 c_{-\alpha}$ is a unit in $R\left[\frac{1}{p}\right]$, so that we conclude that $x=0$. (Note that to prove Lemma 3.1 .6 we only used the fact that the right-bottom $\left(n-i_{0}+1\right) \times\left(n-i_{0}+1\right)$-block of $C$ is as described in the statements, which is already proved in the previous paragraph.) Now by repeatedly using items (1), (2), (3) above together with the degree bounds, we conclude that $C_{l m}=0$ if $l<m \leq j_{0}$. Repeating this argument, we conclude that $C_{\beta}=0$ if $\beta=\alpha_{l m}$ with $1 \leq l<i_{0}$ and $l<m \leq j_{0}$ and that $(v+p)^{n-l} \mid C_{l m}$ if $1 \leq m \leq l \leq n$.

Finally, we point out that we have $\left(w^{-1} A w\right)_{j_{0} j_{0}}=c(v+p)^{n-j_{0}}$, which can be readily seen during the induction steps due to the degree bound. This completes the proof.

For the rest of this subsection, we observe some necessary properties of $\kappa_{\beta} \in\{0,1\}$, defined in Proposition 3.1.2, as well as some identities of the coefficients of $V$ from the finite height conditions. We first fix some notation:

- For $\beta \in \Phi^{-}$, we write $\mathfrak{D}_{\beta}$ for the set of the decompositions $\left(\beta_{1}, \beta_{2}\right)$ of $\beta$ into two negative roots with $\beta_{1}$ sharing the column of $\beta$ (and $\beta_{2}$ sharing the row of $\beta$ ).
- For a bad root $\beta \in \Phi^{-}$, we write $\mathfrak{A}_{\beta}$ for the set $\left\{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta} \mid \kappa_{\beta}=\kappa_{\beta_{1}}+\kappa_{\beta_{2}}\right\}$.

The following are immediate consequences of Proposition 3.1.2, which will be frequently used:

- if $\beta$ shares the row of $\alpha$ then we have $\kappa_{\beta}=\kappa_{s(\beta)}$;
- if $\beta$ is a bad root sharing the column of $\alpha$ then $\operatorname{deg}\left(v^{-\kappa_{s(\beta)}} V_{s(\beta)}\right)<\left|\left\langle\eta, s(\beta)^{\vee}\right\rangle\right|-1$ and $\kappa_{s(\beta)}=1+\kappa_{\beta} ;$
- if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}$ then $\kappa_{\beta_{1}}+\kappa_{\beta_{2}}=1$;
- $\kappa_{-\alpha}=0$.

Lemma 3.1.3. Let $\beta=\alpha_{l m} \in \Phi^{-}$. Then if $l \leq j_{0}$ or $m>i_{0}$ then $\kappa_{\beta}$ is subadditive, i.e., $\kappa_{\beta} \leq \kappa_{\beta_{1}}+\kappa_{\beta_{2}}$ for all $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$.

Moreover, if $\beta$ has a decomposition $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ with $\kappa_{\beta}>\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$ then

- $l>j_{0}$ and $m \leq i_{0}$;
- $\kappa_{\beta}=1$ and $\kappa_{\beta_{1}}=\kappa_{\beta_{2}}=0$;
- $\beta_{1}$ shares the row of $-\alpha$ such that $\beta_{2}$ is bad and either $s\left(\beta_{1}\right)$ is bad or $\beta_{1}=-\alpha$.

Proof. One can readily observe that

- if $\beta=\alpha_{l m}$ with $l \notin\left\{i_{0}, j_{0}\right\}$ then $\kappa_{\beta}=\delta_{w(\beta)<0}$;
- if $\beta=\alpha_{i_{0} m}$ then $\kappa_{\beta}=\delta_{w(\beta)<0}$;
- if $\beta=\alpha_{j_{0} m}$ then $\kappa_{\beta}=\delta_{w^{\prime}(\beta)<0}$.

The first part follows from combining these three observations together with the fact $\delta_{w(\beta)<0} \leq$ $\delta_{w\left(\beta_{1}\right)<0}+\delta_{w\left(\beta_{2}\right)<0}$ if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$, case by case.

For the second part, if $\beta$ has a decomposition $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ with $\kappa_{\beta}>\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$ then it is easy to see that $\beta_{1}$ shares the row of $-\alpha$, and so if $\beta_{1} \neq-\alpha$ then we have $w^{\prime}\left(\beta_{1}\right)>0$ and $w\left(\beta_{1}\right)<0$ and so $s\left(\beta_{1}\right)$ is bad. $\beta_{2}$ is also bad, as $w^{\prime}\left(\beta_{2}\right)<0$.

Lemma 3.1.4. Let $\beta \in \Phi^{-}$be a bad root sharing the row of $\alpha$. Then the map $\left(\beta_{1}, \beta_{2}\right) \mapsto$ $\left(\beta_{1}, s\left(\beta_{2}\right)\right)$ gives rise to a bijection between the following sets:

- the set $\mathfrak{A}_{\beta}$;
- the set of elements $\left(\beta_{1}, \beta_{2}\right)$ of $\mathfrak{A}_{s(\beta)}$ with $\beta_{2} \neq-\alpha$.

Moreover, $\beta_{2} \in \Phi^{-}$is bad if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}$.

Proof. For $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ it is easy to see that $\kappa_{\beta}=\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$, if and only if $\kappa_{\beta_{1}}=0=\kappa_{\beta_{2}}$, if and only if $w\left(\beta_{1}\right)>0, w\left(\beta_{2}\right)>0$, and $w^{\prime}\left(\beta_{2}\right)<0$, if and only if $\kappa_{\beta_{1}}=0=\kappa_{s\left(\beta_{2}\right)}$, if and only if $\kappa_{s(\beta)}=\kappa_{\beta_{1}}+\kappa_{s\left(\beta_{2}\right)}$. Moreover, if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}$ then $w\left(\beta_{2}\right)>0$ and $w^{\prime}\left(\beta_{2}\right)<0$, and so $\beta_{2}$ is bad. This completes the proof.
Lemma 3.1.5. Let $\beta \in \Phi^{-}$be a root sharing the column of $\alpha$. If $\beta$ is bad then the map $\left(\beta_{1}, \beta_{2}\right) \mapsto$ $\left(s\left(\beta_{1}\right), \beta_{2}\right)$ gives rise to a bijection between the following sets:

- the set $\mathfrak{A}_{\beta}$;
- the set of elements $\left(\beta_{1}, \beta_{2}\right)$ of $\mathfrak{A}_{s(\beta)}$ such that $s\left(\beta_{1}\right)$ is bad.

Moreover, if $\beta$ is not bad and $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{s(\beta)}$ then $s\left(\beta_{1}\right)$ is not bad.
Proof. Assume $\beta$ is bad. Then we have $\kappa_{\beta}=0$ and $\kappa_{s(\beta)}=1$. Also, for $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ it is easy to see that $\kappa_{s(\beta)}=\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$ and $s\left(\beta_{1}\right)$ is bad, if and only if $\kappa_{\beta_{1}}=1, \kappa_{s\left(\beta_{1}\right)}=0$, and $\kappa_{\beta_{2}}=0$, if and only if $\kappa_{\beta}=\kappa_{s\left(\beta_{1}\right)}+\kappa_{\beta_{2}}$. This completes the proof of the first part.

For the second part, it is clear if $\kappa_{\beta}=0$. If $\kappa_{\beta}=1$ then $\kappa_{s(\beta)}=1$ as $\beta$ is not bad, and so we have either $\kappa_{\beta_{2}}=1$ or $\kappa_{\beta_{1}}=1$. If $\kappa_{\beta_{2}}=1$ then $\kappa_{\beta_{1}}=0$ and so $s\left(\beta_{1}\right)$ is not bad. If $\kappa_{\beta_{2}}=0$ then $\kappa_{\beta_{1}}=1$ and $\kappa_{s\left(\beta_{1}\right)}=1$, and so $s\left(\beta_{1}\right)$ is not bad. This completes the proof.

For each $\beta \in \Phi^{-}$, let $c_{\beta}$ be the coefficient of $v^{\kappa_{\beta}}$ in $V_{\beta}$. For each $\beta=\alpha_{l m} \in \Phi^{-}$with either $l \leq j_{0}$ or $i_{0} \leq m$, let $c_{\beta}^{2}$ be the coefficient of $v^{\kappa_{\beta}-1}$ (resp. $v^{\kappa_{\beta}}$ ) in $V_{\beta}^{2}$ if $l>j_{0}$ and $m=i_{0}$ (resp. otherwise), where $V^{\imath} \stackrel{\text { def }}{=} V^{-1}$.
Lemma 3.1.6. If $\beta$ is a bad root sharing the row of $\alpha$ then

$$
c_{\beta} \cdot p^{\left|\eta \eta, \alpha^{\vee}\right\rangle \mid}=-c \cdot c_{s(\beta)} .
$$

Moreover, we have $-c \cdot c_{-\alpha}=p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}$.
Proof. This is immediate from the elementary operations in (8) together with the finite height conditions. For instance, we have $C_{i_{0}, i_{0}}=v(v+p)^{n-i_{0}-1}-c C_{-\alpha}=(v+p)^{n-i_{0}}$ where $C$ is defined in the proof of Proposition 3.1.2. Now, extracting the constant term of the identity we get $-c \cdot c_{-\alpha}=p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}$.

Lemma 3.1.7. Let $\beta \in \Phi^{-}$be a bad root.
(1) If $\beta \in \Phi^{-}$is sharing the row of $\alpha$ then we have

$$
c_{s(\beta)}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} c_{s\left(\beta_{2}\right)} c_{\beta_{1}}^{2}+c_{-\alpha} c_{\beta}^{2}+c_{s(\beta)}^{2}=0 .
$$

(2) If $\beta \in \Phi^{-}$is sharing the column of $\alpha$ then we have

$$
c_{\beta} c_{-\alpha}^{\imath}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} c_{\beta_{2}} c_{s\left(\beta_{1}\right)}^{2}+c_{s(\beta)}^{\imath}=0 .
$$

Proof. (1) follows immediately from Lemma 3.1 .4 and Lemma 3.1.3, by extracting the constant term in the equation $\left(V \cdot V^{2}\right)_{s(\beta)}=0$.

It is immediate that if $\beta^{\prime} \in \Phi^{-}$with $\beta^{\prime} \neq-\alpha$ shares the column of $-\alpha$ and $s\left(\beta^{\prime}\right)$ is not bad, then the coefficient of $v^{\kappa_{\beta^{\prime}}-1}$ in $V_{\beta^{\prime}}^{2}$ vanishes, as $\kappa_{\beta^{\prime}}$ is subadditive if $s\left(\beta^{\prime}\right)$ is not bad. This result together with Lemma 3.1 .5 and Lemma 3.1 .3 implies (2), by extracting the constant term in the equation $\left(V \cdot V^{\imath}\right)_{s(\beta)}=0$.
3.2. Finite height conditions: the second form. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape of the second form. Write $\widetilde{w}=w s_{\alpha} t_{\eta-\alpha} w^{-1}$ where $w \in W$ satisfies $w(\alpha)<0$ and $w\left(j_{0}\right)<w(k)<$ $w\left(i_{0}\right)$ for all $i_{0}<k<j_{0}$ if we set $\alpha=\alpha_{i_{0} j_{0}} \in \Phi^{+} \backslash \Delta$. For notational convenience we set $w^{\prime} \xlongequal{\text { def }} w s_{\alpha}$ and $s \stackrel{\text { def }}{=} s_{\alpha}$, so that we may write $\widetilde{w}=w^{\prime} t_{\eta-\alpha} s w^{\prime-1}$.

With an eye towards applying the monodromy conditions, we introduce the following:
Definition 3.2.1. We say that a negative root $\beta \in \Phi^{-}$is bad (with respect to $\widetilde{w}$ ) if

- $\beta$ shares either the row or the column of $\alpha$;
- $\beta$ satisfies $\delta_{w(\beta)<0}=\delta_{w^{\prime}(\beta)<0}$.

Proposition 3.2.2. Let $A \in U(\widetilde{w}, \leq \eta)(R)$.
Then $A_{w^{\prime}\left(i_{0}\right) w^{\prime}\left(i_{0}\right)}=\left(w^{\prime-1} A w^{\prime}\right)_{i_{0} i_{0}}=c(v+p)^{n-j_{0}}$ for some $c \in R$ and

$$
\begin{equation*}
u_{\alpha}(-c) \cdot v^{\varepsilon_{i}} \cdot\left(w^{\prime-1} A w^{\prime}\right) \cdot s=(v+p)^{\eta} \cdot V^{\prime} \tag{9}
\end{equation*}
$$

where $V^{\prime}$ is a lower triangular matrix whose entries are in $R[v]$.
Moreover, $V \stackrel{\text { def }}{=} v^{-\varepsilon_{j_{0}}} \cdot V^{\prime}$ is unipotent, and for each $\beta \in \Phi^{-}$the entry $V_{\beta}^{\prime}$ can be written as $v^{\kappa_{\beta}^{\prime}} \cdot f_{\beta}(v)$ for a polynomial $f_{\beta}(v) \in R[v]$ of the form $\sum_{k} c_{\beta, k}(v+p)^{k}$ where
(1) if $\beta$ is bad then $\kappa_{\beta}^{\prime}=\delta_{w^{\prime}(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|+1$;
(2) if $\beta$ shares the row or the column of $\alpha$ but is not bad then $\kappa_{\beta}^{\prime}=1+\delta_{w^{\prime}(\beta)<0}=\delta_{w(\beta)<0}=1$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|$;
(3) if $\beta$ shares the column of $-\alpha$ then $\kappa_{\beta}^{\prime}=\delta_{w(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|-\delta_{w(\beta)>w^{\prime}(\alpha)}-$ $\delta_{w(\beta)<0} ;$
(4) for all other roots $\beta \in \Phi^{-}, \kappa_{\beta}^{\prime}=\delta_{w^{\prime}(\beta)<0}$ and $\operatorname{deg}\left(f_{\beta}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|$.

Proof. It is easy to see that $\left(w^{\prime-1} A w^{\prime}\right)_{i_{0} i_{0}}$ is a polynomial of degree less than $n-j_{0}+1$. Let $c \in R$ be the coefficient of $v^{n-j_{0}}$ in $\left(w^{\prime-1} A w^{\prime}\right)_{i_{0} i_{0}}$, and set $C \stackrel{\text { def }}{=} u_{\alpha}(-c) v^{\varepsilon_{i_{0}}}\left(w^{\prime-1} A w^{\prime}\right) s$ as in (9). One can readily observe the following degree bound:

- $\operatorname{deg}\left(C_{l l}\right) \leq n-l$ if $l \neq j_{0}$, and $\operatorname{deg}\left(C_{j_{0} j_{0}}\right) \leq n-l+1$ and $C_{j_{0} j_{0}} \in v R[v] ;$
- for $\beta=\alpha_{l m} \in \Phi$ with $l \neq i_{0}$ and $m \notin\left\{i_{0}, j_{0}\right\}, C_{\beta}=v^{\delta_{w^{\prime}(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-m-1$;
- for $\beta=\alpha_{l i_{0}} \in \Phi, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-i_{0}-1-\delta_{w(\beta)>w^{\prime}(\alpha)}-\delta_{w(\beta)<0}$;
- for $\beta=\alpha_{l j_{0}} \in \Phi$ with $\beta \neq \alpha, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-j_{0}+1-\delta_{w(\beta)>w^{\prime}(-\alpha)}-$ $\delta_{w(\beta)<0}$;
- for $\beta=\alpha_{i_{0} m} \in \Phi, C_{\beta}=v^{\delta_{w(\beta)<0}} f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-m$ if $\beta \neq \alpha$, and $C_{\alpha}=v f_{\beta}(v)$ with $\operatorname{deg}\left(f_{\beta}\right) \leq n-j_{0}$.
Now, the rest of the proof is similar to Proposition 3.1.2, and we leave the details for the reader.
For the rest of this subsection, we observe some necessary properties of $\kappa_{\beta}^{\prime} \in\{0,1\}$, defined in Proposition 3.2.2, as well as some identities of the coefficients of $V^{\prime}$ (and so of $V$ as well) from the finite height conditions. We first fix some notation:
- For $\beta \in \Phi^{-}$, we write $\mathfrak{D}_{\beta}$ for the set of the decompositions $\left(\beta_{1}, \beta_{2}\right)$ of $\beta$ into two negative roots with $\beta_{1}$ sharing the column of $\beta$ (and $\beta_{2}$ sharing the row of $\beta$ ).
- For a bad root $\beta \in \Phi^{-}$, we write $\mathfrak{A}_{\beta}$ for the set $\left\{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta} \mid \kappa_{\beta}^{\prime}=\kappa_{\beta_{1}}^{\prime}+\kappa_{\beta_{2}}^{\prime}\right\}$.
- To describe the bottom degrees of each entry of $V$, we set $\kappa_{\beta} \stackrel{\text { def }}{=} \kappa_{\beta}^{\prime}-1$ if $\beta \in \Phi^{-}$shares the row of $-\alpha$, and $\kappa_{\beta} \stackrel{\text { def }}{=} \kappa_{\beta}^{\prime}$ otherwise.
The following are immediate consequences of Proposition 3.2 .2 , which will be frequently used:
- if $\beta$ is bad then we have $\kappa_{\beta}^{\prime}=\kappa_{s(\beta)}^{\prime}$;
- if $\beta$ is a bad root sharing the column of $\alpha$ then $\operatorname{deg}\left(v^{-\kappa_{s(\beta)}^{\prime}} V_{s(\beta)}^{\prime}\right)<\left|\left\langle\eta, s(\beta)^{\vee}\right\rangle\right|-1$;
- if $\beta=\alpha_{j_{0} m}$ with $i_{0}<m \leq j_{0}$ then $\kappa_{\beta}^{\prime}=1$;
- if $\beta=\alpha_{l i_{0}}$ with $i_{0}<l \leq j_{0}$ then $\kappa_{\beta}^{\prime}=0$, and, in particular, $\kappa_{-\alpha}=-1$.

Lemma 3.2.3. Let $\beta=\alpha_{l m} \in \Phi^{-}$. Then $\kappa_{\beta}^{\prime}$ is subadditive, i.e. $\kappa_{\beta}^{\prime} \leq \kappa_{\beta_{1}}^{\prime}+\kappa_{\beta_{2}}^{\prime}$ for all $\left(\beta_{1}, \beta_{2}\right) \in$ $\mathfrak{D}_{\beta}$.

Moreover, if $\beta$ has a decomposition $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ with $\kappa_{\beta}>\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$ then

- $l>j_{0}$ and $m \leq i_{0}$;
- $\beta_{1}$ shares the row of $-\alpha$ such that $\beta_{2}$ is bad and either $s\left(\beta_{1}\right)$ is bad or $\beta_{1}=-\alpha$.

Proof. The proof is very similar to Lemma 3.1.3. Observe that

- if $\beta=\alpha_{l m}$ with $l \neq i_{0}$ and $m \notin\left\{i_{0}, j_{0}\right\}$ then $\kappa_{\beta}^{\prime}=\delta_{w^{\prime}(\beta)<0}$;
- if $\beta=\alpha_{l m}$ with $m \in\left\{i_{0}, j_{0}\right\}$ then $\kappa_{\beta}^{\prime}=\delta_{w(\beta)<0}$;
- if $\beta=\alpha_{i_{0} m}$ then $\kappa_{\beta}^{\prime}=\delta_{w(\beta)<0}$.

The subadditivity of $\kappa_{\beta}^{\prime}$ follows from combining the three observations above together with the fact $\delta_{w^{\prime}(\beta)<0} \leq \delta_{w^{\prime}\left(\beta_{1}\right)<0}+\delta_{w^{\prime}\left(\beta_{2}\right)<0}$ if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$. The subadditivity of $\kappa_{\beta}$ when $l \leq j_{0}$ or $i_{0}<m$ also easily follows from the subadditivity of $\kappa_{\beta}^{\prime}$ together with the colength one property of $w$.

Assume that $\beta$ has a decomposition $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ with $\kappa_{\beta}>\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$. Then as $\kappa_{\beta}^{\prime}$ is subadditive and $\kappa_{\beta}$ is subadditive if $m>i_{0}$, we see that $\beta_{1}$ shares the row of $-\alpha$ and so $\beta_{2}$ shares the column of $\alpha$. It is also easy to see that $\beta_{2}$ is $\operatorname{bad}$, and $s\left(\beta_{1}\right)$ is bad if $\beta_{1} \neq-\alpha$.

Lemma 3.2.4. Let $\beta \in \Phi^{-}$be a bad root sharing the row of $\alpha$. Then the map $\left(\beta_{1}, \beta_{2}\right) \mapsto$ $\left(\beta_{1}, s\left(\beta_{2}\right)\right)$ gives rise to a bijection between the following sets:

- the set $\mathfrak{A}_{\beta}$;
- the set of elements $\left(\beta_{1}, \beta_{2}\right)$ of $\mathfrak{A}_{s(\beta)}$ with $\beta_{2} \neq-\alpha$.

Moreover, $\beta_{2} \in \Phi^{-}$is bad if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}$.
Proof. The argument is very similar to Lemma 3.1.4. We leave the details for the reader.
Lemma 3.2.5. Let $\beta \in \Phi^{-}$be a root sharing the column of $\alpha$. If $\beta$ is bad then the map $\left(\beta_{1}, \beta_{2}\right) \mapsto$ $\left(s\left(\beta_{1}\right), \beta_{2}\right)$ gives rise to a bijection between the following sets:

- the set $\mathfrak{A}_{\beta}$;
- the set of elements $\left(\beta_{1}, \beta_{2}\right)$ of $\mathfrak{A}_{s(\beta)}$ such that $s\left(\beta_{1}\right)$ is bad.

Moreover, if $\beta$ is not bad and $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{s(\beta)}$ then $s\left(\beta_{1}\right)$ is not bad.
Proof. The argument is very similar to Lemma 3.1.5. We leave the details for the reader.
For each $\beta \in \Phi^{-}$, let $c_{\beta}$ be the coefficient of $v^{\kappa_{\beta}^{\prime}}$ in $V_{\beta}^{\prime}$. For each $\beta=\alpha_{l m} \in \Phi^{-}$with either $l \leq j_{0}$ or $i_{0} \leq m$, let $c_{\beta}^{\imath}$ be the coefficient of $v^{\kappa_{\beta}^{\prime}-1}$ (resp. $v^{\kappa_{\beta}^{\prime}}$ ) in $V_{\beta}^{\imath}$ if either $l=j_{0}$ or $l>j_{0}$ and $m=i_{0}$ (resp. otherwise), where $V^{\imath} \stackrel{\text { def }}{=} V^{-1}$.

Lemma 3.2.6. If $\beta$ is a bad root sharing the row of $\alpha$ then

$$
c_{\beta} \cdot p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}=-c \cdot c_{s(\beta)}
$$

Moreover, we have $-c \cdot c_{-\alpha}=p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}$.

Proof. The same argument as in Lemma 3.1.6 also works, using the elementary operations in (9) together with the finite height conditions.

Lemma 3.2.7. Let $\beta \in \Phi^{-}$be a bad root
(1) If $\beta \in \Phi^{-}$is sharing the row of $\alpha$ then we have

$$
c_{s(\beta)}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} c_{s\left(\beta_{2}\right)} c_{\beta_{1}}^{\imath}+c_{-\alpha} c_{\beta}^{\imath}+c_{s(\beta)}^{\imath}=0 .
$$

(2) If $\beta \in \Phi^{-}$is sharing the column of $\alpha$ then we have

$$
c_{\beta} c_{-\alpha}^{\imath}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} c_{\beta_{2}} c_{s\left(\beta_{1}\right)}^{\imath}+c_{s(\beta)}^{\imath}=0
$$

Proof. The proof is similar to that of Lemma 3.1.7. The only difference is that we use Lemma 3.2 .4 , Lemma 3.2.3, and Lemma 3.2.5 instead of Lemma 3.1.4, Lemma 3.1.3, and Lemma 3.1.5, respectively.
3.3. Description of $U(\widetilde{w}, \leq \eta)$ in colength one. Let $V$ be the matrix introduced at Proposition 3.1.2 or at Proposition 3.2.2. For each $\beta \in \Phi^{-}$, we let $m_{\beta} \stackrel{\text { def }}{=}\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|-1$, and recall that the entry $V_{\beta}$ is of the form

$$
v^{\kappa_{\beta}} \sum_{k=0}^{m_{\beta}^{\prime}} c_{\beta, k}(v+p)^{k}
$$

where

$$
m_{\beta}^{\prime}= \begin{cases}m_{\beta}+1 & \text { if } \beta \text { is bad; }  \tag{10}\\ m_{\beta}-1 & \text { if } \beta \text { shares the column of }-\alpha \text { such that } s(\beta) \in \Phi^{-} \text {is bad; } \\ m_{\beta} & \text { otherwise }\end{cases}
$$

Proposition 3.3.1. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape. Then there is a closed immersion

$$
U(\widetilde{w}, \leq \eta) \hookrightarrow \operatorname{Spec} \mathcal{O}\left[\left\{c_{\beta, k} \mid \beta \in \Phi^{-} \text {and } 0 \leq k \leq m_{\beta}^{\prime}\right\} \cup\{c\}\right]
$$

Proof. This is immediate from Propositions 3.1.2 and 3.2.2.

## 4. Monodromy conditions

In this section, we induce certain identities and properties, that will be necessary to describe $U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)$ for $\mathbf{a} \in \mathcal{O}^{n}$ when $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ is of colength one. Throughout this section, by $R$ we mean a Noetherian $\mathcal{O}$-flat $\mathcal{O}$-algebra. We keep the notation of $\S 3$.

We fix some notation. Set $\gamma_{\beta} \stackrel{\text { def }}{=} \kappa_{\beta}+m_{\beta}^{\prime}$, where $m_{\beta}^{\prime}$ is defined in 10 . For each $\beta \in \Phi^{-}$, we write $\mathbf{F}_{\geq \beta}$ (resp. $\mathbf{F}_{>\beta}$ ) for the free $\mathbb{Z}$-module generated by the monomials $c_{\beta_{1}, k_{1}} \cdots c_{\beta_{s}, k_{s}}$ for all non-negative integers $k_{1}, \cdots, k_{s}$ with $\sum_{i=1}^{s} k_{i} \leq \gamma_{\beta}+1$ and for all negative roots $\beta_{1}, \cdots, \beta_{s}$ with $\beta=\beta_{1}+\cdots+\beta_{s}$ (resp. with $\beta=\beta_{1}+\cdots+\beta_{s}$ and $s>1$ ). For $\beta^{\prime} \in \Phi^{-}$with $\beta^{\prime}>\beta$ we write $\mathbf{F}_{>\beta}^{\beta^{\prime}}$ for the submodule of $\mathbf{F}_{>\beta}$ generated by the monomials $c_{\beta_{1}, k_{1}} \cdots c_{\beta_{s}, k_{s}}$ with $\beta_{i} \neq \beta^{\prime}$ for all $i$. We will consider all of these free $\mathbb{Z}$-modules as submodules of the ring $\mathcal{O}(U(\widetilde{w}, \leq \eta))$ via the closed immersion of Proposition 3.3.1. Finally, if $A \in U(\widetilde{w}, \leq \eta)(R)$, we abuse notation and write $\mathbf{F}_{\geq \beta}$, $\mathbf{F}_{>\beta}, \mathbf{F}_{>\beta}^{\beta^{\prime}}$ for the image in $R[v]$ (via the map $\mathcal{O}(U(\widetilde{w}, \leq \eta)) \rightarrow R$ corresponding to $A$ ) of the free $\mathbb{Z}$-modules above.

Let $A \in U(\widetilde{w}, \leq \eta)(R)$, and let $V$ be the corresponding matrix obtained by Proposition 3.1.2 (resp. by Proposition 3.2.2) if $\widetilde{w}$ is of the first form (resp. if $\widetilde{w}$ is of the second form). Then an elementary computation shows that $A \in U^{\mathrm{nv}}\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)(R)$ if and only if for each $\beta \in \Phi^{-}$

$$
\begin{equation*}
V_{\beta}^{\sharp} \stackrel{\text { def }}{=}\left(\nabla_{\mathbf{a}_{w}} V\right)_{\beta}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}}\left(\nabla_{\mathbf{a}_{w}} V\right)_{\beta_{2}} V_{\beta_{1}}^{\imath} \in(v+p)^{m_{\beta}} \mathrm{M}_{n}(R[v]) \tag{11}
\end{equation*}
$$

where $\mathbf{a}_{w} \in \mathcal{O}^{n}$ satisfies $w\left(\mathbf{a}_{w}\right)=\mathbf{a}$. Throughout this subsection, we assume (11) holds for all $\beta \in \Phi^{-}$, and write $\nabla$ for $\nabla_{\mathbf{a}_{w}}$ to lighten the notation.
4.1. Monodromy conditions: the first form. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape of the first form (described in Proposition 2.1.2), and keep the notation of $\$ 3.1$. In particular, we keep the notation of Proposition 3.1.2.

Lemma 4.1.1. Let $\beta=\alpha_{l m} \in \Phi^{-}$with $l \leq j_{0}$ or $i_{0} \leq m$. Then we have
(1) if $\beta$ is not bad then

$$
V_{\beta}^{\sharp} \in v^{\widetilde{\kappa}_{\beta}}(v+p)^{m_{\beta}}\left(X_{\beta}+\mathbf{F}_{>\beta}\right)
$$

where $X_{\beta}=\left(m_{\beta}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}}$ and

$$
\widetilde{\kappa}_{\beta} \stackrel{\text { def }}{=} \begin{cases}\kappa_{\beta} & \text { if either } l \leq j_{0}, i_{0}<m, \text { or } i_{0}=m \text { and } s(\beta) \in \Phi^{-} \text {is not bad; } \\ \kappa_{\beta}-1 & \text { if } i_{0}=m \text { and } s(\beta) \in \Phi^{-} \text {is bad, }\end{cases}
$$

(2) if $\beta$ is bad then

$$
V_{\beta}^{\sharp} \in v^{\kappa_{\beta}}(v+p)^{m_{\beta}}\left(Y_{\beta}+v X_{\beta}+\mathbf{F}_{>\beta}\right)
$$

where

$$
\left\{\begin{aligned}
X_{\beta} & =\left(m_{\beta}^{\prime}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}} \\
Y_{\beta} & =\left(m_{\beta}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle+m_{\beta}+\kappa_{\beta}\right) c_{\beta, m_{\beta}}+p\left(\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}}
\end{aligned}\right.
$$

Proof. Assume that $\beta=\alpha_{l m} \in \Phi^{-}$is not bad. If either $l \leq j_{0}, i_{0}<m$, or $i_{0}=m$ and $s(\beta)$ is not bad then by Proposition 3.1 .2 together with Lemma 3.1.3 it is routine to check the equation in (1). If $l>j_{0}, i_{0}=m$, and $s(\beta) \in \Phi^{-}$is bad then $\kappa_{\beta}$ is not subadditive and $\operatorname{deg}\left(V_{\beta} / v^{\kappa_{\beta}}\right)<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|-1$ by part (3) of Proposition 3.1 .2 , and so $v^{\kappa_{\beta}} \nmid \sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{P}_{\beta}}(\nabla V)_{\beta_{2}} V_{\beta_{1}}^{\imath}$ while $v^{\kappa_{\beta}} \mid(\nabla V)_{\beta}$. Hence, in this case we get the equation in (1) with $\widetilde{\kappa}_{\beta}=\kappa_{\beta}-1$ in the equation.

Assume that $\beta$ is bad. By part (1) of Proposition 3.1.2, $\operatorname{deg} V_{\beta}<\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|+1$ (as $\kappa_{\beta}=0$ ) and $\kappa_{\beta}$ is subadditive, and so we get the equation in (2).

For $\beta \in \Phi^{-}$and for each integer $s \geq 1$, we set $I_{\beta, s}$ to be the set of the tuples of negative roots $\left(\beta_{1}, \beta_{2}, \cdots, \beta_{s}\right)$ such that

- $\beta=\beta_{1}+\beta_{2}+\cdots+\beta_{s}$ and $\beta_{1}$ shares the column of $\beta$;
- $\beta_{i}+\beta_{i+1} \in \Phi^{-}$for $i \in\{1, \cdots, s-1\}$;
- $\sum_{i=1}^{s} \delta_{w\left(\beta_{i}\right)<0}=s-\delta_{w(\beta)>0}$.

Moreover, we set

$$
I_{\beta} \stackrel{\text { def }}{=} \bigcup_{s \geq 1} I_{\beta, s}
$$

Lemma 4.1.2. Let $\beta \in \Phi^{-}$with $\beta \geq-\alpha$.
(1) If $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ then $\gamma_{\beta} \geq \gamma_{\beta_{1}}+\gamma_{\beta_{2}}$;
(2) $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ satisfies $\gamma_{\beta}=\gamma_{\beta_{1}}+\gamma_{\beta_{2}}$ if and only if $\kappa_{\beta}<\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$.

In particular, if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}$ then $\gamma_{\beta_{1}}+\gamma_{\beta_{2}}=\gamma_{-\alpha}$, $\operatorname{deg} V_{\beta_{1}}^{\imath}=\gamma_{\beta_{1}}=m_{\beta_{1}}+\kappa_{\beta_{1}}$, and

$$
\frac{1}{\left(\gamma_{\beta_{1}}\right)!} \frac{d^{\gamma_{\beta_{1}}} V_{\beta_{1}}^{\imath}}{d v^{\gamma_{\beta_{1}}}}=\sum_{\left(\beta_{1}^{\prime}, \cdots, \beta_{s}^{\prime}\right) \in I_{\beta_{1}}}(-1)^{\ell+j_{0}-s} c_{\beta_{1}^{\prime}, m_{\beta_{1}^{\prime}}} c_{\beta_{2}^{\prime}, m_{\beta_{2}^{\prime}}} \cdots c_{\beta_{s}^{\prime}, m_{\beta_{s}^{\prime}}}
$$

where $\beta_{1}=\alpha_{\ell i_{0}}$.
Proof. Recall that $\gamma_{\beta}$ indicates the degree of $V_{\beta}$. By definition of $w, \kappa_{\beta}=\kappa_{s(\beta)}$ if either $\beta=\alpha_{l i_{0}}$ with $i_{0}<l<j_{0}$ or $\beta=\alpha_{i_{0} m}$ with $i_{0}<m<j_{0}$. Now it is easy to check (1) and (2) case by case.

For the second part, let $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}$. Then it is clear that $\gamma_{\beta_{1}}+\gamma_{\beta_{2}}=\gamma_{-\alpha}$ by (2), and it is also clear that $\operatorname{deg} V_{\beta_{1}}^{2}=\gamma_{\beta_{1}}$ by (1). Finally, the elements of $I_{\beta}$ correspond to the monomials in $V_{\beta_{1}}^{\imath}$ which has the highest degree $\gamma_{\beta_{1}}$. This completes the proof.
Lemma 4.1.3. We have

$$
p^{m_{-\alpha}+1} \cdot\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle=p^{m_{-\alpha}} \cdot c \cdot Z_{-\alpha}
$$

where

$$
\begin{aligned}
Z_{-\alpha} \stackrel{\text { def }}{=} & \left(m_{-\alpha}-\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle\right) c_{-\alpha, m_{-\alpha}} \\
& +\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}}\left(m_{\beta_{2}}+\kappa_{\beta_{2}}-\left\langle\mathbf{a}_{w}, \beta_{2}^{\vee}\right\rangle\right) c_{\beta_{2}, m_{\beta_{2}}} \sum_{\left(\beta_{1}^{\prime}, \cdots, \beta_{s}^{\prime}\right) \in I_{\beta_{1}}}(-1)^{\ell+j_{0}-s} c_{\beta_{1}^{\prime}, m_{\beta_{1}^{\prime}}} \cdots c_{\beta_{s}^{\prime}, m_{\beta_{s}^{\prime}}}
\end{aligned}
$$

if we write $\beta_{1}=\alpha_{\ell i_{0}}$.
Proof. By Lemma 4.1.2, we see that $\operatorname{deg}\left((\nabla V)_{\beta_{2}} V_{\beta_{1}}^{\imath}\right)=\gamma_{\beta_{2}}+\gamma_{\beta_{1}}=\gamma_{-\alpha}=m_{-\alpha}$ for all $\left(\beta_{1}, \beta_{2}\right) \in$ $\mathfrak{D}_{-\alpha}$. Hence, if we apply the monodromy condition (11) to $V_{-\alpha}$ then we have

$$
\begin{aligned}
& V_{-\alpha}^{\sharp}=\left(m_{-\alpha}-\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle\right) c_{-\alpha, m_{-\alpha}}(v+p)^{m_{-\alpha}} \\
& +\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}}\left(m_{\beta_{2}}+\kappa_{\beta_{2}}-\left\langle\mathbf{a}_{w}, \beta_{2}^{\vee}\right\rangle\right) c_{\beta_{2}, m_{\beta_{2}}} \sum_{\left(\beta_{1}^{\prime}, \cdots, \beta_{s}^{\prime}\right) \in I_{\beta_{1}}}(-1)^{\ell+j_{0}-s} c_{\beta_{1}^{\prime}, m_{\beta_{1}^{\prime}}} \cdots c_{\beta_{s}^{\prime}, m_{\beta_{s}^{\prime}}}(v+p)^{m_{-\alpha}}
\end{aligned}
$$

by applying the second part of Lemma 4.1.2. Since the constant term of $V_{-\alpha}^{\sharp}$ appears only at $(\nabla V)_{-\alpha}$ by Lemma 3.1.3, by extracting the constant term we have

$$
-\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle c_{-\alpha}=p^{m_{-\alpha}} Z_{-\alpha}
$$

By the second part of Lemma 3.1.6, we get the desired identity.
We further eliminate the variables $Y_{\beta}$ for bad roots $\beta \in \Phi^{-}$.
Lemma 4.1.4. Let $\beta \in \Phi^{-}$be a bad root.
(1) If $\beta$ shares the row of $\alpha$ then we have

$$
p^{m_{s(\beta)}} \cdot\left(Y_{\beta}+c \cdot X_{s(\beta)}\right) \in p^{m_{s(\beta)}} \cdot\left(c \cdot c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>\beta}+c \cdot \mathbf{F}_{>s(\beta)}^{\beta}\right)
$$

(2) If $\beta$ shares the column of $\alpha$ then we have

$$
p^{m_{s(\beta)}} \cdot\left(Y_{\beta}-c \cdot X_{s(\beta)}\right) \in p^{m_{s(\beta)}} \cdot\left(c \cdot c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>\beta}+c \cdot \mathbf{F}_{>s(\beta)}^{\beta}\right) .
$$

Proof. We first treat the case (1). By Lemma 3.1.4, extracting the constant term in the monodromy equation in part (1) of Lemma 4.1.1 for $s(\beta)$ gives rise to

$$
\begin{equation*}
\left\langle\mathbf{a}_{w}, s(\beta)^{\vee}\right\rangle c_{s(\beta)}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}}\left\langle\mathbf{a}_{w}, s\left(\beta_{2}\right)^{\vee}\right\rangle c_{s\left(\beta_{2}\right)} c_{\beta_{1}}^{2}+\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle c_{-\alpha} c_{\beta}^{2} \in-p^{m_{s(\beta)}}\left(X_{s(\beta)}+\mathbf{F}_{>s(\beta)}\right) \tag{12}
\end{equation*}
$$

As $\operatorname{deg}\left(V_{\beta} V_{-\alpha}^{\imath}\right)=m_{\beta}^{\prime}+m_{-\alpha}=m_{\beta}+1+m_{-\alpha}=m_{s(\beta)}=\widetilde{\kappa}_{s(\beta)}+m_{s(\beta)}$, the quantity in 12), in fact, belongs to

$$
-p^{m_{s(\beta)}}\left(X_{s(\beta)}+c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>s(\beta)}^{\beta}\right) .
$$

By multiplying $-c$ and then applying Lemma 3.1.6 together with Lemma 3.1.4, we have

$$
\begin{aligned}
& p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}\left\langle\mathbf{a}_{w}, s(\beta)^{\vee}\right\rangle c_{\beta}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathcal{R}_{\beta}} p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}\left\langle\mathbf{a}_{w}, s\left(\beta_{2}\right)^{\vee}\right\rangle c_{\beta_{2}} c_{\beta_{1}}^{2}+p^{\left|\eta \eta, \alpha^{\vee}\right\rangle \mid}\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle c_{\beta}^{2} \\
& \in c \cdot p^{m_{s(\beta)}}\left(X_{s(\beta)}+c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>s(\beta)}^{\beta}\right) .
\end{aligned}
$$

Applying the identity $c_{\beta}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathcal{A}_{\beta}} c_{\beta_{2}} c_{\beta_{1}}^{\imath}+c_{\beta}^{2}=0$, induced from $\left(V \cdot V^{\imath}\right)_{\beta}=0$, together with $s(\beta)=\beta-\alpha$ and $s\left(\beta_{2}\right)=\beta_{2}-\alpha$, we have
(13) $p^{\left|\eta \eta, \alpha^{\vee}\right\rangle \mid}\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle c_{\beta}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} p^{\left|\eta \eta, \alpha^{\vee}\right\rangle}\left\langle\mathbf{a}_{w}, \beta_{2}^{\vee}\right\rangle c_{\beta_{2}} c_{\beta_{1}}^{2} \in c \cdot p^{m_{s(\beta)}}\left(X_{s(\beta)}+c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>s(\beta)}^{\beta}\right)$.

But by extracting the constant term in the monodromy equation in part (2) of Lemma 4.1.1 for $\beta$, the quantity in (13) is also belongs to

$$
-p^{\left|\left\langle\eta,-\alpha^{\vee}\right\rangle\right|+\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|-1}\left(Y_{\beta}+\mathbf{F}_{>\beta}\right)
$$

and so we have the desired result.
We now treat the case (2). By extracting the coefficient of $v^{\kappa_{\beta}}$ in the equation $\left(V \cdot V^{v}\right)_{\beta}=0$, we have $c_{\beta}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} c_{\beta_{2}} c_{\beta_{1}}^{2}+c_{\beta}^{\imath}=0$, which together with the equation in part (2) of Lemma 3.2.7 induces

$$
\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}} c_{\beta_{2}}\left(c_{s\left(\beta_{1}\right)}^{2}-c_{-\alpha}^{2} c_{\beta_{1}}^{2}\right)+\left(c_{s(\beta)}^{2}-c_{-\alpha}^{2} c_{\beta}^{2}\right)=0
$$

This equation together with Lemma 3.2.5 inductively induces that

$$
\begin{equation*}
c_{s(\beta)}^{2}-c_{-\alpha}^{\imath} c_{\beta}^{2}=0 \tag{14}
\end{equation*}
$$

for any bad root $\beta$ sharing the column of $\alpha$.
By extracting the coefficient of $v^{\kappa_{\beta}}$ in the monodromy equation in part (2) of Lemma 4.1.1 for $\beta$, we have

$$
\left(\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}}\left(\kappa_{\beta_{2}}-\left\langle\mathbf{a}_{w}, \beta_{2}^{\vee}\right\rangle\right) c_{\beta_{2}} c_{\beta_{1}}^{2} \in p^{m_{\beta}}\left(Y_{\beta}+\mathbf{F}_{>\beta}\right) .
$$

Similarly, by extracting the coefficient of $v^{\kappa_{s(\beta)}-1}$ in the monodromy equation in part (1) of Lemma 4.1.1 for $s(\beta)$, we have

$$
\begin{equation*}
\left(\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta} c_{-\alpha}^{2}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta}}\left(\kappa_{\beta_{2}}-\left\langle\mathbf{a}_{w}, \beta_{2}^{\vee}\right\rangle\right) c_{\beta_{2}} c_{s\left(\beta_{1}\right)}^{2} \in p^{m_{s(\beta)}}\left(X_{s(\beta)}+\mathbf{F}_{>s(\beta)}\right) . \tag{15}
\end{equation*}
$$

As $\operatorname{deg}\left(V_{\beta} V_{-\alpha}^{\imath}\right)=\gamma_{\beta}+\gamma_{-\alpha}=m_{\beta}^{\prime}+m_{-\alpha}=m_{\beta}+1+m_{-\alpha}=m_{s(\beta)}=\widetilde{\kappa}_{s(\beta)}+m_{s(\beta)}$, the quantity in (15), in fact, belongs to

$$
p^{m_{s(\beta)}}\left(X_{s(\beta)}+c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>s(\beta)}^{\beta}\right) .
$$

Comparing these two equations via the identity (14), we have

$$
p^{m_{s(\beta)}} X_{s(\beta)}-c_{-\alpha}^{\imath} p^{m_{\beta}} Y_{\beta} \in p^{m_{s(\beta)}}\left(c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>s(\beta)}^{\beta}\right)+p^{m_{\beta}} \cdot c_{-\alpha}^{\imath} \cdot \mathbf{F}_{>\beta} .
$$

As $c_{-\alpha}=-c_{-\alpha}^{2}$, by applying the second part of Lemma 3.1.6 we have

$$
-c p^{m_{s(\beta)}} X_{s(\beta)}+p^{m_{\beta}+m_{-\alpha}} Y_{\beta} \in c \cdot p^{m_{s(\beta)}}\left(c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>s(\beta)}^{\beta}\right)+p^{m_{\beta}+m_{-\alpha}+1} \cdot \mathbf{F}_{>\beta}
$$

As $s(\beta)=\beta-\alpha$, we get the desired result.
We finally treat the case $\beta=\alpha_{l m} \in \Phi^{-}$with $l>j_{0}$ and $m<i_{0}$. In this case, $\kappa_{\beta}$ is not subadditive in general, so that the following lemma is not trivial.

Lemma 4.1.5. For $\beta=\alpha_{l m} \in \Phi^{-}$with $l>j_{0}$ and $m<i_{0}$,

$$
V_{\beta}^{\sharp} \in v^{\kappa_{\beta}}(v+p)^{\left|\left\langle\eta, \beta^{\vee}\right\rangle\right|-1}\left(X_{\beta}+\mathbf{F}_{>\beta}\right)
$$

where $X_{\beta}=\left(m_{\beta}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}}$.
Proof. We first claim that $V_{s\left(\beta_{0}\right)}^{\imath} \in v R[v]$ for a bad root $\beta_{0} \in \Phi^{-}$sharing the row of $\alpha$. From part (1) of Lemma 3.1.7 together with Lemma 3.1.4 and Lemma 3.1.6, we have

$$
p^{\left|\left\langle\eta, \alpha^{\vee}\right\rangle\right|}\left(c_{\beta_{0}}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta_{0}}} c_{\beta_{2}} c_{\beta_{1}}^{\imath}+c_{\beta_{0}}^{2}\right)-c c_{s\left(\beta_{0}\right)}^{\imath}=0 .
$$

As $c_{\beta_{0}}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{A}_{\beta_{0}}} c_{\beta_{2}} c_{\beta_{1}}^{\imath}+c_{\beta_{0}}^{\imath}=0$ induced from extracting the constant term of $\left(V \cdot V^{\imath}\right)_{\beta_{0}}=0$, we have $c c_{s\left(\beta_{0}\right)}^{2}=0$. Hence, we conclude that $c_{s\left(\beta_{0}\right)}^{\imath}=0$, as $c$ is a unit in $R\left[\frac{1}{p}\right]$ by Lemma 3.1.6 and $R$ is $\mathcal{O}$-flat.

Let $\beta^{\prime}=\alpha_{l^{\prime} m^{\prime}} \in \Phi^{-}$with $m^{\prime}<i_{0}$. We claim that $V_{\beta^{\prime}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$ if $l^{\prime} \neq j_{0}$. It is clear that $V_{\beta^{\prime}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$ if $l^{\prime}<j_{0}$, by Lemma 3.1.3. Assume $j_{0}<l^{\prime}$. Consider the following identity

$$
0=\left(V \cdot V^{\imath}\right)_{\beta^{\prime}}=V_{\beta^{\prime}}+\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta^{\prime}}} V_{\beta_{2}} \cdot V_{\beta_{1}}^{\imath}+V_{\beta^{\prime}}^{\imath}
$$

and write $\beta_{1}:=\alpha_{k m^{\prime}}$. It is obvious that $V_{\beta^{\prime}} \in v^{\kappa_{\beta^{\prime}}} R[v]$, and that $V_{\beta_{2}} \cdot V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$ for $m^{\prime}<k<j_{0}$ by Lemma 3.1.3, so that it is enough to check that $V_{\beta_{2}} \cdot V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$ for $j_{0} \leq k<l^{\prime}$.

Assume that $k=j_{0}$. If $s\left(\beta_{1}\right)$ is bad then $V_{\beta_{1}}^{\imath} \in v R[v]$ by the first claim, and so we conclude in this case that $V_{\beta_{2}} \cdot V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$. If $s\left(\beta_{1}\right)$ is not bad then it is clear that $V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta_{1}}} R[v]$, and so we also have $V_{\beta_{2}} \cdot V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$ by Lemma 3.1.3. Note that this also implies

$$
\begin{equation*}
(\nabla V)_{\beta_{2}} V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v] \tag{16}
\end{equation*}
$$

in this case. Assume now that $j_{0}<k<l^{\prime}$. By induction hypothesis, we have $V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta_{1}}} R[v]$ and so we conclude that $V_{\beta_{2}} \cdot V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta^{\prime}}} R[v]$ by Lemma 3.1.3, which completes the proof of the second claim.

Now, let $\beta=\alpha_{l m} \in \Phi^{-}$with $l>j_{0}$ and $m<i_{0}$. For $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$, if we write $\beta_{1}=\alpha_{k m}$ then it is clear that $(\nabla V)_{\beta_{2}} V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta}} R[v]$ for $k \neq j_{0}$, by the claim above together with Lemma 3.1.3. If $k=j_{0}$, then we also have $(\nabla V)_{\beta_{2}} V_{\beta_{1}}^{\imath} \in v^{\kappa_{\beta}} R[v]$ by (16), which completes the proof.
4.2. Monodromy conditions: the second form. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape of the second form (cf. Proposition 2.1.2), and keep the notation of $\$ 3.2$. In particular, we keep the notation of Proposition 3.2.2.

Lemma 4.2.1. Let $\beta=\alpha_{l m} \in \Phi^{-}$with $l \leq j_{0}$ or $i_{0} \leq m$. Then we have
(1) if $\beta$ is not bad then

$$
V_{\beta}^{\sharp} \in v^{\widetilde{\kappa}_{\beta}}(v+p)^{m_{\beta}}\left(X_{\beta}+\mathbf{F}_{>\beta}\right)
$$

where $X_{\beta}=\left(m_{\beta}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}}$ and

$$
\widetilde{\kappa}_{\beta} \stackrel{\text { def }}{=} \begin{cases}\kappa_{\beta} & \text { if either } l<j_{0}, i_{0}<m, \text { or } i_{0}=m \text { and } s(\beta) \in \Phi^{-} \text {is not bad; } \\ \kappa_{\beta}^{\prime}-1 & \text { if either } i_{0}=m \text { and } s(\beta) \in \Phi^{-} \text {is bad or } l=j_{0}\end{cases}
$$

(2) if $\beta$ is bad then

$$
V_{\beta}^{\sharp} \in v^{\kappa_{\beta}}(v+p)^{m_{\beta}}\left(Y_{\beta}+v X_{\beta}+\mathbf{F}_{>\beta}\right)
$$

where

$$
\left\{\begin{aligned}
X_{\beta} & =\left(m_{\beta}^{\prime}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}} \\
Y_{\beta} & =\left(m_{\beta}+\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}}+p\left(\kappa_{\beta}-\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle\right) c_{\beta, m_{\beta}^{\prime}}
\end{aligned}\right.
$$

Proof. The proof is similar to that of Lemma 4.1.1 using Proposition 3.2 .2 and Lemma 3.2.3 instead of Proposition 3.1.2 and Lemma 3.1.3, respectively. We leave the details for the reader.

For $\beta \in \Phi^{-}$and for each integer $s \geq 1$, we set $I_{\beta, s}$ to be the set of the tuples of negative roots $\left(\beta_{1}, \beta_{2}, \cdots, \beta_{s}\right)$ such that

- $\beta=\beta_{1}+\beta_{2}+\cdots+\beta_{s}$ and $\beta_{1}$ shares the column of $\beta$;
- $\beta_{i}+\beta_{i+1} \in \Phi^{-}$for $i \in\{1, \cdots, s-1\}$;
- $w^{\prime}\left(\beta_{i}\right)<0$ for all $i \in\{1, \cdots, s\}$.

Moreover, we set

$$
I_{\beta} \stackrel{\text { def }}{=} \bigcup_{s \geq 1} I_{\beta, s}
$$

Lemma 4.2.2. Let $\beta \in \Phi^{-}$with $\beta \geq-\alpha$.
(1) If $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ then $\gamma_{\beta} \geq \gamma_{\beta_{1}}+\gamma_{\beta_{2}}$;
(2) $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{\beta}$ satisfies $\gamma_{\beta}=\gamma_{\beta_{1}}+\gamma_{\beta_{2}}$ if and only if $\kappa_{\beta}<\kappa_{\beta_{1}}+\kappa_{\beta_{2}}$.

In particular, if $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}$ then $\gamma_{\beta_{1}}+\gamma_{\beta_{2}}=\gamma_{-\alpha}$, $\operatorname{deg} V_{\beta_{1}}^{\imath}=\gamma_{\beta_{1}}=m_{\beta_{1}}$, and

$$
\frac{1}{\left(\gamma_{\beta_{1}}\right)!} \frac{d^{\gamma_{\beta_{1}}} V_{\beta_{1}}^{\imath}}{d v^{\gamma_{\beta_{1}}}}=\sum_{\left(\beta_{1}^{\prime}, \cdots, \beta_{s}^{\prime}\right) \in I_{\beta_{1}}}(-1)^{\ell+j_{0}-s} c_{\beta_{1}^{\prime}, m_{\beta_{1}^{\prime}}} c_{\beta_{2}^{\prime}, m_{\beta_{2}^{\prime}}} \cdots c_{\beta_{s}^{\prime}, m_{\beta_{s}^{\prime}}}
$$

where $\beta_{1}=\alpha_{\ell i_{0}}$.
Proof. The proof is similar to that of Lemma 4.1.2. We leave the details for the reader.
Lemma 4.2.3. We have

$$
p^{m_{-\alpha}+1} \cdot\left(\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle+1\right)=p^{m_{-\alpha}} \cdot c \cdot Z_{-\alpha}
$$

where

$$
\begin{aligned}
Z_{-\alpha} \stackrel{\text { def }}{=}\left(m_{-\alpha}-\right. & \left.1-\left\langle\mathbf{a}_{w},-\alpha^{\vee}\right\rangle\right) c_{-\alpha, m_{-\alpha}} \\
& +\sum_{\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}}\left(m_{\beta_{2}}-\left\langle\mathbf{a}_{w}, \beta_{2}^{\vee}\right\rangle\right) c_{\beta_{2}, m_{\beta_{2}}} \sum_{\left(\beta_{1}^{\prime}, \cdots, \beta_{s}^{\prime}\right) \in I_{\beta_{1}}}(-1)^{\ell+j_{0}-s} c_{\beta_{1}^{\prime}, m_{\beta_{1}^{\prime}}} \cdots c_{\beta_{s}^{\prime}, m_{\beta_{s}^{\prime}}}
\end{aligned}
$$

if we write $\beta_{1}=\alpha_{\ell i_{0}}$.

Proof. By Lemma 4.2.2, we see that $\operatorname{deg}\left((\nabla V)_{\beta_{2}} V_{\beta_{1}}^{\imath}\right)=\gamma_{\beta_{2}}+\gamma_{\beta_{1}}=m_{\beta_{2}}+m_{\beta_{1}}=m_{-\alpha}-1$ for all $\left(\beta_{1}, \beta_{2}\right) \in \mathfrak{D}_{-\alpha}$. By the same argument as in Lemma 4.1.3, extracting the constant term of $v \cdot V_{-\alpha}^{\sharp}$ gives rise to the result. We leave the details for the reader.

We further eliminate the variables $Y_{\beta}$ for bad roots $\beta \in \Phi^{-}$.
Lemma 4.2.4. Let $\beta \in \Phi^{-}$be a bad root.
(1) If $\beta$ shares the row of $\alpha$ then we have

$$
p^{m_{s(\beta)}} \cdot\left(Y_{\beta}+c \cdot X_{s(\beta)}\right) \in p^{m_{s(\beta)}} \cdot\left(c \cdot c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>\beta}+c \cdot \mathbf{F}_{>s(\beta)}^{\beta}\right)
$$

(2) If $\beta$ shares the column of $\alpha$ then

$$
p^{m_{s(\beta)}} \cdot\left(Y_{\beta}-c \cdot X_{s(\beta)}\right) \in p^{m_{s(\beta)}} \cdot\left(c \cdot c_{\beta, m_{\beta}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha}+\mathbf{F}_{>\beta}+c \cdot \mathbf{F}_{>s(\beta)}^{\beta}\right)
$$

Proof. The proof is similar to that of Lemma 4.1.4. The only difference is that we use Lemmas 3.2.6, 3.2.4, 4.2.1, 3.2.7, 3.2.5, and 3.2.6 instead of Lemmas 3.1.6, 3.1.4, 4.1.1, 3.1.7, 3.1.5, and 3.1.6, respectively. We leave the details for the reader.

Finally, we treat the case $\beta=\alpha_{l m} \in \Phi^{-}$with $l>j_{0}$ and $m<i_{0}$. In this case, $\kappa_{\beta}$ is not subadditive in general, so that the following lemma is not trivial.
Lemma 4.2.5. Assume that $V_{s(\beta)}^{\imath} \in v^{\kappa_{\beta}} R[v]$ for a bad root $\beta \in \Phi^{-}$sharing the row of $\alpha$. For $\beta=\alpha_{l m} \in \Phi^{-}$with $l>j_{0}$ and $m<i_{0}$, we have

$$
V_{\beta}^{\sharp} \in v^{\kappa_{\beta}}(v+p)^{m_{\beta}}\left(X_{\beta}+\mathbf{F}_{>\beta}\right)
$$

where $X_{\beta}=\left(\left\langle\mathbf{a}_{w}, \beta^{\vee}\right\rangle+m_{\beta}+\kappa_{\beta}\right) c_{\beta, m_{\beta}^{\prime}}$.
Proof. We first claim that $V_{s\left(\beta_{0}\right)}^{\imath} \in v^{\kappa_{\beta_{0}}} R[v]$ for each bad root $\beta_{0} \in \Phi^{-}$sharing the row of $\alpha$, whose proof is almost identical to the first claim in the proof of Lemma 4.1.5. The rest of the proof also is similar to that of Lemma 4.1.5. The only difference is that we use Lemma 3.2.3 instead of Lemma 3.1.3. We leave the details for the reader.
4.3. Description of $U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)$ in colength $\leq 1$. In this subsection we describe $U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)$ when $\widetilde{w}^{*} \in \widetilde{W}$ has colength $\leq 1$.

We first give an upper bound of $U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)$ for $\widetilde{w}^{*}$ of colength zero.
Proposition 4.3.1. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength zero shape, and let $\mathbf{a} \in \mathcal{O}^{n}$. Assume that $\overline{\mathbf{a}}$ is n-generic ([LLHLMb, Definition 4.2.2]). Then there is a closed immersion

$$
U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right) \hookrightarrow \operatorname{Spec} \mathcal{O}\left[\left\{X_{\beta} \mid \beta \in \Phi^{-}\right\}\right]
$$

Proof. This follows from the arguments in LLHL19, §3.4], specifically the proof of LLHL19, Proposition 3.4.12]. (Note that the argument in loc. cit. is written for complete local Noetherian $\mathcal{O}$-algebras but is valid in our setting of $\mathcal{O}$-flat Noetherian $\mathcal{O}$-algebras.)

We now give an upper bound of $U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)$ for $\widetilde{w}^{*}$ of colength one. Recall that $Z_{-\alpha}$ is constructed in Lemma 4.1.3 (resp. in Lemma 4.2.3) if $\widetilde{w}^{*}$ is of colength one of the first form (resp. of the second form).
Proposition 4.3.2. Let $\widetilde{w}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape, and let $\mathbf{a} \in \mathcal{O}^{n}$. Assume that $\overline{\mathbf{a}}$ is n-generic (as defined in LLHLMb, §4.2]). Then there is a closed immersion

$$
U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right) \hookrightarrow \operatorname{Spec} \frac{\mathcal{O}\left[\left\{X_{\beta} \mid \beta \in \Phi^{-}\right\} \cup\{c\}\right]}{\left(c \cdot Z_{-\alpha}-p\right)}
$$

Proof. By Proposition 3.3.1, $\mathcal{O}\left(U\left(\widetilde{w}, \leq \eta, \nabla_{\mathbf{a}}\right)\right)$ is generated by $c_{\beta, k}\left(\right.$ with $\beta \in \Phi^{-}$and $\left.0 \leq k \leq m_{\beta}^{\prime}\right)$ and $c$. But Lemmas 4.1.1, 4.1.5, 4.2.1 and 4.2.5 show that we can also generate using $c, X_{\beta}$ $\left(\beta \in \Phi^{-}\right)$and $Y_{\beta}(\beta \mathrm{bad})$. In turn, Lemmas 4.1.4 and 4.2.4 show that we can generate using just $c$ and $X_{\beta}$. Finally Lemmas 4.1.3 and 4.2.3 (and $p$-flatness) give the relation $c \cdot Z_{-\alpha}-p$.

## 5. Colength one deformation rings

In this section we apply the results of $\$ 3$ and $\$ 4$ to compute potentially crystalline deformation rings with Hodge-tate weights $\eta$, for sufficiently generic $\bar{\rho}$ and tame inertial types $\tau$ such that $\widetilde{w}(\bar{\rho}, \tau)$ has colength at most one in each embedding.
5.1. Product structures and error terms. We first extend the technical results of 84.1 and $\$ 4.2$ in a way which can be used to describe the closed immersion $\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\tau, \infty}\right) \hookrightarrow \widetilde{U}(\widetilde{z}, \leq \eta)^{\wedge_{p}}$, when $\widetilde{z}=\left(\widetilde{z}^{(j)}\right)_{j \in \mathcal{J}}$ has colength at most one. This requires the modification of some of the previous formulas by allowing product structures, non-trivial diagonal entries, and an "error term" which takes into account the monodromy condition defined in $\$ 2.2 .3$.

Keep the notation of 93 , and let $R$ be a $p$-adically complete, topologically finite type, Noetherian $\mathcal{O}$-algebra. Let $\widetilde{w}_{\widetilde{U}}^{*} \in \operatorname{Adm}(\eta)$ be a colength one shape of the first form (resp. of the second form), and $\widetilde{A} \in \widetilde{U}(\widetilde{w}, \leq \eta)(R)$ with its image $A \in U(\widetilde{w}, \leq \eta)(R)$ under the natural morphism $\widetilde{U}(\widetilde{w}, \leq \eta) \rightarrow U(\widetilde{w}, \leq \eta)$. We may write $w^{-1} \widetilde{A} w=s D_{0} s \cdot w^{-1} A w$ (resp. $w^{\prime-1} \widetilde{A} w^{\prime}=D_{0} \cdot w^{\prime-1} A w^{\prime}$ ) for some $D_{0}=\operatorname{Diag}\left(a_{1}, \cdots, a_{n}\right) \in T^{\vee}(R)$. Let $V \in \frac{1}{v} \operatorname{Mat}_{n}(R[v])$ be the matrix obtained from Proposition 3.1.2 (resp. from Proposition 3.2.2) applied to $A \in U(\widetilde{w}, \leq \eta)(R)$, and set $\widetilde{V} \xlongequal{\text { def }} D_{0} \cdot V$. Then by the same argument as in Proposition 3.1.2 (resp. in Proposition 3.2.2) we may write $\left(w^{-1} \widetilde{A} w\right)_{j_{0} j_{0}}=a_{j_{0} j_{0}}(v+p)^{n-j_{0}}$ (resp. $\left(w^{\prime-1} \widetilde{A} w^{\prime}\right)_{i_{0} i_{0}}=a_{i_{0} i_{0}}(v+p)^{n-j_{0}}$ ) for some $a_{j_{0} j_{0}} \in R$ (resp. for some $a_{i_{0} i_{0}} \in R$ ), and we have the following identity:

$$
\begin{align*}
s \cdot u_{-\alpha}\left(-\frac{a_{j_{0} j_{0}}}{a_{j_{0}}}\right) \cdot\left(w^{-1} \widetilde{A} w\right)= & (v+p)^{\eta} \cdot \widetilde{V}  \tag{17}\\
& \left(\text { resp. } u_{\alpha}\left(-\frac{a_{i_{0} i_{0}}}{a_{j_{0}}}\right) \cdot v^{\varepsilon_{i_{0}}} \cdot\left(w^{\prime-1} \widetilde{A} w^{\prime}\right) \cdot s=(v+p)^{\eta} \cdot v^{\varepsilon_{j_{0}}} \cdot \widetilde{V}\right)
\end{align*}
$$

Note that we may identify $c$, defined in Proposition 3.1.2 (resp. in Proposition 3.2.2), with $a_{j_{0} j_{0}} / a_{i_{0}}$ (resp. with $a_{i_{0} i_{0}} / a_{i_{0}}$ ). We also note that the degree description of each entry of $\widetilde{V}$ is exactly the same as that of $V$, as $\widetilde{V}=D_{0} \cdot V$.

We fix a tame inertial type $\tau$ with a $N$-generic lowest alcove presentation $(s, \mu)$, together with an element $\widetilde{z} \in \operatorname{Adm}(\eta)^{\vee}$ which we write as $\widetilde{z}=\left(\widetilde{z}^{(j)}\right)_{j \in \mathcal{J}}$.

Until the end of this subsection, assume that $j \in \mathcal{J}$ is such that $\ell\left(\widetilde{z}^{(j)}\right)=\ell\left(t_{\eta}\right)-1$, and let $A^{(j)} \in U\left(\widetilde{z}^{(j)}, \leq \eta\right)(R)$ be the image of $\widetilde{A}^{(j)} \in \widetilde{U}\left(\widetilde{z}^{(j)}, \leq \eta\right)(R)$. Let $\widetilde{V}^{(j)} \in \frac{1}{v} \operatorname{Mat}_{n}(R[v])$ be the matrix obtained from (17) (according to the two possible forms of $\widetilde{z}^{(j)}$ ) applied to $\widetilde{A}(j) \in \widetilde{U}\left(\widetilde{z}^{(j)}\right.$, $\leq$ $\eta)(R)$. (We adapt the notation of Propositions 3.1 .2 and 3.2 .2 as well as condition (17) in our context by adding a superscript $(j)$, so that for instance a colength one shape of the second form has decomposition $w^{(j)} s_{\alpha^{(j)}} t_{\eta-\alpha^{(j)}} w^{(j)^{-1}}$.) It is easy to see that condition (11) shows that condition (7) has the form

$$
\begin{equation*}
\widetilde{V}_{\beta^{(j)}}^{(j), \sharp} \stackrel{\text { def }}{=}\left(\left(\nabla_{\mathbf{a}_{w}} \widetilde{V}^{(j)}\right) \cdot \widetilde{V}^{(j) \imath}\right)_{\beta^{(j)}} \in(v+p)^{m_{\beta^{(j)}}} R[v]+p^{N-2 n+5} R \llbracket v \rrbracket \tag{18}
\end{equation*}
$$

for all $\beta^{(j)} \in \Phi^{-}$, where $\mathbf{a}_{w} \in \mathbb{Z}^{n}$ is defined by $w^{(j)}\left(\mathbf{a}_{w}\right)=\mathbf{a}^{(j)}$.

As $\widetilde{V}^{(j)}=D_{0} \cdot V^{(j)}$ for some $D_{0} \stackrel{\text { def }}{=} \operatorname{Diag}\left(a_{1}, \cdots, a_{n}\right) \in T^{\vee}(R)$, if we let $\beta^{(j)}=\alpha_{l m} \in \Phi^{-}$then it is easy to see that

$$
a_{m} \cdot \tilde{V}_{\beta^{(j)}}^{(j), \sharp}=a_{l} \cdot V_{\beta(j)}^{(j), \sharp} .
$$

Hence, condition (18) applied to $\widetilde{V}^{(j)}$ induces all the relevant lemmas from $\S 4.1$ and $\S 4.2$ keeping track of the "error term" $p^{N-2 n+5}$, as the diagonal entries $a_{k}$ of $D_{0}$ are units in $R$. More precisely,

- in Lemma 4.1.1 (resp. in Lemma 4.2.1), we have
(1) $V_{\beta^{(j)}}^{\sharp} \in v^{\kappa_{\beta}(j)}(v+p)^{m_{\beta^{(j)}}}\left(X_{\beta^{(j)}}+\mathbf{F}_{>\beta^{(j)}}\right)+p^{N-2 n+5} R \llbracket v \rrbracket$;
(2) $V_{\beta^{(j)}}^{\sharp} \in v^{\kappa_{\beta}(j)}(v+p)^{m_{\beta^{(j)}}}\left(Y_{\beta^{(j)}}+v X_{\beta^{(j)}}+\mathbf{F}_{>\beta^{(j)}}\right)+p^{N-2 n+5} R \llbracket v \rrbracket$,
- in Lemma 4.1.3 (resp. in Lemma 4.2.3), we have

$$
p^{m_{-\alpha}^{(j)}+1} \cdot\left(\left\langle\mathbf{a}_{w},-\alpha^{(j) \vee}\right\rangle+\kappa_{-\alpha^{(j)}}\right) \in p^{m_{-\alpha}(j)} \cdot c \cdot Z_{-\alpha^{(j)}}+p^{N-2 n+5} R
$$

- in Lemma 4.1.4 (resp. in Lemma 4.2.4), we have
$p^{m_{s\left(\beta^{(j)}\right)}} \cdot\left(Y_{\beta^{(j)}} \pm c \cdot X_{s\left(\beta^{(j)}\right)}\right) \in p^{m_{s\left(\beta^{(j)}\right)}} \cdot\left(c \cdot c_{\beta^{(j)}, m_{\beta^{(j)}}^{\prime}} \cdot \mathbf{F}_{\geq-\alpha^{(j)}}+\mathbf{F}_{>\beta^{(j)}}+c \cdot \mathbf{F}_{>s\left(\beta^{(j)}\right)}^{\beta^{(j)}}\right)+p^{N-2 n+5} R$,
- in Lemma 4.1.5 (resp. in Lemma 4.2.5), we have

$$
V_{\beta^{(j)}}^{\sharp} \in v^{\kappa_{\beta}(j)}(v+p)^{m_{\beta^{(j)}}}\left(X_{\beta^{(j)}}+\mathbf{F}_{>\beta^{(j)}}\right)+p^{N-2 n+5} R \llbracket v \rrbracket .
$$

5.2. Potentially crystalline deformation rings. Fix $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$, and let $\tau$ be a tame inertial type. We assume that $\tau$ has an $N$-generic lowest alcove presentation ([LLHLMb, Definition 2.4.3]) with $N>3 n-6$. Assume that $R_{\bar{\rho}}^{\eta, \tau} \neq 0$ so that in particular $\widetilde{w}(\bar{\rho}, \tau)$ is defined. If $\widetilde{w}(\bar{\rho}, \tau)^{(j)}=\ell\left(t_{\eta}\right)-1$ for some $j \in \mathcal{J}$, then it determines a positive root $\alpha^{(j)}$ and we write $Z_{-\alpha^{(j)}}$ for the element $Z_{-\alpha}$ constructed using Lemma 4.1 .3 (resp. using Lemma 4.2.3) if $\widetilde{w}^{*}$ is of colength one of the first form (resp. of the second form) taking into account the "error term" as explained in $\$ 5.1$. (Note that the element $Z_{-\alpha}$ is defined exactly because $N-2 n+5>m_{\beta}+1$ for all negative roots $\beta$.)

Lemma 5.2.1. Let $\tau$ be a tame inertial type with an $N$-generic lowest alcove presentation, where $N>3 n-6$. Assume that $\widetilde{w}(\bar{\rho}, \tau)$ satisfies $\ell\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right) \geq \ell\left(t_{\eta}\right)-1$ for each $j \in \mathcal{J}$. Then there is a closed immersion

$$
\widetilde{U}\left(\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right)^{*}, \leq \eta, \nabla_{\mathbf{a}^{(j)}}\right) \hookrightarrow \operatorname{Spec} R^{(j)}
$$

where $\mathbf{a}^{(j)} \in \mathbb{Z}_{p}$ are the constants defined in (5) and

$$
R^{(j)} \stackrel{\text { def }}{=} \begin{cases}\frac{\mathcal{O}\left[\left\{X_{\beta} \mid \beta \in \Phi^{-}\right\} \cup\{c\}\right]}{\left(c \cdot Z_{-\alpha}(j)-p\right)} \otimes_{\mathcal{O}}\left(\otimes_{\mathcal{O}, i=1}^{n} \frac{\mathcal{O}\left[a_{i}, Y_{i}\right]}{\left(a_{i} \cdot Y_{i}-1\right)}\right) & \text { if } \ell\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right)=\ell\left(t_{\eta}\right)-1 \\ \mathcal{O}\left[\left\{X_{\beta} \mid \beta \in \Phi^{-}\right\}\right] \otimes_{\mathcal{O}}\left(\otimes_{\mathcal{O}, i=1}^{n} \frac{\mathcal{O}\left[a_{i}, Y_{i}\right]}{\left(a_{i} \cdot Y_{i}-1\right)}\right) & \text { otherwise. }\end{cases}
$$

Proof. The results follow immediately from Proposition 4.3.1 and Proposition 4.3.2 together with equation (4).

Proposition 5.2.2. Let $\tau$ be a tame inertial type with an $N$-generic lowest alcove presentation, where $N>3 n-6$. Assume that $\widetilde{w}(\bar{\rho}, \tau)$ satisfies that $\ell\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right) \geq \ell\left(t_{\eta}\right)-1$ for each $j \in \mathcal{J}$. Then there is a closed immersion

$$
\widetilde{U}\left(\widetilde{w}(\bar{\rho}, \tau)^{*}, \leq \eta, \nabla_{\tau, \infty}\right) \hookrightarrow \operatorname{Spf}\left(\bigotimes_{\mathcal{O}, j \in \mathcal{J}} R^{(j)}\right)^{\wedge_{p}}
$$

where the rings $R^{(j)}$ have been defined in Lemma 5.2.1.

Proof. The proof goes very similar to the ones of Proposition 4.3.2 and Proposition 4.3.1 together with Lemma 5.2.1. The only difference is that we need to take care of the error terms. For instance, if $\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right)^{*}$ is of colength one of the first form, and if $\beta$ is a bad root sharing the row of $\alpha$, then there exist $F_{\beta} \in \mathbf{F}_{\geq-\alpha}, G_{\beta} \in \mathbf{F}_{>\beta}$, and $H_{s(\beta)} \in \mathbf{F}_{>s(\beta)}^{\beta}$ such that

$$
Y_{\beta}=-c \cdot X_{s(\beta)}+\left(c \cdot c_{\beta, m_{\beta}^{\prime}} \cdot F_{\beta}+G_{\beta}+c \cdot H_{s(\beta)}\right)+O\left(p^{N-2 n+5-m_{s(\beta)}}\right)
$$

by Lemma 4.1.4. The coefficient $c_{\beta, m_{\beta}^{\prime}}$ corresponds to $X_{\beta}$, and so due to our generic assumption, by scaling $Y_{\beta}$ we can further eliminate the variable $Y_{\beta}$.

Repeating the same arguments, we conclude that there is a surjection

$$
\left(\bigotimes_{\mathcal{O}, j \in \mathcal{J}} R^{(j)}\right)^{\wedge_{p}} \rightarrow \mathcal{O}\left(\widetilde{U}\left(\widetilde{w}(\bar{\rho}, \tau)^{*}, \leq \eta, \nabla_{\tau, \infty}\right)\right)
$$

which completes the proof.
Set

$$
\mathcal{J}_{0} \stackrel{\text { def }}{=}\left\{j \in \mathcal{J} \mid \ell\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right)=\ell\left(t_{\eta}\right)-1 \text { and } Z_{-\alpha^{(j)}} \equiv 0 \quad(\bmod \varpi)\right\}
$$

Theorem 5.2.3. Let $\tau$ be a tame inertial type with an $N$-generic lowest alcove presentation, where $N>3 n-6$. Assume that $R_{\bar{\rho}}^{\eta, \tau} \neq 0$, and the shape $\widetilde{w}(\bar{\rho}, \tau)$ satisfies $\ell\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right) \geq \ell\left(t_{\eta}\right)-1$ for each $j \in \mathcal{J}$. Then $R_{\bar{\rho}}^{\eta, \tau}$ is formally smooth over

$$
\begin{equation*}
\widehat{\bigotimes}_{\mathcal{O}, j \in \mathcal{J}_{0}} \frac{\mathcal{O}[[X, Y]]}{(X Y-p)} \tag{19}
\end{equation*}
$$

Proof. First, notice that we may replace $Z_{-\alpha}$ with $X_{-\alpha}$, due to the equations of $Z_{-\alpha}$ in Lemma 4.1.3 and Lemma 4.2.3. As $\bar{\rho} \in \mathcal{X} \leq \eta, \tau\left(\widetilde{w}(\bar{\rho}, \tau)^{*}\right)(\mathbb{F})$, we can pick $\widetilde{A} \in \widetilde{U}\left(\widetilde{w}(\bar{\rho}, \tau)^{*}, \leq \eta\right)(\mathbb{F})$ corresponding to $\left.\bar{\rho}\right|_{G_{K_{\infty}}}$ as explained in $\oint 2.2 .3$. Then the completion of $\mathcal{O}\left(\widetilde{U}\left(\widetilde{w}(\bar{\rho}, \tau)^{*}, \leq \eta, \nabla_{\tau, \infty}\right)\right)$ at $\widetilde{A}$ is formally smooth over the ring in (19), by dimension counting, and by (6), the deformation ring $R_{\overline{\bar{\rho}}}^{\leq \eta \tau}$ is also formally smooth over the ring in 19. As the latter is irreducble, so is $R_{\overline{\bar{\rho}}}^{\leq \eta \tau}$, in particular $R_{\bar{\rho}}^{\leq \eta \tau}=R_{\bar{\rho}}^{\eta \tau}$ which completes the proof.
Remark 5.2.4. Under stronger genericity assumptions on $\tau$ we have $\widetilde{U}\left(\widetilde{z}, \leq \eta, \nabla_{\tau, \infty}\right) \neq \emptyset$ whenever $\widetilde{z} \in \operatorname{Adm}(\eta)^{\vee}([$ LLHLMb, Lemma 7.3.5] $)$.

## 6. Applications

In this section we elaborate on how the explicit description of the potentially crystalline deformation rings from Theorem 5.2 .3 can provide information on representation theory and automorphic forms through following the philosophy of the mod $p$ local Langlands correspondence.
6.1. Subextremal weights. In this section we refine, in Definition 6.1.2, the notion of defect for Serre weights of $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ introduced in [LLHLMb, §8.6.1] and [LLHLMa, §3.7].

We fix once and for all a lowest alcove presentation $\widetilde{w}\left(\bar{\rho}^{\mathrm{ss}}\right)$ for $\bar{\rho}$. All tame inertial types will be endowed with the unique lowest alcove presentation compatible with $\widetilde{w}\left(\bar{\rho}^{\mathrm{ss}}\right)$. Throughout this subsection, we assume $S_{p}=\{v\}$ so that $F_{p}^{+}=K$.

Recall from [EG ${ }^{+} 16$, Theorem 3.7] that given a tame inertial type $\tau$ for $K$ there exists an irreducible smooth representation $\sigma(\tau)$ of $\mathrm{GL}_{n}\left(\mathcal{O}_{K}\right)$ which satisfies properties towards the inertial local Langlands correspondence. By LLHLMb, Theorem 2.5.3], if $\tau$ has a 1-generic lowest alcove presentation $(s, \mu-\eta)$ then $\sigma(\tau)$ can be taken to be $R_{s}(\mu)$.

Let $\bar{\rho}^{\mathrm{sp}}: I_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ be a $2 n$-generic tame inertial $\mathbb{F}$-type. The choice of a lowest alcove presentation $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}\right)=t_{\mu+\eta} s$ for it gives a map

$$
\begin{aligned}
\tau_{\bar{\rho}}^{\mathrm{sp}}: \operatorname{Adm}^{\mathrm{reg}}(\eta) & \longrightarrow\left\{\tau: I_{K} \rightarrow \mathrm{GL}_{n}(E)\right\} . \\
t_{\nu} w & \mapsto \tau(s w, \mu+\eta+s(\nu))
\end{aligned}
$$

(Note that given $\widetilde{w} \in \operatorname{Adm}^{\mathrm{reg}}(\eta)$ we have $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau_{\bar{\rho}^{\mathrm{sp}}}(\widetilde{w})\right)=\widetilde{w}$ by construction.)
Recall from [LLHLMb, §2.3.1] the background on Deligne-Lustig representations and their lowest alcove presentations. In particular given a Deligne-Lusztig representation $R$ with a $2(n-1)$ generic lowest alcove presentation $\widetilde{w}(R)$ we have a set $\mathrm{JH}_{\text {out }}(\bar{R})$ of outer weights for $R$. We also recall that we have a bijection

$$
\begin{align*}
\left\{\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right) \in\left(\underline{\widetilde{W}}^{+} \times \widetilde{\underline{W}}_{1}^{+}\right) / X^{0}(\underline{T}) \mid \widetilde{w}_{1} \uparrow \widetilde{w}_{h}^{-1} \widetilde{w}_{2}\right\} & \longrightarrow \operatorname{Adm}^{\mathrm{reg}}(\eta)  \tag{20}\\
\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right) & \longmapsto \widetilde{w}_{2}^{-1} w_{0} \widetilde{w}_{1}
\end{align*}
$$

from LLHLMb, Remark 2.1.8], and a bijection

$$
\begin{aligned}
\left\{\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right) \in\left(\widetilde{W}^{+} \times \widetilde{W}_{1}^{+}\right) / X^{0}(\underline{T}) \mid \widetilde{w}_{1} \uparrow \widetilde{w}_{2}\right\} & \longrightarrow W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \\
\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right) & \longmapsto F_{\left(\widetilde{w}_{2}, \widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}\right)\left(\widetilde{w}_{1}\right)^{-1}(0)\right)}
\end{aligned}
$$

from LLHLMb, Proposition 2.6.2]. As multiplication by $\widetilde{w}_{h}$ gives a self bijection on $\widetilde{W}_{1}^{+}$, we finally obtain a bijection

$$
\begin{aligned}
\sigma_{\bar{\rho}^{\mathrm{sp}}}: \operatorname{Adm}^{\mathrm{reg}}(\eta) & \longrightarrow W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) . \\
\widetilde{w}_{2}^{-1} w_{0} \widetilde{w}_{1} & \longrightarrow F_{\left(\widetilde{w}_{h}^{-1} \widetilde{w}_{2}, \widetilde{w}\left(\widetilde{\rho}^{\mathrm{sP}}\right)\left(\widetilde{w}_{1}\right)^{-1}(0)\right)}
\end{aligned}
$$

We write $\widetilde{w}_{\rho^{\text {sp }}}$ for the inverse of $\sigma_{\bar{\rho}^{\mathrm{sp}}}$.
Lemma 6.1.1. Assume that $\widetilde{w}\left(\rho^{\mathrm{sp}}\right)$ is a $2 n$-generic lowest alcove presentation for $\bar{\rho}^{\mathrm{sp}}$, and let $\widetilde{w} \in$ $\operatorname{Adm}^{\mathrm{reg}}(\eta)$. Then $\sigma_{\bar{\rho}^{\mathrm{sp}}}(\widetilde{w}) \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}_{\text {out }}\left(\overline{\sigma\left(\tau_{\bar{\rho}^{\mathrm{sp}}}(\widetilde{w})\right)}\right)$ and it satisfies the following property: for any $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}\left(\overline{\sigma\left(\tau_{\rho^{\mathrm{sp}}}(\widetilde{w})\right)}\right)$ we have

$$
\begin{equation*}
\widetilde{w}_{\bar{\rho}^{\mathrm{p} \mathrm{P}}}\left(\sigma^{\prime}\right)^{(j)} \geq \widetilde{w}^{(j)} \tag{21}
\end{equation*}
$$

for all $j \in \mathcal{J}$ with equality for all $j \in \mathcal{J}$ if and only if $\sigma^{\prime}=\sigma$.
Proof. This is an immediate consequence the proof of LLHLMb, Proposition 8.6.3] of which we employ here the notation and convention. In particular we let $\tau \stackrel{\text { def }}{=} \tau_{\bar{\rho}} \mathrm{sp}(\widetilde{w})$ so that $\widetilde{w}=\widetilde{w}(\bar{\rho}, \tau) \in$ $\operatorname{Adm}^{\mathrm{reg}}(\eta)$. Using the bijection (20) we decompose $\widetilde{w}$ as $\widetilde{w}_{2}^{-1} w_{0} \widetilde{w}_{1}$ where $\left(\widetilde{w}_{1}, \widetilde{w}_{2}\right) \in \widetilde{W}^{+} \times \widetilde{W}_{1}^{+}$ satisfies $\widetilde{w}_{1} \uparrow \widetilde{w}_{h}^{-1} \widetilde{w}_{2}$.

We have $\sigma_{\bar{\rho}^{\mathrm{sp}}}(\widetilde{w})=F_{\left(\widetilde{w}_{h}^{-1} \widetilde{w}_{2}, \widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}\right) \widetilde{w}_{1}^{-1}(0)\right)}$ by definition, and the latter Serre weight is the element $\kappa \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ defined in [LLHLMb, Proposition 8.6.3]. As $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}\right) \widetilde{w}_{1}^{-1}(0)=\widetilde{w}(\tau) \widetilde{w}_{2}^{-1}(0)$ by [LLHLMb, Proposition 2.6.4], the weight $\kappa$ is in $\mathrm{JH}_{\text {out }}(\overline{\sigma(\tau)})$, by definition of $\mathrm{JH}_{\text {out }}(\overline{\sigma(\tau)})$ (see [LLHLMb, Proposition 2.3.7] and the beginning of [LLHLMb, §2.3.1]).
The fact that for any $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ the inequality (21) holds is immediate from the proof of [LLHLMb, Proposition 8.6.3]. We provide the details: by [LLHLMb, Proposition 2.6.4] any $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ is of the form $\sigma^{\prime}=F_{\left(\widetilde{w}^{\prime}, \widetilde{w}(\tau) \widetilde{s}_{2}^{-1}(0)\right)}$ for some $\widetilde{w}^{\prime} \in \widetilde{W}_{1}^{+}$and some pair $\left(\widetilde{s}_{1}, \widetilde{s}_{2}\right) \in \widetilde{W}^{+} \times \widetilde{W}^{+}$satisfying $\widetilde{s}_{1} \uparrow \widetilde{w}^{\prime} \uparrow \widetilde{w}_{h}^{-1} \widetilde{s}_{2}$ and $\widetilde{s}_{2}^{-1} w \widetilde{s}_{1}=\widetilde{w}\left(\rho^{s p}, \tau\right)$ for some $w \in \underline{W}$. By Wang's Theorem (see [LLHL19, Theorem 4.1.1]) the condition $\widetilde{s}_{2} \uparrow \widetilde{w}_{h} \widetilde{w}^{\prime}$, which is defined
embeddingwise, gives $\widetilde{s}_{2}^{(j)} \leq \widetilde{w}_{h}^{(j)} \widetilde{w}^{\prime(j)}$ for all $j \in \mathcal{J}$ and by [LLHL19, Lemma 4.1.9] we conclude that

$$
\left(\widetilde{w}_{h}^{(j)} \widetilde{w}^{\prime(j)}\right)^{-1} w_{0} \widetilde{s}_{1}^{(j)} \geq\left(\widetilde{s}_{2}^{(j)}\right)^{-1} w_{0} \widetilde{s}_{1}^{(j)} \geq\left(\widetilde{s}_{2}^{(j)}\right)^{-1} w \widetilde{s}_{1}^{(j)}=\widetilde{w}^{(j)}
$$

since $\left(\widetilde{s}_{2}^{(j)}\right)^{-1} w_{0} \widetilde{s}_{1}^{(j)},\left(\widetilde{w}_{h}^{(j)} \widetilde{w}^{\prime(j)}\right)^{-1} w_{0} \widetilde{s}_{1}^{(j)}$ are reduced expressions for all $j \in \mathcal{J}$ and $w_{0} \geq w$. As $\widetilde{s}_{1} \uparrow \widetilde{w}^{\prime} \in \widetilde{W}_{1}^{+}$we see that $\left(\widetilde{w}_{h} \widetilde{w}^{\prime}, \widetilde{s}_{1}\right)$ defines an element in the left hand side of 20 and hence $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}\left(\sigma^{\prime}\right)=\left(\widetilde{w}_{h} \widetilde{w}^{\prime}\right)^{-1} w_{0} \widetilde{s}_{1}$, proving (21). The fact that the equality holds for all $j \in \mathcal{J}$ if and only if $\sigma^{\prime}=\sigma_{\bar{\rho}^{\mathrm{sp}}}(\widetilde{w})$ is immediate since $\sigma_{\bar{\rho}^{\mathrm{sp}}}$ is a bijection.

The usual order on $\mathbb{N}$ induces the product partial order on $\mathbb{N}^{\mathcal{J}}$, and for $\underline{h}=\left(h^{(j)}\right)_{j \in \mathcal{J}} \in \mathbb{N}^{\mathcal{J}}$ we define

$$
W_{\leq \underline{h}}^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \stackrel{\text { def }}{=}\left\{\sigma \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \mid \ell\left(\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)^{(j)}\right) \geq \ell\left(t_{\eta}\right)-h^{(j)} \text { for all } j \in \mathcal{J}\right\} .
$$

Let $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ be a continuous Galois representation such that $\bar{\rho}^{\mathrm{ss}}$ is 0 -generic (so that $\widetilde{w}\left(\bar{\rho}^{\mathrm{ss}}\right) \in \widetilde{W}$ is defined). We say that a tame inertial $\mathbb{F}$-parameter $\bar{\rho}^{\mathrm{sp}}: I_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ is a specialization of $\bar{\rho}$, and write $\bar{\rho} \rightsquigarrow \bar{\rho}^{\mathrm{sp}}$, if there exists an $n$-generic tame inertial type $\tau$ such that $\bar{\rho}$ is $\tau$-admissible and $\widetilde{w}(\bar{\rho}, \tau)=\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right)$. (In this definition, the lowest alcove presentations of $\tau$ and $\bar{\rho}^{\mathrm{sp}}$ are always assumed to be compatible with a fixed lowest alcove presentation of $\bar{\rho}^{\mathrm{ss}}$.)

Let $\mathcal{X}_{n, K}$ be the Noetherian formal algebraic stack over $\operatorname{Spf} \mathcal{O}$ defined in [EG, Definition 3.2.1]. It has the property that $\mathcal{X}_{n, K}(\mathbb{F})$ is isomorphic to the groupoid of continuous representations of $G_{K}$ over rank $n$ vector spaces over $\mathbb{F}$. Moreover there is a bijection $\sigma \mapsto \mathcal{C}_{\sigma}$ between Serre weights of $\mathrm{G}\left(\stackrel{\text { def }}{=} \mathrm{GL}_{n}(k)\right)$ and irreducible components of the reduced special fiber of $\mathcal{X}_{n, K}$, described in [LLHLMb, §7.4]. (We refer the reader to LLHLMb, §2.2] concerning Serre weights and their lowest alcove presentations.) This bijection is a renormalization of the bijection $\sigma \mapsto \mathcal{X}_{n, \text { red }}^{\sigma}$ of [EG, Theorem 6.5.1].

In particular, if $\bar{\rho} \in \mathcal{X}_{n, K}(\mathbb{F})$ we define the set of geometric weights of $\bar{\rho}$ as

$$
W^{g}(\bar{\rho}) \stackrel{\text { def }}{=}\left\{\sigma \mid \bar{\rho} \in \mathcal{C}_{\sigma}(\mathbb{F})\right\}
$$

Definition 6.1.2. Let $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ be a continuous Galois representation such that $\bar{\rho}^{\text {ss }}$ is 0 -generic. For $\underline{h}=\left(h^{(j)}\right)_{j \in \mathcal{J}} \in \mathbb{N}^{\mathcal{J}}$ define $W_{\leq \underline{h}}^{g}(\bar{\rho})$ to be

$$
W^{g}(\bar{\rho}) \cap\left(\bigcup_{\bar{\rho} \rightsquigarrow \bar{\rho}^{\mathrm{sp}}} W_{\leq \underline{L}}^{?}\left(\bar{\rho}^{\mathrm{sp}}\right)\right)
$$

In what follows we write $\underline{1}$ for the tuple of $\underline{h} \in \mathbb{N}^{\mathcal{J}}$ satisfying $h^{(j)}=1$ for all $j \in \mathcal{J}$, and similarly for $\underline{0}$. Note that $W_{\leq \underline{0}}^{g}(\bar{\rho})=W_{\operatorname{extr}}(\bar{\rho})$ is the set of extremal weights in [LLHLMa, Definition 3.7.1].
6.2. Application to patching functors. We introduce the formalism of patching functors following LLHLMa, §5.2], giving applications to the results on the deformation rings in $\S 5$.
6.2.1. L-parameters. Recall that $F_{p}^{+}$is a finite unramified étale $\mathbb{Q}_{p}$-algebra, which we write as $\prod_{v \in S_{p}} F_{v}^{+}$for a finite set $S_{p}$ and finite unramified extensions $F_{v}^{+} / \mathbb{Q}_{p}$. We assume throughout that for any $v \in S_{p}$ the coefficient field $E$ (resp. $\mathbb{F}$ ) contains the image of any homomorphism $F_{v}^{+} \hookrightarrow \overline{\mathbb{Q}_{p}}$ (resp. $k_{v} \hookrightarrow \overline{\mathbb{F}}_{p}$, where $k_{v}$ denotes the residue field of $F_{v}^{+}$). We let $\underline{G}^{\vee}$ denote the product $\prod_{F_{p}^{+} \rightarrow E} \mathrm{GL}_{n} \stackrel{\vee}{\mathcal{O}}$ (the dual group of $\operatorname{Res}_{F_{p}^{+} / \mathbb{Q}_{p}} \mathrm{GL}_{n / \mathcal{O}_{p}}$ ) and ${ }^{L} \underline{G}(\mathbb{F}) \stackrel{\text { def }}{=} \underline{G}^{\vee} \rtimes \operatorname{Gal}\left(E / \mathbb{Q}_{p}\right)$, where $\operatorname{Gal}\left(E / \mathbb{Q}_{p}\right)$ acts on the set $\left\{\iota: F_{p}^{+} \rightarrow E\right\}$ by post-composition. An $L$-homomorphism over $A \in\{E, \mathbb{F}\}$ is a continuous homomorphism $\bar{r}_{p}: G_{\mathbb{Q}_{p}} \rightarrow{ }^{L} \underline{G}(A)$. An $L$-parameter is a $\underline{G}^{\vee}(E)$ conjugacy class of an $L$-homomorphism. An tame inertial $L$-parameter is a $\underline{G}^{\vee}(E)$-conjugacy
class of an homomorphism $\tau: I_{\mathbb{Q}_{p}} \rightarrow \underline{G}^{\vee}(E)$ which has open kernel and factors through the tame quotient of $I_{\mathbb{Q}_{p}}$, and which admits an extension to an $L$-homomorphism. By GHS18, Lemma 9.4.1, Lemma 9.4.5], the datum of an $L$-parameters $\bar{r}_{p}$ (resp. a tame inertial $L$-parameter $\tau$ ) is equivalent to the datum of a collection of continuous homomorphisms $\left\{\rho_{v}: G_{F_{v}^{+}} \rightarrow \operatorname{GL}_{n}(A)\right\}_{v \in S_{p}}$ (resp. tame inertial types $\left\{\tau_{v}: I_{F_{v}^{+}} \rightarrow \mathrm{GL}_{n}(A)\right\}_{v \in S_{p}}$ ). Via this bijection, we can therefore give the notion of lowest alcove presentations and genericity for $L$-parameters. Given a tame inertial $L$-parameter $\tau$ with corresponding collection $\left\{\tau_{v}: I_{F_{v}^{+}} \rightarrow \operatorname{GL}_{n}(A)\right\}_{v \in S_{p}}$ of tame inertial types, we let $\sigma(\tau)$ be the tame smooth irreducible representation of $\mathrm{GL}_{n}\left(\mathcal{O}_{p}\right)$ over $E$ given by $\otimes_{v \in S_{p}, E} \sigma\left(\tau_{v}\right)$, where for each $v \in S_{p}$ we let $\sigma\left(\tau_{v}\right)$ be the tame smooth irreducible representation of $\mathrm{GL}_{n}\left(\mathcal{O}_{F_{v}^{+}}\right)$ over $E$ attached to $\tau_{v}$ via the inertial local Langlands correspondence of LLHLMb, Proposition 2.5.5].
6.2.2. Patching functors and Serre weights. Let now $\bar{r}_{p}: G_{\mathbb{Q}_{p}} \rightarrow{ }^{L} \underline{G}(\mathbb{F})$ be an $L$-homomorphism, with corresponding collection $\left\{\bar{\rho}_{v}: G_{F_{v}^{+}} \rightarrow \operatorname{GL}_{n}(\mathbb{F})\right\}_{v \in S_{p}}$.

We let $R^{p}$ be a nonzero complete local Noetherian equidimensional flat $\mathcal{O}$-algebra with residue field $\mathbb{F}$ such that each irreducible component of Spec $R^{p}$ and of Spec $\bar{R}^{p}$ is geometrically irreducible, and define

$$
R_{\bar{r}_{p}} \stackrel{\text { def }}{=} \widehat{\bigotimes}_{v \in S_{p}, \mathcal{O}} R_{\bar{\rho}_{v}}^{\square}, \quad R_{\infty} \stackrel{\text { def }}{=} R^{p} \widehat{\otimes}_{\mathcal{O}} R_{\bar{r}_{p}}
$$

(we suppress the dependence on $R^{p}$ in the notation of $R_{\infty}$ ).
Given a tame inertial $L$-homomorphism $\tau: I_{\mathbb{Q}_{p}} \rightarrow \underline{G}^{\vee}(E)$, with corresponding collection $\left\{\tau_{v}\right\}_{v \in S_{p}}$, we define

$$
R_{\bar{r}_{p}}^{\eta, \tau} \stackrel{\text { def }}{=} \widehat{\bigotimes}_{v \in S_{p}} R_{\bar{\rho}_{v}}^{\eta_{v}, \tau_{v}}
$$

and $R_{\infty}(\tau) \stackrel{\text { def }}{=} R_{\infty} \otimes_{R_{\bar{r}_{p}}} R_{\bar{r}_{p}}^{\eta, \tau}$, and write $X_{\infty}, X_{\infty}(\tau), \bar{X}_{\infty}(\tau)$ for $\operatorname{Spec} R_{\infty}, \operatorname{Spec} R_{\infty}(\tau)$, and Spec $\bar{R}_{\infty}(\tau)$ respectively.

We write $\operatorname{Mod}\left(X_{\infty}\right)$ be the category of coherent sheaves over $X_{\infty}$ and $\operatorname{Rep}_{\mathcal{O}}\left(\mathrm{GL}_{n}\left(\mathcal{O}_{p}\right)\right)$ be the category of topological $\mathcal{O}\left[\mathrm{GL}_{n}\left(\mathcal{O}_{p}\right)\right]$-modules which are finitely generated over $\mathcal{O}$.
Definition 6.2.3. A weak patching functor for an $L$-homomorphism $\bar{r}_{p}: G_{\mathbb{Q}_{p}} \rightarrow{ }^{L} \underline{G}(\mathbb{F})$ is a nonzero covariant exact functor $M_{\infty}: \operatorname{Rep}_{\mathcal{O}}\left(\operatorname{GL}_{n}\left(\mathcal{O}_{p}\right)\right) \rightarrow \operatorname{Mod}\left(X_{\infty}\right)$ such that for any tame inertial $L$-homomorphism $\tau$ and any $\mathcal{O}$-lattice $\sigma(\tau)^{\circ}$ in $\sigma(\tau)$ one has:
(1) $M_{\infty}\left(\sigma(\tau)^{\circ}\right)$ is a maximal Cohen-Macaulay sheaf on $X_{\infty}(\tau)$; and
(2) for all $\sigma \in \mathrm{JH}(\overline{\sigma(\tau)}), M_{\infty}(\sigma)$ is either zero or a maximal Cohen-Macaulay sheaf on $\bar{X}_{\infty}(\tau)$.

Given a weak patching functor for an $L$-homomorphism $\bar{r}_{p}$ we thus define

$$
\begin{equation*}
W_{M_{\infty}}\left(\bar{r}_{p}\right) \stackrel{\text { def }}{=}\left\{\sigma \mid \sigma \text { is a } 3(n-1) \text {-deep Serre weight of } \mathrm{G} \text { and } M_{\infty}(\sigma) \neq 0\right\} \tag{22}
\end{equation*}
$$

By [LLHLMb, Proposition 2.4.5] and [LLHLMa, Theorem 5.1.1, Proposition 5.4.1] we see that if $\bar{r}_{p}$ is $6(n-1)$-generic then condition that $\sigma$ is $3(n-1)$-deep in the right hand side of 22 is automatically satisfied.
6.2.4. Modularity of defect one weights. We now assume $S_{p}=\{v\}$ and $F_{v}^{+}=K$. In particular a continuous homomorphism $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ can be seen as an $L$-parameter, and have weak patching functors associated to it.

Proposition 6.2.5. Let $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ be $6(n-1)$-generic and let $M_{\infty}$ be a weak patching functor for $\bar{\rho}$. Then the following are equivalent:
(1) $W_{\leq 0}^{g}(\bar{\rho}) \cap W_{M_{\infty}}(\bar{\rho}) \neq \emptyset$; and
(2) $W_{\leq 1}^{\bar{g}}(\bar{\rho}) \subseteq W_{M_{\infty}}(\bar{\rho})$.

Before the proof, we record the following lemma, which will be also used in the proof of PQ22, Conjecture 5.3.1] in 6.3 .
Lemma 6.2.6. Let $\bar{\rho}^{\mathrm{sp}}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ be $6(n-1)$-generic and let $\widetilde{w} \in \operatorname{Adm}^{\mathrm{reg}}(\eta)$ satisfy $\ell\left(t_{\eta}\right)-\ell\left(\widetilde{w}^{(j)}\right) \leq 1$ for all $j \in \mathcal{J}$. Let $\tau \stackrel{\text { def }}{=} \tau_{\bar{\rho}^{\mathrm{sp}}}(\widetilde{w})$ and write $\widetilde{w}=\widetilde{w}_{2}^{-1} w_{0} t_{\nu} \widetilde{w}_{1}$ where $\widetilde{w}_{1}, \widetilde{w}_{2} \in \widetilde{W}_{1}^{+}$ and $\nu \in X^{+}(\underline{T})$ are uniquely determined up to $X^{0}(\underline{T})$. Then:

$$
W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})=\left\{\sigma_{\bar{\rho}^{\mathrm{sp}}}\left(\widetilde{w}^{\prime}\right) \mid \widetilde{w}^{\prime(j)} \in S^{(j)} \text { for all } j \in \mathcal{J}\right\}
$$

where $S^{(j)} \stackrel{\text { def }}{=}\left\{\left(\widetilde{w}_{2}^{(j)}\right)^{-1} w_{0} t_{\nu^{(j)}} \widetilde{w}_{1}^{(j)},\left(\widetilde{w}_{h}^{(j)} \widetilde{w}_{1}^{(j)}\right)^{-1} w_{0} \widetilde{w}_{1}^{(j)}\right\}$. Moreover, $\# S^{(j)}=1$ if and only if $\widetilde{w}_{1}^{(j)}=\widetilde{w}_{h}^{-1} \widetilde{w}_{2}^{(j)}$ and $\nu^{(j)} \in X^{0}(T)$, if and only if $\ell\left(\widetilde{w}^{(j)}\right)=\ell\left(t_{\eta}\right)$.

Note that the existence and uniqueness of the decomposition of $\widetilde{w}$ in the lemma is guaranteed by [LLHLMb, Proposition 2.1.5].

Proof. The relation $F_{(\widetilde{x}, \omega)} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ is equivalent, by [LLHLMb, Proposition 2.6.4], to the existence of a factorization $\widetilde{w}=\left(\widetilde{x}_{2}\right)^{-1} s \widetilde{x}_{1}$ with $\widetilde{x}_{1}, \widetilde{x}_{2} \in \widetilde{W}^{+}, \widetilde{x}_{1} \uparrow \widetilde{x} \uparrow \widetilde{w}_{h}^{-1} \widetilde{x}_{2}$ and $\omega=\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}\right)\left(\widetilde{x}_{1}\right)^{-1}(0)$. By Lemma 2.1.4 applied to each $\widetilde{w}^{(j)}$ we have $s=w_{0}$ and for all $j \in$ $\mathcal{J}$ either $\widetilde{x}^{(j)}=\widetilde{x}_{1}^{(j)} \in \widetilde{w}_{1}^{(j)} X^{0}(T)$ (in which case, by the uniqueness of the factorization in [LLHLMb, Proposition 2.1.5] we further have $\left.\widetilde{x}_{2}^{(j)}=t_{-w_{0}\left(\nu^{(j)}\right)} \widetilde{w}_{2}^{(j)}\right)$ or $\widetilde{x}^{(j)}=\left(\widetilde{w}_{h}^{(j)}\right)^{-1} \widetilde{x}_{2}^{(j)} \in$ $\left(\widetilde{w}_{h}^{(j)}\right)^{-1} \widetilde{w}_{2}^{(j)} X^{0}(T)$ (in which case, by the uniqueness of the factorization in LLHLMb, Proposition 2.1.5] we further have $\left.\widetilde{x}_{1}^{(j)}=t_{\nu^{(j)}} \widetilde{w}_{1}^{(j)}\right)$. The conclusion follows now from the definition of the map $\sigma_{\bar{\rho}}^{\mathrm{sp}}$.

Proof of Proposition 6.2.5. The proof is by induction on the following quantity $\delta_{\bar{\rho}}(\sigma)$ attached to a Serre weight $\sigma \in W_{\leq 1}^{g}(\bar{\rho})$ :

$$
\begin{equation*}
\delta_{\bar{\rho}}(\sigma) \stackrel{\text { def }}{=} \min \left\{\sum_{j \in \mathcal{J}} \ell\left(t_{\eta}\right)-\ell\left(\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)^{(j)}\right) \mid \bar{\rho} \rightsquigarrow \bar{\rho}^{\mathrm{sp}}\right\} . \tag{23}
\end{equation*}
$$

We fix throughout the proof a choice of an algebraic central character $\zeta$; all lowest alcove presentations below will be chosen to be compatible with $\zeta$.
By definition of $W_{\leq 1}^{g}(\bar{\rho})$ and Lemma 6.1.1, for each $\sigma \in W_{\leq 1}^{g}(\bar{\rho})$ there exist $\bar{\rho} \rightsquigarrow \bar{\rho}^{\mathrm{sp}}$ and a tame inertial type $\tau$ (depending on $\bar{\rho}^{\mathrm{sP}}$ ) such that
(1) $\sigma \in W^{g}(\bar{\rho}) \cap W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}_{\text {out }}(\overline{\sigma(\tau)})$;
(2) $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)=\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right) \in \operatorname{Adm}^{\mathrm{reg}}(\eta)$; and
(3) $\widetilde{w}_{\bar{\rho}^{\mathrm{pp}}}\left(\sigma^{\prime}\right)^{(j)} \geq \widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)^{(j)}$ for all $j \in \mathcal{J}$ and all $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$.
(Note that condition (2) determines $\tau$ uniquely, and we thus let $\tau=\tau_{\bar{\rho}^{\mathrm{sp}}}\left(\widetilde{w}_{\bar{\rho}}{ }^{\mathrm{sp}}(\sigma)\right)$ in the notation of Lemma 6.1.1.) We fix $\bar{\rho} \rightsquigarrow \bar{\rho}^{\mathrm{sp}}$ such that $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right)$ is maximal possible (which is equivalent to $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)$ realizing the minimum (23), where $\tau$ is the type associated to $\bar{\rho}^{\mathrm{sp}}$ satisfying (11), (2), and (3) above.

We claim that with this choice of $\bar{\rho} \rightsquigarrow \bar{\rho}^{\text {sp }}$ and $\tau$ we have

$$
\widetilde{w}(\bar{\rho}, \tau)=\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right) .
$$

Indeed, we always have $\widetilde{w}(\bar{\rho}, \tau) \geq \widetilde{w}\left(\bar{\rho}^{\text {sp }}, \tau\right)$ by LLHLMa, Theorem 3.5.1]. If $\widetilde{w}(\bar{\rho}, \tau)>\widetilde{w}\left(\bar{\rho}^{\text {sp }}, \tau\right)$, then there exists a specialization $\bar{\rho} \rightsquigarrow \bar{\rho}^{\prime}$,sp such that $\widetilde{w}\left(\bar{\rho}^{\prime}\right.$,sp,$\left.\tau\right)=\widetilde{w}(\bar{\rho}, \tau)$ (in particular, $\widetilde{w}\left(\bar{\rho}^{\prime}\right.$, sp,$\left.\tau\right) \in$ $\left.\operatorname{Adm}^{\text {reg }}(\eta)\right)$ and therefore $\widetilde{w}\left(\bar{\rho}^{\prime, s p}, \tau\right)>\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right)$. This contradicts the maximality of $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right)$.
For each $\sigma \in W_{\leq 1}^{g}(\bar{\rho})$ with corresponding $\bar{\rho} \rightsquigarrow \bar{\rho}^{\mathrm{sp}}$ and $\tau$ as above, we now claim that

$$
\begin{equation*}
W^{g}(\bar{\rho}) \cap \mathrm{JH}(\overline{\sigma(\tau)})=W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)}) \tag{24}
\end{equation*}
$$

or, equivalently by LLHL19, Theorem 4.2.4], that any $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ is in $W^{g}(\bar{\rho})$. Indeed by Lemma 6.1.1 there exists $\sigma_{0} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ such that
(1) $\delta_{\bar{\rho}}\left(\sigma_{0}\right)=0$; and
(2) for all $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$ we have $\widetilde{w}_{\bar{\rho}}{ }^{\mathrm{sp}}\left(\sigma^{\prime}\right)^{(j)} \in\left\{\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}\left(\sigma_{0}\right)^{(j)}, \widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)^{(j)}\right\}$.

By item (1) and LLHLMb, Theorem 7.4.2] (see also [LLHLMa, Remark 3.9.1]) we have $\sigma_{0} \subset$ $W^{g}(\bar{\rho})$ and thus $\bar{\rho} \in \mathcal{C}_{\sigma} \cap \mathcal{C}_{\sigma_{0}}$. Recall from [LLHLMb, equation (4.11) and Definition 4.6.1] the variety $\widetilde{C}_{\sigma^{\prime}}^{\zeta}$ with its decomposition $\prod_{j \in \mathcal{J}} \widetilde{C}_{\sigma^{\prime}}^{\zeta,(j)}$. Each $\widetilde{C}_{\sigma^{\prime}}^{\zeta,(j)}$ is determined explicitly by $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}\right)^{(j)}$ and $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}\left(\sigma^{\prime}\right)^{(j)}$ (see loc. cit. Definition 4.3.2, Theorem 4.3.9) so that $\widetilde{C}_{\sigma^{\prime}}^{\zeta,(j)}=\widetilde{C}_{\sigma}^{\zeta,(j)}$ if $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}\left(\sigma^{\prime}\right)^{(j)}=$ $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}(\sigma)^{(j)}$, and $\widetilde{C}_{\sigma^{\prime}}^{\zeta,(j)}=\widetilde{C}_{\sigma_{0}}^{\zeta,(j)}$ if $\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}\left(\sigma^{\prime}\right)^{(j)}=\widetilde{w}_{\bar{\rho}^{\mathrm{sp}}}\left(\sigma_{0}\right)^{(j)}$. Thus, by item (2), for all $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap$ $\mathrm{JH}(\overline{\sigma(\tau)})$ we have

$$
\widetilde{C}_{\sigma}^{\zeta} \cap \widetilde{C}_{\sigma_{0}}^{\zeta}=\prod_{j \in \mathcal{J}} \widetilde{C}_{\sigma}^{\zeta,(j)} \cap \widetilde{C}_{\sigma_{0}}^{\zeta,(j)} \subseteq \prod_{j \in \mathcal{J}} \widetilde{C}_{\sigma^{\prime}}^{\zeta,(j)}=\widetilde{C}_{\sigma^{\prime}}^{\zeta}
$$

which together with LLHLMb, Theorem 7.4.2] implies $\mathcal{C}_{\sigma} \cap \mathcal{C}_{\sigma_{0}} \subseteq \mathcal{C}_{\sigma^{\prime}}$. This proves 244).
We now proceed to the inductive argument. We freely use the notation for cycles from patching functors introduced in [LHLMa, §5.3], in particular we write $\overline{\mathrm{pr}}$ to indicate the projection map from cycles over the reduced union $\cup_{\tau \in \mathcal{T}} \bar{X}_{\infty}(\tau)$ (for a set of generic tame inertial $L$-parameters $\mathcal{T}$ ) to cycles over the special fiber of the multi-type deformation ring associated to the set $\mathcal{T}$. The set $\mathcal{T}$ can be fixed to satisfy condition (ii) in [LLHLMa, §5.3] since all the tame inertial types $\tau$ involved in this proof satisfy $\ell\left(\widetilde{w}(\bar{\rho}, \tau)^{(j)}\right) \geq \ell\left(t_{\eta}\right)-1$ for all $j \in \mathcal{J}$, hence Theorem 5.2.3 applies. Furthermore, given $\sigma \in W^{g}(\bar{\rho})$ we will write $\mathcal{C}_{\sigma}(\bar{\rho})$ to denote the pullback of the component $\mathcal{C}_{\sigma}$ to the versal ring of $\mathcal{X}_{n, K}$ at $\bar{\rho} \in \mathcal{X}_{n, K}(\mathbb{F})$.

Let $\sigma \in W_{\leq 1}^{g}(\bar{\rho})$. We prove by induction on $\delta_{\bar{\rho}}(\sigma)$ that the support of $\overline{\mathrm{pr}} \circ Z\left(M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)\right)$ contains $\mathcal{C}_{\sigma}$, and that any other component in the support of $\overline{\mathrm{pr}} \circ Z\left(M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)\right)$ is of the form $\mathcal{C}_{\kappa}$ with $\kappa \in W^{g}(\bar{\rho}), \delta_{\bar{\rho}}(\kappa)<\delta_{\bar{\rho}}(\sigma)$.

If $\delta_{\bar{\rho}}(\sigma)=0$ then $\sigma \in W_{\leq 0}^{g}(\bar{\rho})$, and $W_{\leq 0}^{g}(\bar{\rho}) \cap W_{M_{\infty}}(\bar{\rho}) \neq \emptyset$ implies $W_{\leq 0}^{g}(\bar{\rho}) \subseteq W_{M_{\infty}}(\bar{\rho})$ by the main result of LLHLMa. As $W^{g}(\bar{\rho}) \cap \mathrm{JH}(\overline{\sigma(\tau)})=W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})=\{\sigma\}$ by Lemma 6.2.6 and $M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)$ has full support over (a formally smooth modification of) $\bar{R}_{\bar{\rho}}^{\eta, \tau}$, we conclude that the cycle $\overline{\mathrm{pr}} \circ Z\left(M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)\right)$ is supported on $\mathcal{C}_{\sigma}(\bar{\rho})$. (Here and below we write $\bar{\sigma}(\tau)^{\circ}$ to denote the mod $\varpi$-reduction of any $\mathcal{O}$-lattice $\sigma(\tau)^{\circ}$ in $\sigma(\tau)$.)

Assume now that $\delta_{\bar{\rho}}(\sigma)>0$ and that for any $\sigma^{\prime} \in W_{\leq 1}^{g}(\bar{\rho})$ with $\delta_{\bar{\rho}}\left(\sigma^{\prime}\right)<\delta_{\bar{\rho}}(\sigma)$ the cycle $\overline{\mathrm{pr}} \circ Z\left(M_{\infty}\left(\sigma^{\prime}\right)\right)$ is supported on $\mathcal{C}_{\sigma^{\prime}}(\bar{\rho})$ and possibly other components of the form $\mathcal{C}_{\kappa}(\bar{\rho})$ where $\kappa \in W^{g}(\bar{\rho})$ and $\delta_{\bar{\rho}}(\kappa)<\delta_{\bar{\rho}}\left(\sigma^{\prime}\right)$. We have

$$
\begin{align*}
\operatorname{Supp}\left(Z\left(\bar{R}_{\bar{\rho}}^{\eta, \tau}\right)\right) & =\operatorname{Supp}\left(\operatorname{red}\left(Z\left(R_{\bar{\rho}}^{\eta, \tau}\right)[1 / p]\right)\right)  \tag{25}\\
& =\operatorname{Supp}\left(\operatorname{red} \circ \operatorname{pr}\left(Z\left(M_{\infty}\left(\sigma(\tau)^{\circ}\right)[1 / p]\right)\right)\right) \\
& =\operatorname{Supp}\left(\overline{\operatorname{pr}} \circ \operatorname{red}\left(Z\left(M_{\infty}\left(\sigma(\tau)^{\circ}\right)[1 / p]\right)\right)\right) \\
& =\operatorname{Supp}\left(\overline{\operatorname{pr}} \circ Z\left(M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)\right)\right)
\end{align*}
$$

where the first and last equality follow from [LLHLMa, Proposition 5.3.1], the second from the fact that $R_{\bar{\rho}}^{\eta, \tau}$ is geometrically integral (Theorem 5.2.3), the third from red $\circ \mathrm{pr}=\overline{\mathrm{pr}} \circ$ red (see [LLHLMa, $\S 5.3]$ ). Since $R_{\stackrel{\rho}{\rho}}^{\eta, \tau}$ is geometrically integral by Theorem 5.2.3, by exactness of $M_{\infty}$ and [LLHLMa, Theorem 5.1.1 and Proposition 5.4.1] we have

$$
\begin{aligned}
\overline{\operatorname{pr}} \circ Z\left(M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)\right) & =\sum_{\sigma^{\prime} \in W^{?}\left(\overline{\rho_{\mathrm{P}}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})} \overline{\operatorname{pr}} \circ Z\left(M_{\infty}\left(\sigma^{\prime}\right)\right) \\
& =\overline{\operatorname{pr}} \circ Z\left(M_{\infty}(\sigma)\right)+\sum_{\sigma^{\prime} \in W^{?}\left(\overline{\rho^{\mathrm{sp}}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)}) \backslash\{\sigma\}} \overline{\operatorname{pr}} \circ Z\left(M_{\infty}\left(\sigma^{\prime}\right)\right)
\end{aligned}
$$

From the definition of $\delta_{\bar{\rho}}$ together with Lemma 6.1.1, we easily check that $\delta_{\bar{\rho}}\left(\sigma^{\prime}\right)<\delta_{\bar{\rho}}(\sigma)$ for all $\sigma^{\prime} \in W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)}) \backslash\{\sigma\}$. We thus deduce, using the inductive hypothesis and (24), that


On the other hand, we have

$$
\operatorname{Supp}\left(Z\left(\bar{R}_{\bar{\rho}}^{\eta, \tau}\right)\right)=\bigcup_{\sigma^{\prime} \in W^{g}(\bar{\rho}) \cap \mathrm{JH}(\overline{\sigma(\tau))}} \mathcal{C}_{\sigma^{\prime}}(\bar{\rho})
$$

by LLHLMb, Theorem 7.4.2] (and Sta19, Lemma 0DRB, Lemma 0DRD and Definition 0DRA) and hence $\overline{\mathrm{pr}} \circ Z\left(M_{\infty}(\sigma)\right)$ is necessarily supported on $\mathcal{C}_{\sigma}(\bar{\rho})$, and possibly on other components $\mathcal{C}_{\sigma^{\prime}}(\bar{\rho})$ with $\sigma^{\prime} \in W^{g}(\bar{\rho})$ and $\delta_{\bar{\rho}}\left(\sigma^{\prime}\right)<\delta_{\bar{\rho}}(\sigma)$.
Remark 6.2.7. If, in the statement of Proposition 6.2.5, we furthermore assume that weak patching functor $M_{\infty}$ is minimal ([LLHLMa, Definition 5.2.1]), then equation (25) can be replaced with the stronger statement

$$
e\left(R_{\bar{\rho}}^{\eta, \tau}\right)=e\left(M_{\infty}\left(\bar{\sigma}(\tau)^{\circ}\right)\right)
$$

(where $e(\cdot)$ denotes the Hilbert-Samuel multiplicity), which forces $e\left(M_{\infty}(\sigma)\right)=1$ for all $\sigma \in$ $W^{?}\left(\bar{\rho}^{\text {sp }}\right) \cap \mathrm{JH}(\overline{\sigma(\tau)})$.
Remark 6.2.8. Let $\bar{r}_{p}: G_{\mathbb{Q}_{p}} \rightarrow{ }^{L} \underline{G}(\mathbb{F})$ be an $L$-parameter, with corresponding collection $\left\{\bar{\rho}_{v}\right.$ : $\left.G_{F_{v}^{+}} \rightarrow \mathrm{GL}_{n}(\mathbb{F})\right\}_{v \in S_{p}}$. For each $v \in S_{p}$ let $\mathcal{J}_{v}$ denote the set of ring homomorphisms $\left\{k_{v} \hookrightarrow \mathbb{F}\right\}$, so that $\mathcal{J}_{p}=\prod_{v \in S_{p}} \mathcal{J}_{v}$. Given $\underline{h}_{v} \in \mathbb{N}^{\mathcal{J}_{v}}$ for each $v \in S_{p}$ we then have a collection $\left\{W_{\underline{\underline{h}_{v}}}^{g}\left(\bar{\rho}_{v}\right)\right\}_{v \in S_{p}}$ whose elements are Serre weights for G by taking tensor products over $v \in S_{p}$. In particular, given $\underline{h} \in \mathbb{N}^{\mathcal{J}_{p}}$ we can define the set $W_{\leq \underline{h}}^{g}\left(\bar{r}_{p}\right)$ for an $L$-parameter $\bar{r}_{p}: G_{\mathbb{Q}_{p}} \rightarrow{ }^{L} \underline{G}(\mathbb{F})$. The proofs of Proposition 6.2.5 and Lemma 6.2.6 go through, mutatis mutandis, replacing $\bar{\rho}: G_{K} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ with an $L$-homomorphism $\bar{r}_{p}: G_{\mathbb{Q}_{p}} \rightarrow{ }^{L} \underline{G}(\mathbb{F})$ (for these kind of passages from $\# S_{p}=1$ to $\# S_{p}>1$ see also [LLHLMb, Remark 7.3.4]).
6.3. Global applications and the conjecture of PQ22. We apply the results above to obtain our main global applications. We follow the setup and notation of [LLHLMa, §5.5.1, 5.5.2, 5.5.3]. In particular, we have a totally real field $F^{+} / \mathbb{Q}$ not equal to $\mathbb{Q}$, and $F / F^{+}$a CM extension. We assume from now on that all places of $F^{+}$above $p$ are unramified over $\mathbb{Q}_{p}$, and that they are further totally split in $F$. Given a reductive group $G_{/ F^{+}}$which is an outer form for $\mathrm{GL}_{n}$, split over $F$, and such that $G\left(F^{+} \otimes \mathbb{Q} \mathbb{R}\right)=U_{n}\left(F^{+} \otimes \mathbb{Q} \mathbb{R}\right)$, we define for a continuous Galois representation $\bar{r}: G_{F^{+}} \rightarrow \mathcal{G}_{n}(\mathbb{F})$ the notion of being automorphic (relatively to $G_{/ F^{+}}$) as in LLHLMa, Definition 5.5.1], as well as the set $W(\bar{r})$ of modular Serre weights of $\bar{r}$ (loc. cit. Definition 5.5.2). Here, $\mathcal{G}_{n}$ is the group scheme defined in [CHT08, §2]. Finally, let $\bar{r}_{p}$ be the $L$-homomorhism induced from
the collection of continuous representations $\left.\bar{r}\right|_{G_{F^{+}}}: G_{F_{v}^{+}} \rightarrow \mathrm{GL}_{n}(\mathbb{F})$ for $v \mid p$. In particular, we denote by $S_{p}$ the set of the finite places of $F^{+}$above $p$.

Let $\bar{r}: G_{F^{+}} \rightarrow \mathcal{G}_{n}(\mathbb{F})$ be automorphic and such that $\bar{r}\left(G_{F\left(\zeta_{p}\right)}\right) \subseteq \mathrm{GL}_{n}(\mathbb{F})$ is adequate. Then by [LLHLMa, Lemma 5.5.4] we can and do fix a weak patching functor $M_{\infty}$ for the $L$-homomorphism $\bar{r}_{p}$ such that for any Serre weight $\sigma$ of $\mathrm{G}=\prod_{v \in S_{p}} \mathrm{GL}_{n}\left(k_{v}\right)$ we have

$$
\begin{equation*}
M_{\infty}(\sigma) \neq 0 \Longleftrightarrow \sigma \in W(\bar{r}) . \tag{26}
\end{equation*}
$$

Theorem 6.3.1 (Modularity of defect one weights). Let $\bar{r}: G_{F^{+}} \rightarrow \mathcal{G}(\mathbb{F})$ be an automorphic representation such that

- $\bar{r}\left(G_{F\left(\zeta_{p}\right)}\right) \subseteq \mathrm{GL}_{n}(\mathbb{F})$ is adequate; and
- $\bar{r}_{p}$ is $6(n-1)$-generic.

Then the following are equivalent:
(1) $W_{\leq 0}^{g}\left(\bar{r}_{p}\right) \cap W(\bar{r}) \neq \emptyset$; and
(2) $W_{\leq 1}^{ \pm 0}\left(\bar{r}_{p}\right) \subset W(\bar{r})$.

Proof. This follows from Proposition 6.2.5 and Remark 6.2.8 using (26).
Remark 6.3.2. Keep the setup and notation of Theorem 6.3 .1 and Remark 6.2.8. If $\sigma \in W_{\leq 1}^{?}\left(\bar{r}_{p}^{\mathrm{sp}}\right)$ for some $\bar{r}_{p} \rightsquigarrow \bar{r}_{p}^{\mathrm{sp}}$, then $\sigma \in W_{M_{\infty}}(\bar{r})$ if and only if $\sigma \in W^{g}\left(\bar{r}_{p}\right)$ if and only if $\sigma \in W_{\leq 1}^{g}\left(\bar{r}_{p}\right)$. For each such $\sigma$, there exists $\tau$ such that

$$
\begin{equation*}
\widetilde{w}\left(\bar{r}_{p}, \tau\right)=\widetilde{w}\left(\bar{r}_{p}^{\mathrm{sp}}, \tau\right) \quad \text { and } \quad \ell\left(\widetilde{w}\left(\bar{r}_{p}^{\mathrm{sp}}, \tau\right)^{(j)}\right) \geq \ell\left(t_{\eta}\right)-1 \tag{27}
\end{equation*}
$$

for each $j \in \mathcal{J}_{p}$ and $\sigma \in W^{?}\left(\bar{r}_{p}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\bar{\sigma}(\tau))$, with $\sigma \in W^{g}\left(\bar{r}_{p}\right)$ if and only if $\bar{r}_{p}$ satisfies $Z_{-\alpha}{ }^{(j)}=0$ for each $j \in \mathcal{J}_{p}$ for which the inequality in (27) is an equality.

We now recall the setup of the local-global compatibility result of PQ22. Assume that $p$ is totally split in $F$ and fix a place $w \mid p$ of $F$. Assume that $\left.\bar{r}_{w} \stackrel{\text { def }}{=} \bar{r}\right|_{G_{F}}$ is Fontaine-Laffaille of niveau one, and that satisfies a geometric genericity condition dictated by its position in the moduli of Fontaine-Laffaille modules (see PQ22, Definition 3.2.5]). In particular we have a lowest alcove presentation $(1, \mu)$ for $\bar{r}_{w}^{\mathrm{ss}}$ (with $\mu=\left(c_{n-1}, c_{n-2}, \ldots, c_{1}, c_{0}\right)$ in the notation of $\S 1$ in loc. cit.) and a niveau one tame inertial type $\tau$ with lowest alcove presentation $\left(1, s_{\alpha}\left(\left(\mu^{\square, i_{1}, j_{1}}\right)^{\vee}\right)\right.$ ) (with $\left.\mu^{\square, i_{1}, j_{1}} \stackrel{\text { def }}{=} \mu^{\vee}+\left(\left\langle\eta, \alpha^{\vee}\right\rangle+1\right) \alpha\right)$ where $0 \leq i_{1}, j_{1} \leq n-1$ corresponds to a positive root $\alpha=\alpha_{i_{1}+1, j_{1}+1}$. Then by the proof of PQ22, Lemma 3.4.1] (namely, from the expression of $\operatorname{Mat}_{e^{\prime \prime}}(\phi)$ in loc. cit.) we see that $\widetilde{w}\left(\bar{r}_{w}, \tau\right)=t_{\eta-\alpha} s_{\alpha}$, which is a regular colength one shape. In particular $\bar{r}_{w} \rightsquigarrow \bar{\rho}^{\text {sp }}$ with $\widetilde{w}\left(\rho^{\mathrm{sp}}, \tau\right)=t_{\eta-\alpha} s_{\alpha}$. By Lemma 6.2.6 we obtain:
Theorem 6.3.3 (Conjecture 5.3.1 PQ22). Let $w \mid p$. Assume that $\bar{r}_{w}$ is Fontaine-Laffaille of niveau one, that $\left(\bar{r}_{w}\right)_{n-i_{0}, n-j_{0}}$ is Fontaine-Laffaille generic in the sense of PQ22, Definition 3.2.5], and moreover that ${ }_{w}^{\mathrm{ss}}$ is $3(n-1)$-generic. Then

$$
W_{w}(\bar{r}) \cap \mathrm{JH}(\bar{\sigma}(\tau)) \subseteq\left\{F(\mu)^{\vee}, F\left(\mu^{\square, i_{1}, j_{1}}\right)^{\vee}\right\}
$$

where $W_{w}(\bar{r})$ denotes the set of modular weights for $\bar{r}$ at $w$ (as defined in the paragraph just below (PQ22, Definition 5.2.2]).
Proof. By [LLHLMa, Theorem 5.1.1], $W_{w}(\bar{r}) \cap \mathrm{JH}(\bar{\sigma}(\tau)) \subseteq W^{?}\left(\bar{\rho}^{\mathrm{sp}}\right) \cap \mathrm{JH}(\bar{\sigma}(\tau))$. Now, it follows immediately from Lemma 6.2.6, as $\widetilde{w}\left(\bar{\rho}^{\mathrm{sp}}, \tau\right)=s_{\alpha} t_{\eta-\alpha}$.

The above result removes the weight elimination condition of PQ22, Theorem 5.6.2]. However the fact that the deformation ring $R_{\bar{\rho}}^{\eta, \tau}$ is formally smooth over $\mathcal{O}$ when $Z_{-\alpha} \not \equiv 0$ modulo $\varpi$ makes the argument of PQ22, Theorem 5.6.2] more direct, since the modules of algebraic automorphic forms are in this case free over the Hecke algebra by patching arguments (cf. PQ22, Remark 5.4.6]).
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