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Abstract

These lecture notes were written for a class that I taught between 2018 and 2023 for
the “Probabilités et Modéles Aléatoires” Master at Sorbonne Université. The goal is
to give a broad overview of various statistical mechanics models and of the question
of disorder relevance, in particular in the context of pinning models.

e The first part of the notes deal with random interfaces models, the idea being to
give both a general framework and develop an important example, namely the (lat-
tice) Gaussian Free Field. This should give some gentle introduction to the subject (I
hope) and provide glimpses into some of the questions that have been studied in the
literature: the question of localization vs. delocalization of interfaces; the entropic
repulsion phenomenon when introducing a random wall constraint; phase transitions
for pinning models of interfaces.

e The second part considers a related one-dimensional model: the so-called poly-
mer pinning model. The goal of this part is to give some introduction to the study of
disordered systems, through an important example that has been extensively inves-
tigated over the past decades. The idea is to first give an overview of the disordered
pinning model and of its localization phase transition, before turning to the ques-
tion of disorder relevance for this model, i.e. determining whether some disorder of
arbitrarily small intensity may change the properties of the model.
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Part 1

Random interface models






Chapter 1

Effective interface models

The interface models that we will study in these lecture notes were introduced as
effective models for describing interfaces in statistical physics systems, but they are
interesting in their own right. They describe a simplified random surface, i.e. a
random height function ¢ : A — R or Z, where A is a domain of Z¢, with d > 1.
We will refer to this as an interface in dimension d 4+ 1. An important model in this

context, on which much of this chapter will focus, is the Gaussian Free Field (GFF)
on Z4.

Notation. We denote by z ~ vy if  and y are neighbors in Z%, that is if we have
lz —ylh = o0, |z — wi| = 1. We write A € Z% if A is a finite subset of Z? and
OA :={y € A°, dz € A,z ~ y} will denote the exterior boundary of A.

If p:7Z% — RorZis a given function and A C Z, we will denote by ¢, the
restriction of ¢ to A. We also denote ¢, = ¢(x), that we interpret as the height
of the interface above the point z. If ¢ has values in Z we will talk about discrete
heights models; if ¢ has values in R, we will talk about continuous heights models.

Gibbs measures

Consider a physical system whose set of configurations can be described by a set
Q. If H:Q — R is an energy function, called the Hamiltonian, which associates
an energy with each possible configuration of the system, then we can consider the
Gibbs measure P on (2

dP R

9
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Here, p is a reference measure on 2 (not necessarily a probability measure), often
given by the counting measure on €2 if 2 is discrete, or the Lebesgue measure if
Q ~ R” for some n > 1. The parameter 5 > 0 is a positive parameter, related
to the inverse of the temperature (8 = kB%T where kp is Boltzmann’s constant),
which tunes the influence of the energy on the configurations of the system. The
constant Z3 is called the partition function: it is the constant that renormalizes the
Gibbs measure to obtain a probability on 2. The measure Pg describes the probabil-
ities of occurrence of possible configurations: if the energy H(w) of a configuration
is high, it will be less likely. For instance, one can show that when 8 — oo, the

measure Pg concentrates on configurations with minimal energy.

Remark 1.1. Let us stress that one can modify the Hamiltonian by adding a con-
stant, without changing the Gibbs measure Ps. Indeed, if H'(w) = H(w) + C for
some constant C' that does not depend on w € (2, then

/
du Z4 Zjy e

This very much gives the same measure P, = P4 (but not the same partition func-
tion: Zz = e’“Z}).

Remark 1.2. Gibbs measures naturally appear as measures that maximize the en-
tropy of a system whose energy has been fixed. For example, the normal distribution
is a Gibbs measure on = R, associated with the Hamiltonian H(z) = z?* (if =
represents the velocity of a particle, H(x) is its kinetic energy), with u = Leb as the
reference measure on €). It can be shown that, among the probability distributions
with density f on R with mean 0 and variance 1, the normal distribution A(0, 1) is
the one that maximizes the entropy — [ f(z)log f(z)dz.

1.1 Interface Vy-models without constraints

1.1.1 Definitions and notations

We consider a symmetric and convex function V' : R — R U{+o00}, called potential.
For a finite domain A € Z¢ and a boundary condition ¢ : Z¢ — R, we associate to
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a function ¢ : Z? — R the following Hamiltonian:

Hi(p) = H(pn | &ae) = ﬁl > Vg —¢y) + % Y Viee—§). (12)

T,yeN TeAYEA
T~y xwy

The function V' represents interactions in the surface and gives higher energy to
larger gradients in the surface (this is referred to as a gradient model, or V-model).
Thanks to Remark 1.1, we can assume that V' (0) = 0.

We then define an interface model on A by considering a Gibbs measure on the
set of (continuous or discrete) surfaces

R ={h:A=R} or Qi ={h:\N—>7Z},

with boundary condition &. Taking ua to be the Lebesgue measure on QF = RA
and pa to be the counting measure on Q% = Z*, we consider the Gibbs measure:

3
Whs ) = % o BHS(0) (1.3)
dpa Z 5
The partition function Zi’ g Is written as follows:
gyt
wa :/ e PHAM dy (h) . (1.4)
N

To simplify notation, we write 2y = QHA{{/ Z; we will specify whether it is a discrete
model or a continuous model if necessary. We will often denote by h an element
of Q2 and by , a random variable with values in €2,: for example, for any Borel
set A of Q. we will write:

1 £(h _amt
v Al | CTC I [ o T auth,

xeA
where 1 denotes elther the Lebesgue measure on R or the counting measure on Z
depending on whether we are in the discrete or continuous case (in any case we have
pa = p®Y). We also denote by Ei 3 the expectation relative to the probability Pi 8-

The boundary condition can be interpreted as follows: the measure Pf\ﬁ puts a
positive mass only on the functions ¢ : 7% — R that coincide with & on A°. Another
interpretation is to consider P A5 @s a measure on the functions ¢ : A — R that are
extended to OA by setting won = Ega.
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Lemma 1.3. If one has Kz := [ e VMdu(h) < +oo, then, for any boundary
condition &, we have Zf\ﬁ < (Kﬁ)|A| < 400. In particular, the partition function is
(positive and) finite, and the Gibbs measure Piﬁ given in (1.3) is well defined.

Proof. We can easily reduce this to the case where A is connected: if this is not the
case, we can use Exercise 1 below.

Let us first assume that the dimension is d = 1 and that A = {1,..., N}. Then

N+1

N
Zis= [ TLe e TLauth),
1=1 =1

with, by convention, hy = & and hy.1 = &yi1 in the integral. Using the upper
bound e AV Ex+1-hv) < 1 we easily obtain by iteration

N N
zis< [ Lo TLanth) < (15)"
1=1 i=1

For the recurrence, we used a change of variable (and the fact that p is invariant
under translation) to obtain that for all ' € R, [, e #V(="dyu(h) = Kj.

In the case of dimension d > 2, the argument is the same but the notation is
a little more cumbersome. The idea is to consider a spanning tree of A, to upper
bound e #V(ha=hy) < 1 if z,y € A are not neighbors in the tree, and to integrate
step by step, each time integrating an index x that is of degree 1 in the tree. We
leave it as an exercise to write a rigorous proof. ]

Exercise 1. If A, \’ € Z? are disjoints and such that x »¢ y for any x € A, y € A/,
show that Z§ 5 = Z3 523 -

Exercise 2. Show that, for any a < b, there exists a constant ¢ > 0 such that, for
any boundary condition &, we have Piﬂ(gpx € [a,b] YV € A) < e~clAl

1.1.2 Two important examples

Solid-On-Solid (SOS). When modeling an interface of the Ising model, the height
function ¢ has values in Z, and the energy associated with the interface is propor-
tional to the number of disagreements between ‘+‘ and ‘—’ spins, 4.e., proportional
to the area of the interface. The Hamiltonian associated with an interface is therefore
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proportional to > |¢r — @[ + [A] (the first sum counts the area of the ‘vertical
parts and the second term counts the area of the ‘horizontal’ parts). This there-
fore corresponds to the choice V() = |z| in the Hamiltonian (1.2) (recall that the
constant |A| does not change the Gibbs measure, see Remark 1.1).

Gaussian Free Field (GFF). The choice of a height function ¢ with values in R
and a quadratic potential V(x) = %xz is also very natural, because then H) ()
corresponds to the energy of a spring configuration. We will see that in this case
we can show that o, is a Gaussian vector, whose expectation and covariance matrix
can be characterized, which will allow us to perform many calculations later on (see

Section 1.2).

1.1.3 The case of dimension d =1

Let us consider the case of dimension d = 1, with A = {1,..., N}. Asin Lemma 1.3,
we assume that Kz = [, e VM dpu(h) < +oo. Thus, we can define a probability
distribution vg on R or Z by setting:

(Z—if(x) = Kiﬂ e V@) (1.5)
Now consider (X;);>1 independent random variables with the same distribution v
(i.e., with values in R in the continuous case and in Z in the discrete case). Let us
consider the random walk constructed from the random variables (X;);>1, as follows:
So =& and Sp = & + S0, X, for k> 1.

We can then determine the distribution of (S, ..., Syy1), which is obtained by a

simple change of variable from the product distribution V?(NH):

| N N+1
dP (s, .Sxi) (515 -5 5N11) = N H e Vlsimsin) H dp(s;)
B i=1 i=1

where we have used the convention sy = &y and the fact that p is invariant under
translation.

We then notice that the distribution of (S, ..., Sy) conditional on Syi1 = En1
is given (both in the discrete and continuous cases) by

dP(Sla'"aS 1)(817 -+ SN, €N+1)
dP(Sl’-~-7SN)|SN+1=§N+1(817 Tt SN) = (JIE)S (§N+1)
N+1
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that is
1 N+1  —V(s;—si_
KT I[i= e DTLE dpeds:)

dP(Sl,...,SN)|SN+1:£N+1(Sl’ ceey SN) = - .
</RNKJ$+1 [Timy e Ve [T, du(sﬂ)

where here we have set by convention sy = & and syi1 = &yy1 (in both the
numerator and denominator).

But this last expression is exactly the Gibbs measure defined in (1.3). Therefore,
we have shown the following result.

Lemma 1.4. If A = {1,..., N}, then the distribution of pp = (@;)1<i<n under Piﬁ
is that of a random walk (S;)1<i<n with i.i.d. increments X; with law vg from (1.5),
started from Sy = &y and conditioned to end at Syi1 = Eni1.

)

1.1.4 Gibbs measures and spatial Markov property

In this section, we will prove the following property, called spatial Markov property.
For A C Z¢, we denote by Fp = o (., x € A) the o-algebra generated by the height
function ¢ on A.

Proposition 1.5 (Spatial Markov property). Let Ay C Ay C Z%. Then for any
non-negative measurable function f : Qy, — R, we have

B, 5[/ (en) | Fas] = EX, 5[/ (on,)]
for PSAM almost every realization ¢.
Note that the probability Pilﬁ depends only on the value of ¢ on dA;, and we

therefore have
_ 254
Ag,,@( ‘}—AC)— ( ‘}—61\1) Alﬂ( )
which justifies the name spatial Markov property.

Corollary 1.6. For any non-negative measurable function f : Qy, — R, we have

ES, 5 [f(ea)] = E§, 4 [Eihﬂ [f(%l)ﬂ '

In other words, under PA 8 the marginal distribution of ¢ inside Ay is the Gibbs

measure Pil g with boundary condition given by a realization of ¢ under be 5
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Proof. First, note that for any boundary condition ¢, we have

B[] = [ g

— e By (h)
heRM ZAlaB

and notice that this is a measurable function of the boundary condition (¢;).ean,
and therefore of (¢,)zenc.
Now let g : £25,\a, = Ry be a non-negative measurable function. Then we have

Ej, [ (@AQ\Al)Eilg[f(%l)H

3k 1 -
— [ et ,3 e M) L e Py () djun, ().
heRM2 heR/‘l Zy,. Z5, 5

Now, let us denote h the “concatenation” of h € RM and hAQ\Al e RA\A that s,
the function h € R?2 such that A = h on Aq and h = h on Ao\ A1. We now observe
that i )

Hi, (h) + HY, (h) = HY, (h) + Hy, ().

Note also that Z/i\llﬁ is a measurable function of (f;)zeac, SO Zfi(lﬁ = Zﬁlﬁ. By
rearranging the integrals, the expression obtained above is therefore equal to

~ ~ 1 a1 g g ~ A
/ / g(hagn, ) f(ha,) —— e P =80 (R)dpu, (h)
eRA2 J heRM

Zklaﬂ Zi%ﬂ
“ ~ 1 _BHE (i ~
= ﬁ g(hAz\A1)f(h ) ¢ € BHAQ(h d:u/\2(h) - Ef&g,ﬂ [9(90/\2\/\1)]0(90/\1)} )
heRA2 ZA2 B

where in the first equality we have integrated over h € RM and used the fact that
(Z f(h ﬁ)_le_ﬁ HE () g g probability density; the last equality follows from the defini-
tion of be - We have therefore obtained

E§\2,5 [Q(SOAQ\Al)Eil,ﬂ [f(%OAl)H = EiQ,g [9(eana) f(eon)]
which concludes the proof. ]

Exercise 3. Using Exercise 2 and the spatial Markov property, show that for all
a < b, there exists a constant ¢ > 0 such that for any boundary condition ¢ and any
I' C A, we have PAB(S% [a,b] Vo € T') < el
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We can also use the spatial Markov property to show the following corollary, as an
exercise.

Exercise 4. Let A € Z? and A, Ay C A be “well-separated” sets, i.e. such that
OA1 N Ay = 0 and OAs N Ay = O (recall that A denotes the exterior boundary).
Show that under Pf\,ﬁ(' | F(A,uny)e), the interfaces @n,, ¢a, are independent.

A word on infinite volume Gibbs measures.

If we want to define a Gibbs measure directly on the full space Z¢, one option is to
construct a sequence of measures (Pi"n 5)n>0 With (Ay)y>1 an exhaustion of 7%, i.e.
and increasing sequence of finite sets of Z? such that U, An = 74, 1f, for all A € Z¢,
the distribution of ¢, under (P%;ﬁ)nzo converges to a distribution gy g as n — oo,
and if the set of distributions (ua g)aeze has a spatial consistency property (i.e.,
A, 5 1s the marginal distribution of p, g), then we can use Kolmogorov’s extension
theorem to construct a measure pg on Z?% We can then show that the measure pug
satisfies the spatial Markov property of Proposition 1.5.

However, the use of Kolmogorov’s extension theorem is generally unsuitable for
constructing Gibbs measures in infinite volume. Indeed, the choice of boundary
conditions &, becomes crucial: can one choose any sequence of boundary conditions?
[s it even possible to choose a sequence of boundary conditions that works? Could it
be that two sequences of boundary conditions give the same infinite-volume measure
ps? The approach of Dobrushin, Lanford, and Ruelle (known as the DLR approach),
consists in considering the spatial Markov property as the property that characterizes
a Gibbs measure (the measure is determined by its specifications, i.e. its conditional
laws). Here we give an ad hoc version for the case under consideration, but we refer
to the excellent Chapter 6 of [F'V17] for a more detailed discussion on infinite volume
Gibbs measures.

Definition 1.7. We say that us is an infinite-volume Gibbs measure associated with
the Hamiltonian H(-) and inverse temperature ( if it has the following ‘coherence’
property: for all A € Z?, for any non-negative measurable function f: Q) — R.,

EMB [f(SOA) | -FAC] = Eﬁﬁ [f(SOA)} g -a.s.

Exercise 5. Show that the set of Gibbs measures with infinite volume (associated
with some Hamiltonian H(-) and inverse temperature () is convex.
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1.2 The (lattice) Gaussian Free Field on Z?

The Gaussian Free Field (or GFF) on a lattice falls within the framework of the
interface models presented above: it is a height function with values in R, with the

potential V(z) = 2% In other words, the Hamiltonian is given by
1 1
Hf\((,@) = 3d Z (z — Qoy)2 + 4d Z (¢z — fy)2 (1.6)
x,yEyA reNyeA
T r~y

1.2.1 The random walk representation of the covariance structure

The GFF is a Gaussian field, whose mean and covariance structure can be explicitly
characterized. We will begin by describing the case of a zero boundary condition
¢ = 0, before moving on to the case of an arbitrary boundary condition &.

Figure 1.1: A realization of the (lattice) GFF in dimension d = 2, on a 100x100 grid,
with zero boundary condition ¢ = 0.

The case of zero boundary condition £ = 0.

To state the result, let us introduce some notation. For z € Z¢, we denote by P,
the distribution of a simple random walk (S, ),>0 on Z? starting from z. This is a
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Markov chain started from x, with transition matrix

L oifr~uy,
Q(:v,y)={2d .

0 otherwise.

We denote by G5 the Green’s function of the simple random walk killed when exit-
ing A: for z,y € A

TAc

Ga(z,y) = E, [Z 1{Sk:y}] < 400, (1.7)

k=0

where T4 := min{n > 0,5, € A} denotes the hitting time of the set A C Z%. The
finiteness of G follows from the fact that A is a finite set.

Proposition 1.8 (Covariance structure of the GFF). Under P} 5 := Piz/g, the
random interface op = (@z)zen i a centered Gaussian vector, with covariance ma-
trix lG A-

Proof. By definition of P 5 we have

0
dPy s (p) = LQ—BHR(%?) .

dLeby

It is therefore enough to show that HY(p) = %(cpA, Gilpa). By definition of the
Hamiltonian, expanding the first square gives

2HQ (¢ 4dz — @)’ 2d Y oel= Z%—— > eapy

T,yEN rzeENYEA TEA zeAyeA
e~y T~y Ty
Sk T )
yeN y~z

Now, let us consider the graph Laplacian A on Z¢, which is such that Q = I + A,
that is
1

g Hr~y,

ey = §—1 ifx= vy,
0 otherwise .
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Let us also define the transition matrix and the Laplacian restricted to A: we set
Qr = (Q(x,y))zyer and Ay = (A, )zyer. Then, the expression of the Hamiltonian
above can be rewritten as follows:

H3(0) = 3 (on (~An)oa)

It therefore remains to show that —Ay = Iy — Qp = G/_\l‘
But let us observe that (Iy — Qa) Yop_, Q% = In — Q%™ Now, it can be easily
shown (the technical details are left as an exercise) that, for all z,y € A,
Tl(:z:,y) = PI(SnH =y, S, € AVE<n+ 1) <P, (The >n+1),

and that additionally, there exist constants ¢,C' > 0 (depending only on A) such
that sup,cy Po(Ty > n) < Ce . We thus conclude that sup, ,c5 Qv (z,y) goes
towards 0 as n — oo. Since we have

Ga(z,y) = ZPI(Sk =y, 5 € AVi < k) = ZQﬁ(x,y) < 400,

k=0 k=0
we deduce that (In — Qa)Ga = (In — Q) D rep Qﬁ = J,. This concludes the
proof ]

The case of a general boundary condition £.

Let us introduce a new notation: for £ : Z¢ — R, we define the function u¢ : A = R
as the unique ()-harmonic extension of £xc inside A, that is, the unique solution to
the Dirichlet problem on A € Z? with boundary condition &:

(Aub), = %Zy%(uy —u,) =0 forxeA
ul, = &, for x € A°
It is standard to show that the function defined by
u = E, [, ]

is a solution to the Dirichlet problem; uniqueness comes from the fact that A is finite,
S0 The < +00 P, -p.s. for all x € A.

(1.8)

Proposition 1.9 (Decomposition of the GFF). For any boundary condition &, un-
der Piﬁ, the random interface pn = (Yz)zer 15 a Gaussian vector with expecta-

tion Ei ﬁ[gom] = S, with covariance matriz %GA. Put otherwise, we can write
o = us + @, where Y is a centered GFF.
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The effect of the boundary condition ¢ is therefore only a translation by u of the
centered GFF, that is by the harmonic extension of £ inside A.

Proof. As in the centered case, it is enough to show that
Hi () = ={(pa — u}), Gy (oa — u)) + C5

where the constant C’i does not depend on ¢ (according to Remark 1.1, this constant

does not affect the distribution Pi 5)-
Note that, on the one hand

2HS () = de(%—soy)%% > o8

x,yeA el yeA©
T~y xwy
E § 2
xeAy%A rENYEA
T~y e~y

On the other hand, recalling that G, L= _ Ay, we have

((pa — uf), Gy (pa — u})) = (pa, Gylon) + 2(on, Angpn) + (uf, Gy 'ub) .

Thus, since (pr, Gyloa) = 2H{(¢) from the zero boundary condition case, and
since u¢ depends only on A and ¢ (and not on ¢), it remains to show that

<90A,AA90A>+% Y by =) wulBau), +— > vy

rENYEA TEA xGAy¢A
T~y T~y

only depends on A and ¢ and not on ¢. But using the fact that u¢ is harmonic on A,
we obtain that for x € A

1
0= (Au’), 5 yE Uy — Uy = (Apud), 2d ¢A§ u
~T yEAy~w
Since ug = ¢, for y ¢ A, we conclude that

O—ZQOJ; Au Z@x AAU 2d Z prgy,

reA reA reA
yEN Y~z

which indeed does not depend on ¢. This concludes the proof. H
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Remark 1.10 (GFF associated with more general random walks). We could have
taken Proposition 1.9 as the definition of GFF, i.e. a Gaussian field with expectation
ut and covariance matrix %G A- In fact, this definition can easily be generalized if

one replaces the simple random walk with a random walk (S,,),>0 on any Z¢, with
transition matrix ). The Gaussian Free Field on A € Z¢ associated with the
transition matrix ) and with boundary condition £ is then the Gaussian vector with

expectation ui and covariance matrix %G A, Where:

(i) u§ = E, [§s7,.] is the unique Q-harmonic extension of £ in A;
(i) Ga(z,y) = Ex[zgfo Lismy] = Yoneo Qi (z,y) is the Green’s function of the
random walk (.5),),,>0 killed when it leaves A.
We can then show (this is left as an exercise) that this corresponds to a Gibbs
measure on {5 given by the Hamiltonian

Hj () = % D Q) (ee—@)’+ D Qwy) (e —&)

RIS €N YEA

Note that this Hamiltonian is not simply a function of the gradient of ¢ but may
have long-range interactions (we may have terms (o, — ¢,)* with = # y). The
properties of the Gaussian Free Field are determined by the covariance structure
and are therefore related to the properties of the random walk (S,),>0 considered,
through its Green’s function Gy.

Remark 1.11 (About the dependence on ). Thanks to the invariance of Gaussian
variables under scaling, we know that the distribution of /B ¢ under P%,ﬁ is the
same as that of ¢, under P} p—1: this is a centered Gaussian vector with covariance
matrix G. Thus, we can view the parameter 8 as a simple scaling factor (in the case
of a general boundary condition, we can use Proposition 1.8 to simply scale o —u®).

1.2.2 Localization and delocalization of the GFF interface

The covariance structure of the GFF given in Propositions 1.8-1.9 provides infor-
mation about the interface . One of the first questions is whether, for a GFF on
Ay = {—N, ..., N}* with zero boundary condition, the height of the center point
@p remains tight (as a random variable) as N — oo. If so, we say that the interface
is localized; otherwise, we say that the interface is delocalized.
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Studying the variance of ¢y under P%N 5 1s therefore a good way to test the
localization /delocalization of the interface; in the case of Gaussian variables, this
even characterizes the distribution of ¢y.

Proposition 1.12 (Localization/delocalization). For Ay = {—=N,..., N}, we
have
1
Var(/)\Nﬁ(apo) = EGAN(()’O) with  lim Gy, (0,0)

N—oo

=400 sid=1,2,
< 400 sid> 3.

We therefore have delocalization of the interface in dimension d = 1,2 and localiza-
tion of the interface in dimension d > 3.

This proposition does not require a proof: indeed, the variance is given in Proposi-
tion 1.8. Moreover, by monotone convergence, we have limy_,o, G, (0,0) = G(0,0),
where G is the Green’s function of the simple walk on Z? and is equal to 400 in
dimension d = 1,2 (because the walk is recurrent) and is finite in dimension d > 3
(because the walk is transient).

Remark 1.13. It is possible to obtain very accurate estimates of the Green’s func-
tion G, (0,0): we refer to [Lawl3, §1.5 and 1.6]. More precisely:

1. In dimension d = 1, we have G, (0,0) = N + 1.

(Hint: use gambler’s ruin.)

2. In dimension d > 2, we have Gy, (0,0) = Z2log N + O(1) as N — oo.

3. In dimension d > 3, we have Gy, (0,0) = G(0,0) + O(N?~9).
Note also that, in dimension d > 3, we can show that for z,y € Z% we have
COVRN,B(cpx, ©y) = %GAN(x,y) with limy 00 Ga, (2, y) = G(z,y) and

‘Q—d

G(z,y) ~ cql|lz — y| when ||z — y|| — +o0,

for some (explicit) constant ¢g. Thus, the interface remains localized but the heights
are strongly correlated.

Exercise 6. For N > 1 and z € Ay, we set 03(x) := Ga,(z, ), where we recall
that the Green’s function is defined in (1.7). Let & : Z? — R be any boundary
condition.

1. Show that

P§V75(|90x‘ >t) < P(%J?V(x)|Z| >t — ‘ui‘)
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where Z ~ N(0,1) and u¢ is the harmonic extension of £ in Ay.
2. Show that, for any z € Ay we have 0% (z) < Gy, (0,0) and |u§| < M5, =
maxyeop,y |&y|. Deduce that

B(t — Mé)?)
ZGAQN(O, 0) '

3. Assume that M5 = o(log N) in dimension d = 2 and M$, = o(y/log N) in
dimension d > 3, and show that, for any n > 0

P?v,ﬁ(|%:| > t) < exp ( -

lim P§V5<max|g0x| > (1+4n) aN> =0,
) AN

N—oo S
where ay = /%logN if d=2and ay = 2FdG(O,O)\/logZ\f if d > 3.

Discussion for general interfaces. Let us mention that the localization vs. delo-
calization phenomenon for (Ve -)interfaces is in general quite difficult to study, and
the phenomenology is in fact quite different depending on whether one considers a
continuous or discrete height interface.

In dimension d = 1, with the interpretation of (y,)_y<,<ny as a random walk
conditioned to be 0 at —(N + 1) and N + 1 from Section 1.1.3, we naturally obtain
the estimate Var?xNﬂ(gpo) ~ cgN, regardless of the potential V' given in Hamilto-
nian (1.2) — provided that [, 2%¢™V®dz < +oo, which ensures that E,,(X;) = 0
and E,,,(X?) < +oo (with p5 the law defined in (1.5)).

For continuous height interfaces, it turns out that the upper bounds Var?xm 5(0) <
Clog N in dimension d = 2 and Var}_ 4(¢9) < C in dimension d > 3 remain valid
in a very general context (see the recent article [Dar23]). In particular, the interface
in dimension d > 3 remains localized. For interfaces in dimension d = 2, logarith-
mic lower bounds have been given in general settings, showing the delocalization of
the interface (see the introduction to [Dar23|, which reviews the literature on this
subject).

In the case of discrete height interfaces, there are very few general results, and
they usually focus on certain discrete height interfaces, most notably the SOS model
mentioned above (and the so-called discrete Gaussian model). In these particular
cases, the localization of interfaces has been shown in dimension d > 3. The case of
dimension d = 2 is quite special: it can be shown in certain examples (in particular
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for the SOS and discrete GFF, see [FS81, AHPS21, DCHL 22, LO24, GL25]) that

there is a localization/delocalization transition (and this each time is a difficult
result!), in the sense that there exists a 0 < 3. < oo such that

lim sup Var?\Nﬁ(goo) < 400 if B> 0.,

N—o0

vt > 0, li]rvnjolipP(j)\Nﬁ(\gpo\ >t)=0 iff<p..

It is conjectured that this phenomenon is general in the case of discrete interfaces:
we refer to the introduction of [LO24], which gives a nice review of existing results.

1.2.3 Infinite volume limit of the GFF
The case of dimensions d =1, 2

Theorem 1.14 (No infinite-volume GFF in d = 1,2). In dimensions d = 1,2, there
does not exist an infinite-volume Gibbs measure associated with the GFF Hamilto-
nian (1.6).

Proof. We proceed by contradiction. Assume that pg is an infinite-volume Gibbs
measure, i.e. satisfying Definition 1.7. Then, using the definition, for every A € Z¢
with 0 € A, and for any a < b, we have

s (o € [a,0]) = By, [P 5 (0 € [a,0])] .
We know that, under Pi’ 5, 0 1s a Gaussian variable N'(m, 0?), with m = ug and
o? = %GA(O,O). Using the fact that the density of a A(m,o?) distribution is

uniformly bounded by #ﬂ, we obtain that, for any boundary condition &,

S—W(b—a).

3
PAﬁ(‘PO € la,0]) GA(0.0)

Thus, the same upper bound holds for (g € [a, b]), and since A € Z? is arbitrary
and limy4z¢ G (0,0) = +o00, we deduce that

for all a < b, pa(eo € [a, b)) =0,

which is a contradiction. []
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Remark 1.15. The fact that no infinite-volume measure exists in dimension d = 1, 2
is thus essentially due to the fact that the fluctuations of the central point ¢, are
unbounded as A 1 Z%. To overcome this issue, one can define the GFF “pinned at 07,
by considering ¢ = ¢ — ¢y (which is a translation by the random height ¢g). One
can show (exercise) that:

(i) Under P(f)\,ﬁ’ Dy = (Ps)aen is a centered Gaussian vector, with covariance ma-

trix G given by
éA(xa y) - GA(SU,y> - GA(CC, 0) - GA(O,CU) + GA(07 O)

(ii) We have limy,z¢ G (7, 9)G(z, y) < 400, with

G(z,y) = Ez{zTO: 1{Sk:y}} :
k=0

One can then define a Gaussian field on Z¢ with covariance matrix G. More generally,
one can define a Gibbs measure on the gradients family (p, — ©y)yyeze in any
dimension, rather than only on the heights; see the lecture notes [Fun05].

The case of dimensions d > 3

Theorem 1.16 (Infinite volume GFF in d > 3). Let d > 3. If & is a harmonic

function on Z%, then there exists an infinite-volume Gibbs measure pg = Pgoﬁ on
the whole lattice Z, associated with the GFF Hamiltonian (1.6). The measure s

is Gaussian, with mean & and covariance (%G(x, Y))ayezd-

Definition 1.17 (Gaussian field). A family (W, ),er is a Gaussian field with mean
m = (my)zer and covariance (X, ), yer if for every finite subset J C I, (Wy)yes is a
Gaussian vector with mean mj; = (my),es and covariance matrix Xj = (X,,)z e

In particular, Theorem 1.16 tells that there exist infinitely many infinite-volume
Gibbs measures (at least one for each harmonic function of Z9). One can moreover
show that if G denotes the (convex) set of Gibbs measures associated with the GFF
(recall Exercise 5), then the measures

{P ., ¢ harmonic on Z%}

00,3

are the extremal points of G.
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Proof. Note that the Gaussian law stated in the theorem is well defined. Indeed, for
every A € Z%, the law of ¢, under P A5 1s Gaussian with mean ut = ¢ (since € is
harmonic) and covariance matrix lG A. Since in dimension d > 3 we have

lim Gy = G,

A1z
we can construct a Gaussian field ¢ = (¢z)zeze With mean £ and covariance —G
(using Kolmogorov’s extension theorem, see for instance [FV17, Th. 8.6]).

Let pg be the law of the Gaussian field ¢ = (¢;),ez¢ with mean £ and covari-
ance %G. It remains to show that the measure ps satisfies the Definition 1.7 of an

infinite-volume Gibbs measure: given A € Z?, we need to show that “for ji5-almost
every ¢, the conditional law of v, given Fjye is Pi 5 - Equivalently, by Proposition 1.9
and Definition 1.17, it suffices to show that for pg-almost every ¢,

By, [efien) | Fio] = eltnudlem3taGatn) forall 1y € RY,

where we recall that u? = E, [¢sr,.] is the unique harmonic extension of ¢ to A.
The proof essentially consists of a few lemmas, stated below, which exploit the
Gaussian structure of pg = Pgo 5- We refer to [F'V17, §8.4.2] for a detailed proof.

Lemma 1.18. For Pioﬁ-almost every ¢, we have

Ef)o [0r | Fael =u®  forallz € A.

Lemma 1.19. Under Pooﬂ, uf 15 a Gaussian vector with mean & and covariance

matrix Ky, given by

Ka(r.y) = Eo| 3 Lisimy| = Gla.y) = Gala.y).

kZTA('

Lemma 1.20. Under PEOB, DA — ui is a centered Gaussian vector with covariance

matric Gy = G — Kx. Moreover, o) — ui is independent of Fe (and hence of ui}

With these three lemmas, we obtain that for js-almost every ¢, since (u2)zep is
Fae-measurable and (¢, — uf),ep is independent of Fie,

EMB I:ei<tA7<PA> ‘ fAC] _ ei<tA,Ui>E‘uﬁ I:ei<tA7<PA—Ui>:| _ ei(t/\,ume—%(t/\ﬁ/\tm ’

which is exactly what we wanted to prove. ]
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Exercise 7. Let h € R be fixed and note that the constant function & = h is
harmonic on Z?. We may therefore consider the infinite-volume GFF measure ,ug =

,ugzh. Let Ay = {1,..., N} and define

¢y 1= max |p,|.
reEAN

1. Show that
. v 2d
lim sup

(ka
<
koo +/log2F = VP

. Dy < V2d
1111 Su
Nomo VIogN — /B

Hint. Use the monotonicity of N — Py.

G(0,0) ,ug -a.s.

2. Deduce that
G(0,0) ug -a.s.

1.2.4 Scaling limit: the continuous-space GFF

If D C R?is a given domain in space, one may want to define a field ® on D which
would be the scaling limit of the Gaussian free field with zero boundary conditions.
The idea is to consider a discretization of the domain by a grid of mesh size ¢ :=
% > (), that is, to consider a domain

AN=NDNZ'={zeZ': £ € D},
so that
D5 = Ay

corresponds to a mesh of size § = N1 of the domain D. One can then define a GFF
on Ds by setting ¢s(x) = @, for & € Dgs, where ¢ is a GFF on Ay = N Dy.
Thus, (¢s5(x))zep, is a centered Gaussian field, with covariance matrix

Gs(x,y) = Gay (N, Ny),
and it turns out that the following relation holds:
G(;(.T, y) ~ 5d_2gD(x7 y) )

where Gp is the continuous Green function on the domain D (namely, the Green
function of Brownian motion killed upon exiting D). Therefore, if one wants to
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obtain a non-degenerate limit, one must renormalize the @5 by 6'~%2: one should
then have that the field

Bs =605

defined on Dy converges to a centered Gaussian field with covariance matrix Gp.

In dimension 1, there is essentially no difficulty: the normalization corresponds to
that of the simple random walk (see Section 1.1.3), and the scaling limit of the GFF
is a Brownian bridge.

In dimension d > 2, there is no normalization to perform! There is however some
issue, since one can easily see that the variance

Varl, (£5(0))

diverges logarithmically: in other words, Gp(0,0) = +oc. The same phenomenon
occurs in dimension d > 3, since the interface is localized, but since we renormalize
@5 by 617%2  its variance diverges as 6 J 0.

[t turns out that (except in dimension d = 1) the correct way to consider the
scaling limit is to construct the continuous GFF as a distribution rather than as a
genuine function (defined pointwise). More precisely, if we denote by C. the space of
continuous functions from D to R with compact support (interpreted as a space of
test functions), then for any f € C, we define

One can then show that for every f € C., ¢s(f) converges in distribution to ®(f),
where @ is a random distribution, called the continuous Gaussian Free Field! (con-
tinuous GFF). The law of the continuous GFF ® on D is characterized by the family
{®(f), f € C.}, which is a centered Gaussian field (recall Definition 1.17) with co-
variance

Cov (®(f), @(9)) = | J@gGole,y)drdy.

We refer to the lecture notes of Berestycki and Powell [BP21] for the definition and
an overview of the properties (and areas of application) of the continuous GFF.

I'This convergence to the continuous GFF is in fact robust and remains valid for fairly general interface models.
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1.3 Hard wall constraint and entropic repulsion

The goal of this section is to study the effect of a hard-wall constraint on the prop-
erties of the interface. We restrict ourselves to the case of zero boundary conditions
(€ =0). For A € Z9, let us introduce the event

Qf = {(@x)me/\ €eQp, 0 >0V € A}, (1.9)

which corresponds to a hard-wall constraint: the height function is required to be
non-negative.
We then consider the Gibbs measure with a positivity constraint:

dP} 8 () 1
b (p —
dp Z5 4

e M 101 (), (1.10)

where the partition function (normalizing the measure P} g Into a probability mea-
sure) is now

Zy

)

A0
5= ‘/Q+e BHR(p) Zx,ﬁ P?&,ﬁ(QX)-
A

Let us note that, for any Borel set A of {24,
1 0
Plooned)= [ e M0aun)
Y anat 24 g
P} s(px € ANQY)
PRs(%)

= P?\ﬁ(SOA € AlQy),

where we have used that, as noticed above, Z]\Lﬂ = ZR’BP%’ﬂ(QX). In other words,
the measure PK 5 1s simply the measure PS)\, 5 conditioned on the event Q1 that the
interface stays above a hard wall.

In the next sections, we will show that this constraint (or conditioning) translates
into a repulsion effect on the interface.

1.3.1 The case of dimension d =1

In dimension d = 1, for simplicity, we treat only the case of a discrete interface:
oz € Z for all z € Z. For N > 1, we consider Ay = {1,..., N} and we write

Py :=Pi.,s and  PL:=P} ,
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and similarly for the associated partition functions Z% and Z3;.

Our goal is to compare the properties of interfaces under P}, and under P}
Recall that under PY;, the interface (¢, )1<z<n is simply a random walk conditioned
to satisty 9 = ¢n411 = 0. We will therefore use the more standard notation for
random walks:

e We consider (X;);>; i.i.d. random variables with a symmetric law (with distri-

bution vg given in (1.5), assuming V' is symmetric), with o2 := E[X?] < 4o0;

e We define S, := > | X; for all n > 0, and the law P% (resp. P}) corresponds to

the law of (Sg)o<k<n+1 conditioned on Syi1 =0 (resp. Sy > Oforalll1 <k < N
and Sy = 0).

Remark 1.21. One can show that (ﬁ(Sk)ogkﬂth) converges in distribution

t€[0,1]
to a Brownian bridge under PY and to a normalized Brownian excursion under P
In what follows, we will focus on weaker properties (but potentially more robust for

the analysis of other models).

Let us consider the contacts between the random walk and the line Z x {0}. For
k < {, we define

14
,CN(IC, 6) = Z 1{5"20} )
n=k

the number of contacts between the walk and the line between times k and ¢, and
we set Ly = Ln(1, N) for the total number of contacts (excluding Sy = Sy11 = 0).

If one wishes to study Ly (k, £), it is natural to start by estimating its expectation,
which starts by estimating the probabilities P (S,, = 0) and P%(S,, = 0). We define

pn =P(S, =0) and  pl=P(S,=0,5>0V1<k<n),

and we notice that

P(Sn =0 SN—I—I - 0) PnPN+1-n
P%(S,=0)=P(S,=0| Sy =0) = ’ = ,
N( ) ( ’ N+1 ) P(SN_H:O) DN+
(1.11)

and similarly,

+ot
P5(S = 0) = P(S, = 0| Sya1 = 0,8, > 070 < k < n) = 2ENeln (19
PN+1
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Thus, an important step is to obtain estimates on p, and p;’. We have the following
result.

Theorem 1.22 (Asymptotic estimates for p,,p;). Assume that E(X;) = 0 and
E(X?) = 0% < +00. Then, we have as n — ~+oo,

C C
nl/2’ noT 320

where ¢y = \/21r7 and co 1s a constant that depends more subtly on the law of X;.

Proof. The asymptotic equivalence for p, is classical and follows from the local Cen-
tral Limit Theorem; see for instance [LL10, §2].

Theorem (Local CLT). Let (X;)i>o be random wvariables with values in Z, with
E(X;) =0 and 0? = E(X?) < +o00. Further, assume that the random walk (Sy)n>0
is aperiodic on Z. Then, if g, denotes the density of the N'(0,0?) distribution, we
have

sup [v/nP(S, = z) — go(x/v/n)| —> 0.

TEL

In particular,

1
P(S, =0) ~ — asm — 0o.

V2mo?n
The asymptotic behavior of p; is more delicate. Most proofs rely on a combinato-
rial argument (the cycle lemma) and on what is known as Wiener—Hopf factorization;
see for instance [AD99, Prop. 6] for a complete proof. We give below a probabilistic
interpretation of the n=3/2 factor (see Remark 1.25), but we begin by a useful lemma,
valid for random walks with symmetric increments (this is a classical result of Sparre
Andersen, though the proof below is taken from [DDG13, Prop. 1.3]). O

Lemma 1.23. Let (X;);>0 be i.i.d. random variables with symmetric distribution
and set S, = > | X;. Define

G =P(S, >0V1<k<n) and G, :=P(Spy>0V1l<k<n).
We then have the following:
1

2
(1) If the law of X; has no atom, then q, = G, = 4—( n)
T\n

1 /2
(i1) In general, G, < 4_”(:> < q,.
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Let us make two observations which stresses how remarkable this result is: first,
no assumption is made on the law (in particular, no moment condition is required);
second, in the non-atomic case, the probability g, is universal and does not depend
on the underlying distribution.

4n \n
the non-atomic case. We also get that ¢, < 1/4/n in general. The 1/4/n behavior
remains universal in the non-symmetric case with E(X;) = 0 and E(X?) < +oo,
but is no longer universal when X; does not have a finite second moment.

Proof of Lemma 1.25. Define

T=min{0<k<n:S;,= o%lgrlnsi}'

Remark 1.24. Since i(%) ~ \/Lﬁ, we obtain the asymptotic behavior of ¢, in

(It is not a stopping time.) Then the following equality of events holds (to see this,
draw a picture):

{T=k} ={X3 <0, X} + X}1<0,.... X+ + X5 <0}
N{Xk1 >0, Xpp1 + Xy >0, Xy + - + X, > 0}
Then, using independence and the i.i.d. property, we obtain that
P(T=k)=P(S1<0,...,5, <0)P(S1 >0,...,5,- %k >0) = G Gt ,

where the last equality uses the symmetry of (S;);>1. Summing over k£ we obtain
> ieo Gkqn—k = 1. Therefore, introducing generating functions and using a Cauchy
product, we get that for all |z| < 1,

Q(l’)Q(ﬂ?) = (i@ﬂk> (i%l‘k) = zoo: ( y @cqn—k)x” = ix" = 1 i -
k=0 k=0 0 n=0

n=0 k=

We can now conclude the proof.

~ For (1). If the law of X; has no atom, then clearly gx = ¢ for all k£ > 0, so that
Q(z) = Q(x) and

1
Qz) = quxk = for all |z] < 1.

Expanding (1 — :1:)_1/ 2 into a power series and identifying coefficients yields the
desired result ¢ = 4%(2;).
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For (ii). In the general case, one can approximate X; by a distribution with
no atom, in the following way. Let (U;);>1 be ii.d. random variables uniformly
distributed on [—1, 1], and for n € N and € > 0 fixed, define

X = Xi+ =1,
n

which are i.i.d., symmetric, and non-atomic. Setting S = Zle X, and noting that
U; € [—1,1], we have

Sk—sgngSk—i—s forall 1 <k <n.

Hence,

P(Sp>e,V1<k<n)<P(S,>0V1<k<n)<P(S,>—c,V1<k<n).

By the part (i), the middle probability is equal to 4%(2:) Letting € | 0 then yields

In < 41,1( ) < @y, which concludes the proof. O

Remark 1.25 (Intuition behind p} ~ con™/?). Using Lemma 1.23, together with
the local CLT, one can get some intuition for the reason one has p! = n=3/2 factor.
Indeed, one may split the interval [0, n] into three parts, and decompose the event
{Sx =2 0V1 < k < n} into three pieces: {Sp > 0 Vk < n/3}, then {S,/3 =
Sonsz and Sy, > 0}, and finally {S,—x > 0 Vk < n/3}. By the local CLT, the
probability of the middle part is of order 1/4/n; by the estimates on ¢, in Lemma 1.23,
the first and last parts are of order 1/y/n. Combining these estimates yields the n=3/2
factor.

Exercise 8. By applying the previous strategy, show rigorously that there exists
¢ > 0 such that pt < en™/2. The lower bound p > ¢n=3/? is more delicate.

We can now use the estimates of Theorem 1.22, combined with (1.11)—(1.12), to
obtain information on the number of contacts £y between the interface and the line
N x {0}, under the measures P, and P}.

a) Trajectory properties without a wall constraint.

Proposition 1.26 (Returns to zero in d =1). For all 0 < a < b < 1, we have

lim ——E% [Lx(|aN], [bN])]

= ! /b ! du
Nooo /N Y V2ro? Ja yJu(l —u)
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In particular, this shows that £y is of order v/N; it also shows that the contact
points are “on average” spread out, in the sense that the limit above is strictly
positive for any a < b. One can in fact show convergence in distribution, under P%,
of (\/LNLN( LbNJ)) j to the local time at 0 of a Brownian bridge.

Quick proof. Using (1.11) and Theorem 1.22, we obtain that for N large

— PN \/_\/N—i—l—n

\/72 !

+1 \/N+1 \/1 - N_+1

The last term is a Riemann sum: if we have limy_ o % = a and limy_ % = b,
then

Lo 1 b
lim _ _ / LS
N%oo; il a Vu(l—u)
This concludes the proof. H

b) Trajectory properties with a wall constraint.

Proposition 1.27 (Entropic repulsion in d = 1). There exists a constant C' > 0
such that, for all k > 1,

EX[Ln(k,N+1—Fk)] <Ck 2.

In particular, for £ = 0 we obtain that supy EN[£y] < C. In other words, there
is a finite (i.e. tight) number of contacts; for instance, by Markov’s inequality we get

Py (Ly > A) < C/A. We also obtain that

Py(Bnek,N+1—k]:5,=0) =Py Ln(k,N+1—k)>1) <

o

This shows that the probability of having a contact with the hard wall “far from the
boundary” is very small.
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Quick proof. We use the same argument as above. Using (1.12) and Theorem 1.22,
we obtain

N+1-k 4 N+1-k 3/2
pnpN—i—l n (N + 1)
EL|Ly(k,N+1—k)| = —— < ()
N[ Lv (kN + )] 7; Pl nz: n32(N +1—n)32"
Using the symmetry of the last sum, we have
(N+1)/2 00
1 (N+1)32 1
- 5/2
EN[Ln(k, N +1—k)] <2Cy ; AN 1o )3/2—2/002;W’
where we used that N +1—n > (N 4+ 1)/2 for n < (N + 1)/2. The conclusion
follows immediately. ]

Exercise 9. Show that there exists a constant ¢ > 0 such that P4 (Ly = 0) > ¢ for
all N > 1.

1.3.2 The case of the GFF in dimension d > 3

To simplify the notation in what follows, we shall assume that § = 1 and remove
from all notations (recall Remark 1.11).

We consider here the Gaussian free field on the whole lattice Z¢ with d > 3 (i.e.
in the infinite-volume limit), in its centered version (i.e. with boundary condition
¢ = 0). We recall Theorem 1.16: in that setting, the infinite-volume GFF is a
centered Gaussian field with covariance matrix (G(x,y)), yeze, where G is the Green
function of the simple random walk on Z?. For simplicity, we denote its law by Px
and we also set G := G(0,0) = Vary(p,). We also recall the asymptotic behavior

G(z,y) ~calle =yl as ||z —yl| = +o0, (1.13)

for some constant ¢4, see Remark 1.13.

Let D C R be a compact set of R?. We then consider the domain Ay € Z¢
defined by
Ay=(ND)nzZ'={x€z2’: £ e D},
which is a dilation (and a discretization) of D. We denote by Q% = QXN the event
defined in (1.9) that the GFF is positive on AJ.
Our goal is then to understand the law Py (- | Q%) of the Gaussian free field
conditioned to be positive on Ay. As in dimension d = 1, a first step toward
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understanding the properties of Poo (- | Q) is to estimate the probability P (Q3}).
this already turns out to be a difficult task

Theorem 1.28 (Entropic repulsion of the GFF in d = 3). In dimension d > 3, one
has the following asymptotic behavior:

, 1

where Cap(D) is a quantity intrinsic to the domain D, called capacity, defined by:

1
Cap(D) := inf{ﬁ/ IV £(2)|?de ; f€CPRY), f(x) =1 forall x € D}.
Rd
(1.15)
Moreover, there is a sequence (ay)n>1 which verifies ay ~ +/4Gglog N as N — oo,
such that: .
e Fore >0, denote by QY% = m Z 1{$%¢[1767H€]}. Then, for any e > 0,

rEAN

: € +) —
Z\}I_I}I(leOO<QN>T]‘QN)—O for alln > 0.

o The law of ¢ — ay under Poo(+ | Q%) converges weakly to P.

This theorem is proved in [BDZ95, DG99|. We will focus here on the proof of a
weaker version of (1.14), borrowed from the lecture notes |Gia0l]. For a full proof
of (1.14), we refer to |Gia01| which uses refinements of what we present below.

Before we start the proof, let us make a few comments.

e First, the probability decays more slowly than e~V * which would be the decay
rate obtained if the (y, ), ez« were i.i.d. This means that the covariance structure
of the field plays a role in the behavior of the probability.

e Second, the last two points of the theorem suggest that the interface is lifted to
a height ay ~ v/4Gylog N and then behaves like a GFF translated by ay.

In fact, the asymptotic behavior of P (Q2}) essentially comes from the “cost” of
lifting the surface above Apy; the capacity of D appears by optimizing the way that
one can lift the surface to reach a height ~ ay above Ay. This provides some
intuition that the interface possess a certain ‘“rigidity”, which is a very different
behavior from what happens in dimension d = 1.
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Remark 1.29 (Newtonian capacity of a set). The capacity (1.15) of a compact
set D in R? is the mathematical analogue of the ability of the set D to carry an
electric charge. The function f in the integral represents a potential between the
set D and infinity, and f(y) — f(«x) is the intensity of the current between y and x.
The integral 5 [oa ||V f(2)|/?dz is called the Dirichlet energy associated with the
potential f.

a) Lower bound on P, (Q})

We first prove a lower bound on P (Q%). To keep the proof slightly simpler, we
aim for a weaker statement compared to the one stated in Theorem 1.28 (a factor d
should be replaced by a 2). The proof we present below can be adapted to obtain
the correct lower bound; we refer to the lecture notes [Gia01]| for details.

Proposition 1.30. One has lim inf log P (L) > —dGyCap(D).

1
N—ooo N9-2]log N
Proof. The strategy of the proof is quite classical in probability theory (and statistical
mechanics), but it is extremely powerful: it is based in a change of measure argument.
The idea is as follows:
(i) Introduce another law P (which depends on N) under which Qf becomes a
typical event, that is such that limy_,. P(Q}) = 1.
(i) Compare the probabilities P (2%;) and P(Q3};). Here, we use a general inequality
known as an entropy inequality: it involves the relative entropy H(P | P) of

P with respect to P, see Lemma 1.31. It then remains to estimate the relative
entropy H(P|Px).

Step (i). Introducing of the law P. Let ay > 0 and let f : R? — R, be a given
function in C2° (i.e. smooth with compact support) such that f(z) = 1 forall x € D.
We then define a function ¢ = ¥y : Z — R, with finite support, which is a scaled
version of f:
(USIEES aNf(%) .
We can then “lift” the interface by the function ¢ = y: we denote by P the law
of p + 1, where ¢ is a GFF with law P .
Then, since ¢, = ay for all x € Ay and ¢, ~ N (0, Gy) under P, we have

f’((Q};)C) =P 3z € Ay, o +ay <0) < [ANP(N(0,Gp) < —an) ,
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by subadditivity. Then, using the inequality P(Z < —t) = P(Z > t) < ﬁe_%ﬁ
for t > 0 and Z ~ N(0, 1), we obtain that
P((24)%) < [An] X ——e 5
X e %G .
NS =N V2T an
To obtain a quantity that tends to 0, since |Ayx| = Vol(D)N¢, it is natural to choose
ay = +/2dGylog N | (1.16)

so that the previous bound gives f’((ﬂ;)c) < C/ay — 0. In conclusion, taking ay
as in (1.16), we obtain limy_,., P(Qf) = 1 as desired.

Step (ii)-(a). Entropy inequality.

Lemma 1.31. Let P and P be two probability measures. We define the relative
entropy of P with respect to P by

H(P|P) := E[log —] —E [— log —] (1.17)

if P is absolutely continuous with respect to P, and H(P|P) = +o0 otherwise.
Then, for any event A, the following inequality holds:

P(A) > P(A) exp(- = (H( )
> ()

P(A)
We leave as an exercise to check that one always has H(P|P)

Proof. Note that

P L p® ) —a[ | 4],
P(A) P(A) LdP dp

so that, by Jensen’s inequality, we obtain

log Eiji > E[l gji A} = —#E[(log dl?)lA} .

[t remains to estimate the last term:

s )0 (s )0 < (s s
gE[jglogjg—i—e_l} (P|P) + ¢ 1,
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where we used the fact that xlogax +e~! > 0 for the last inequality. This concludes
the proof of the lemma. ]

Combining Lemma 1.31 with Step (i), this shows that

Poo(Q%) > (1 + o(1)) exp ( — (14 0(1)[H(P[Px) + e—1}> . (1.18)

Step (ii)-(b). Estimating H(P|Ps). To estimate the relative entropy H(P|Ps),
note that P is the law of a Gaussian field with mean 1) and covariance matrix G.
Thus, since v has finite support, the density % vanishes outside a compact set.
Using the form of the Gaussian density, we have

dP e 3le—v.G He—)

dP 4 e~ 3(».G71p) ’
so that
P
dP.

log -5~ = — (1, G™) + (o, G71) = {0, G} + {(p — ), G 7).

Since Blp,] = 15, we deduce that?

. dP 1 4
H(PIPo) = Bl log g5 | = 5(0.G7'0). (1.19)
In our case, we have G™1 = —A, so we obtain (as in the Hamiltonian (1.6))
M) = g 3 (e = 5 T 5 (18) - S(3)
T 8d = i 2 2d ~— < w) /(%
RIS x ~x

T~y

where we have used that 1) is of the form 1), = an f(5) (and lost a factor 2 since
pairs {z,y} in the first sum are counted twice). The sum over Z is a Riemann sum,
and we thus have (recall that f is smooth with compact support):

i 7 Y (UG -7@) = [ 195 P,

rEZ y~x

2Note that this computation is general for Gaussian vectors with the same covariance matrix.
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Therefore, as N — o0,

2

1
= (1+ 0(1))dGy N log N 2 o IV f(2)|I*dz

recalling the choice (1.16) of an. Together with (1.18), this therefore shows that,
for any function f € C°(R?) with f(z) =1 on D,

HPIP) = (L+o(1) N2 0o [ 95(a) o

o 1 n 1 5
Optimizing over the choice of the function f and recalling the definition (1.15) of
Cap(D), this concludes the proof of Proposition 1.30. O

b) Upper bound on P (0})

Proposition 1.32. One has lim sup log Poo(QF) < —Cp.

1
Nooo NI2log N
Here, the constant Cp is explicit (see the end of the proof), and depends on the
domain D and on the dimension.

Before the proof, let us introduce the following terminology: we say that z =
(z1,...,2q) € Z% is even if Z?Zl z; is even; we say that z € Z% is odd if Z?Zl x; 1s
odd. We denote

AY" ={z € Ay : z even}, A = {2 € Ay : 2z odd} .

Proof. The idea is to condition on FA%id, i.e., on the values of the GFF on odd sites.
Indeed, asite z € AY™" is surrounded by odd sites, so by the spatial Markov property
(Proposition 1.5), conditioning on Fyea amounts to fixing the value of all neighbors
of x € AY®". Conditionally on Fpgad, i.€., on the value of the GFF ¢ on A%, the
variables (pr)xeA?\‘,’en are then independent Gaussian random variables, with mean
m? = & 2 _y~x @y (this is the harmonic extension of ¢ at x) and variance 1 (starting
from x, the random walk exits AY" in one step, so the number of visits to x is
exactly 1).

Therefore, conditioning with respect to F, Agaa and using the spatial Markov prop-
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erty, we obtain

Pac(24) = B [P (QAevel)1QX0dd} =B f{ I Pz +ms> o)}l%d] ,

TEAG
where Z ~ N(0,1). Writing
P(Z+m?>0)=P(Z<ml)=1-P(Z>m¢) <exp(—P(Z >m?)),

we deduce the following inequality:
P (Q%) < [exp < Z P(Z > m >1QXodd] :

We then split this expectation into two parts, according to whether the sum in the
exponential is large or not. To do this, let € € (0,1), and introduce the following
event (measurable with respect to F, A%id):

Ay = {|{z € A§™ :m > (1 - ) /Alog N}| > (1 - =) A%}

In words, Ay corresponds to the event that the vast majority of the means m? =
% Zny ¢, are large.

Step 1. On the event AS,. Note that on the event A, there are at least e|AY™"|
sites ¥ € AY®™ such that m? > (1 — ¢)y/4log N: in that case we have

> P(Z>mf) > e|ASP(Z > (1-¢)\/4log N)

even
TEA

> CENd 1 e—%(1—5)24logN > Nd—2+25—|—0(1) '

where we have used that P(Z > t) ~ #e—%tz as 1 — 0o, We conclude that
Po(Qy NAY) < [exp ( Z P(Z > m? )1Ac } < exp (— NT-2+2+0(D)
LASHIN

which is negligible compared to P (Q2};) thanks to Proposition 1.30.
Step 2. On the event Ayn. First of all, let us start by Writing

Poo (2 N An) < Poo (e N Aw) -
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Now, note that on the event Ay N QXC;Vdd’ since all m? are non-negative, keep only
the large ones we have

Now, using the definition of m¢, we get that
¢ _
YDRCEESD 3B 3D DA
xeA(]&\}/en xeAeven le. yEAOdd
so we end up with
Py (QAoddﬂAN < ( Z Gy > 1—5)2\A?\}1d|\/410g]\7).
yerdd

It remains to observe that, under Pu, the sum }_ _je1a ¢y is a centered Gaussian
random variable, with variance

Hence, using that P(Z > t) < e~2%" for Z ~ N(0,1), we get

1
POO(Q?\} N AN) S exp ( — F X 4(1 — 8)4|A?\§1d’210g N)
N

= exp ( ~ (1 — ) (va) Vol(D)?log N> .

To estimate 0%, we can use the asymptotic G(z,y) ~ cqllz — y||>~? from (1.13):
setting Gy (a,b) = Nd_2G(aN bN), by a Riemann sum we obtain

Z gN N’N = Cq g($,y>d$dya

Aodd DxD

lim
N—>oo

where G(z,y) = ||z — yHQ_d. We deduce that, as N — oo,
o3 1

(N/2)% — (N/2)

: : _ -1
This concludes the proof, with Cp := éVol(D)Q( [oup llz = yl|*dzdy) . O

Z G(z,y) ~ cgN* ¢ G(z,y)dzdy .

x,yEch\‘,id
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c) Properties of trajectories under the conditional law

In the course of the proof, we have showed that P (25 N AS) < Poo(23). It easily
follows that limpy_,e Poo (A% | Q%) = 0. One could in fact proceed identically for
an event A’y in which the roles of AY®™ and A3 are exchanged. We thus obtain the
following corollary, which gives some important information on the behavior of the
interface under the conditional law Py (-] Q%).

Corollary 1.33. For any ¢ € (0,1), define the event

AN —{‘{%EAN,QdZ@y 1—6 \/410gN}} 1—8|AN|}

Yy~x
Then we have impy_ o Poo(le | Q) =1.
Note that this is some weaker version of the second part of Theorem 1.28.

Exercise 10. Prove the above result. Prove also the same result for the event

An = {‘ALM D veny P = (1= e)v/4log N'}.

1.3.3 The case of the GFF in dimension d = 2

In this section, let us simply provide some statement on the entropic repulsion phe-
nomenon in dimension d = 2. Note here that there is no infinite-volume Gibbs
measure, so we need to introduce some slightly different setting. Consider two com-
pact sets D C V of R? that are “well separated”, that is such that d(D,0V) > 0.
Define Ay = NDNZ* and Vy = NV N Z% The article [BDGO1| then proves the

following, somehow analogous to Theorem 1.28.

Theorem 1.34 (Entropic repulsion of the GFF in d = 2). In dimension d = 2, we
have the following asymptotic behavior

1 0 + _
i s log N)? log Py, (€2 ) = —4g Capy (D),

where g = % and Capy (D) is the relative capacity of D inside V', defined by
1
Capy (D) = inf{E/ IVf(@)|*de, f>1o0nD,f=0on VC}
RQ
Moreover, for every € € (0,1), we have

Px
Py, ( _ P 1’ > ‘ Of ) 0.
ey W\2/gl0g N =) TN
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1.4 A few exercises

In this section, for simplicity, we consider the domain Ay = {1,..., N}?. We denote
by Py := P} the law of a Gaussian free field on Ay with zero boundary condition.
We also denote by Gn(x,y) = Ga,(z,y) the Green function inside Ay, i.e. the
Green function of a random walk killed when it exits Ay.

a) Adapting Propositions 1.30 and 1.32 to the finite-volume GFF

The goal of the following is to adapt (as an exercise) Propositions 1.30 and 1.32 to the
case of a finite-volume Gaussian Free Field, with no “buffer” between the boundary
and the hard wall constraint. The three following exercises will prove the following
result, as well as some consequence.

Proposition 1.35. There exist constants cq,c; > 0 such that, as N — o0

—cq+o(1) < log PY (%) < —¢; + +o(1) in dimension d > 3,

Ni=llog N
1

N(log N)? log PR (Q) < —ch + o(1) in dimension d = 2.

—co+0(1) <

Exercise 11 (Lower bound in Proposition 1.35). Let us define

0% = max Vary(p,) .

r€EAN

1. Show that o% < Gy := G(0,0) in dimension d > 3 and 0% ~ 2logN in
dimension d = 2.
(Hint: you can use Remark 1.13.)

Consider (ay)y>o a sequence of positive real numbers such that ay — +o00. For ¢
with law P?V, let us denote PN denote the law of ¢ + ay.
2. (a) Show that PN((QJJ\}) ) < NP(Z < — ox), where Z ~ N(0, 1)
(b) Take ay = v2d oy log N and show that limpy e Pa(QF) =
3. Compute the relative entropy H(Py | P%).

4. Conclude that the lower bounds of Proposition 1.35 hold (in d > 3 and d = 2),
and make the constants explicit.
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Exercise 12 (Consequence of the lower bound). Let o be defined as in Exercise 11,
and take ay = vV2d onlog N. Then, for € € (0, 1), define the event

where ky is a quantity to be determined (a smaller ky gives a broader event).

1. Show that P (Ay) < (gd)P(O'NZ > an)™, where Z ~ N(0,1).

2. Deduce that if ky = N9 10‘1\[7 then for any constant C' (arbitrarily large), we
have P (Ax) < exp(—CN91a3%) for N large enough.
3. Conclude that with that choice of ky we have limy_,o PY(Ax | Q%) = 0.

Exercise 13 (Upper bound in Proposition 1.35). Let us introduce the set
Iy ={z € Ay, z even, d(z,Ay) =1} .
1. Show that we have, for any event A € o{¢,,z € Ay \T'n}

PL@n4) =EX| T P(Z < mD)1ga]

xzel'y

where Z ~ N(0,1) and where Qf, = {p, > 0,Vz € Ay \ T'y}.
Recall the notation m? = o >y Py

Let Ay denote the event {|{z € T'y,m? < cg/logN}| < eN4 '}, where ¢ is a
constant to be determined and ¢ € (0, 1) is fixed.

2. Show that we have
P (% N AY) < P(Z < car/log N)™

3. For which value of ¢; do we have P(Z < ¢g/Tog N)*N" < P () ? Deduce
that for that choice of constant ¢; we have that

Px () = PR (Qy N A).

(Recall that we have proven the lower bound in Proposition 1.55.)
4. Show that, on the other hand,

P! (QJJ{,HAN)<PO(Zm >(1—¢ chd 1/log N , Q+)

xel'y
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Let us introduce the sets
IV = {2 € Ay odd, d(z,A}) =1}, TV ={x € Ay odd, d(z,A§) = 2},

and let us denote Mp = ¢, for any B C Ay.
5. Show that if ¢, > 0 for all z € Ay \ I'y then erFN my < Mf%) + %Mff,)
6. Deduce that

P(Z)V(QE N AN S ( (2) > (1 — 6)Cde_1\/10g N)
<Py (M > %chd 1\/10g N)
+ Py (Mf}? > (1 — ¢)degN'/log N) :

The
7. Show that My ~ N(0,0%), where 0% = 3" E.[Vy] with Vy = 37,°F 15y
is the number of visits of a simple random walk to the set T before exiting Ay.

Show that there are constants ¢y, co such that 012(1) < ¢y N1 and a%@) < ey N1,
N N

(Bonus: make the constants ¢y, co explicit.)
8. Conclude that the upper bounds of Proposition 1.35 hold (in d > 3 and d = 2),
and make the constants explicit.

b) Probability that the GFF remains “small” in a domain

We now give another useful lemma as a detailed exercise. It provides a complement
to the upper bound given in Exercise 3 on the probability that the GFF remains
“small” in some given domain I'.

Lemma 1.36. There exists a constant ¢ > 0 such that, for any N > 2 and any
I' C AN;
P?V(|gpx\ <1 forallz €T) > e CoNITT

Here, ay = log N in dimension d = 2 and ay = +/log N in dimension d > 3.

Exercise 14 (Proof of Lemma 1.36). Recall that the Exercise 6 shows that there is
a constant ¢y > 0 such that limy ., P} (max,ep, [¢z] > cqan) = 0. We fix such a
constant in the sequel. For a set T, we denote by

TV = {x € T,z even}, T = {2 € T, 2 odd}.
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1. By conditioning on F, Agdd show that

P(j)v(|90x‘ <1 Ve F) > E(])V [{ H P(|Z—|—mf\ < 1)}1{|¢z|§1vxerodd}] ,

mel"even

where Z ~ N(0,1) and mf = 553", gpxl.
2. Show that P(|Z +mZ| <1) > 2 x \/%e_i(lﬂmf')z. Deduce that

P(]]V(|90x| <1Vz € F) Z(\/Q/T( e;(1+0d0w)2)

P (1] < 10 € 19 o] <y Vi € AGH)

| Feven |

3. Proceeding in the same way (that is, by conditioning on Fjewen), show that

P (o] < 1Va € T Jo,| < cany Va € ASH)

‘Fodd|

> <\/ 2/7T 6_5(14’80‘1\7)2) P(])\T(“O»C‘ < cqany Vr € AN> .

4. Conclude the proof of the Lemma, using Exercise 6.

Remark 1.37. One can easily adapt the proof to obtain that, for any sequence My
with My = o(log N) as N — oo, we have

inf  P§ Y| <1 forallz el’) > e—conl
€jony ISMN N(‘ x‘ )
Here, the infimum is taken over boundary conditions { such that sup,cgn  [&x| < M.

Indeed, it suffices to note that Exercise 6 shows that P (max,eq  |02] > caon) — 0
uniformly for such boundary conditions.

Traduis en Anglais et garde la structure latex pour que je puisse copier coller, sans
rien corriger:
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Chapter 2

Pinning and wetting of random interfaces

The goal of this section is to study an interface in dimension d 4+ 1 which interacts
with a hyperplane Z? x {0}. We will consider two models of effective interfaces that
we have studied in the previous chapter:
e the unconstrained case, when the height of the interface can take negative values
— this is known as a pinning model;
e the case with a hard wall constraint, when the height of the interface is condi-
tioned to remain positive — this is known as a wetting model.

2.1 Introduction of the model and first properties

2.1.1 Definition of the pinning and wetting of interfaces

Let A € Z¢. For parameters 3 > 0 and v € R and a boundary condition ¢ : Z¢ — R,
we consider the following Gibbs measures: for a > 0,

3

deAﬁ’u = e (= BH{(@) 1D L)
H WA,fou rEA

and -
dPy 1

Bu E

= exp( BH(¢) +u 1 “ )1 +
d ngu % {p.€[0.a]} ) Lot (90)

In these notations, we have kept all the parameters of the model; notice that when
u = 0, we recover the models of Chapter 1. The partition functions of the models
are denoted by Wi B and Wé; .- are the partition functions of the model. For
simplicity, we will consider in the sequel only the case f = 1 and we will omit it

49
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from the notations; we will also omit the dependence on the parameter a > 0, which

is fixed once and for all (for instance, a = 1).

The Gibbs measures introduced above correspond to modifying the law Pi of
the interface by introducing an interaction with the hyperplane Z? x {0}, when
the interface is at a height smaller than a; one then speaks of contact between
the interface and the hyperplane. The parameter u controls the intensity of the
interaction: if uw < 0, the hyperplane is repulsive (the interface is penalized if it
has many contacts with the hyperplane); if u > 0, the hyperplane is attractive (the
interface is favored if it has many contacts).

In fact, we will rather write the Gibbs measures Pi’u and Piz as Gibbs measures

with respect to Pg, in the following way:

dpPs§ , dpP§”

— = exp( 219) and — = exp( Zﬁ)lm
dP§, dP§, Z€+

reA

where we have set 9, := 1,1y, |<q for simplicity. The partition functions are then
given by the following expressions:

s
78, = —Av g exp( 2 )]
WAu 0 xEA
(2.1)
Wit i
and Zf\;: = — n = E5 exp <u219 )1Q+ gp)} :
WA,uzO reA

In particular, for v = 0, we have Z/£\7u:0 = 1 and fo’Z:o = Pi(QX) For the
unconstrained measure, one speaks of the pinning model; for the measure with a
hard wall constraint, one speaks of the wetting model.

The general goal of this chapter is to understand the behavior of the interface
under P ., and psT Nus @S a function of the parameter u € R. In fact, we will see that
a phase tran81t10n occurs at some critical point u., and we will give some information
on the properties of this phase transition.

We will focus on the case Ay = {1,..., N—1}% and in most cases on the boundary
condition £ = 0. We will moreover denote by P?V,u and Pﬁ)u, resp. ZRAU and Zj(nu,
the Gibbs measures, resp. the partition functions, in this case. Finally, we will focus:
in dimension d = 1 on the discrete case; in dimension d > 2 on the GFF case.
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2.1.2 Free energy and first properties

Definition 2.1. We define the free energy (without/with constraint) with zero
boundary condition as the following limit:

1 1
FO(u) = A}i_r}réomlog Z%w, and  Ff(u) = Alfi_rgomlog Zy - (2.2)

The “true” definition of the free energy would be F¥/*(u) = lim 4z ﬁ log Zﬁ{ ;r , but

we focus on the definition (2.2), which is easier to handle. Our first result give some
properties of the free energy.

Proposition 2.2. We have the following properties:
(1) Both limits in (2.2) exist;
(ii) For allu € R, we have 0 < F*(u) < F'(u) < max(u,0);
in particular FO(u) = F™(u) = 0 for all u < 0,
(iii) The maps u — F/*(u) are non-decreasing and convex.

The proof of point (i), in particular in the case of dimension d > 2, is somewhat
technical and we postpone the proof to later on, see Section 2.1.4.

Proof. Let us start by proving point (ii). We have the inequality
D> 24, > Bl exp (u D0 0) 1 mavrenn)| = Ph(pe > ava € Ay),
rEAN

where the last identity follows by the fact that all the ¥}, are equal to zero on the
event {¢, > aVa € Ay}. Now, in dimension d > 2 (for the GFF), one just needs
to adapt the proof of Proposition 1.35 to obtain that there exists a constant ¢ > 0
such that, for N > 2

Zﬁu > PY, (pr >aVzeAy) > e 0N log N (2.3)

In dimension d = 1, for a discrete height interface and since we had fixed a € (0, 1),
the lower bound that we obtain is

Z4, =Py =0,5>0V1<k<N-—1)>cN 2, (2.4)

recalling also Theorem 1.22. In the end, taking the logarithm, dividing by N and
taking the limit, we indeed obtain F(u) > F*(u) > 0 for all u € R.
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We also clearly have that F*(u) < FO(u) for any u, since Zy, < Z%,. For the
upper bound on F*(u), we simply observe that ud, < max(u,0), since ¥, > 0
and we can bound v, < 1 when u > 0. Thus, we directly obtain that ZR,/:; <
exp(max(u, 0)|Ayx|). Taking the logarithm, dividing by N¢ and taking the limit
N — oo, we obtain F(u) < max(u, 0).

Let us now prove point (iii). Let us set, for N > 1,

FO (u) := log ZR;’U and  Fi(u):=log 7N u

It suffices to show that, for all N > 1, the maps u +— F%+(u) are non-decreasing
and convex, since the (pointwise) limit of a sequence of non-decreasing and convex
functions is itself non-decreasing and convex.

The monotonicity of F%Jr in u is clear since u +—» ZR[/Z is non-decreasing, as the
expectation of a non-decreasing function in u (for any realization of @, since ¥, > 0).
Another way to see the monotonicity of F, 0/+ , which will be useful later on, is simply

to differentiate F ]\{Jr. Let us do the calculation for F%,, the analogue computations
for F}; being almost identical: in view of (2.1), we have

0 0
6uFN( u) = Ew log Zj(, = ﬁE?\; [<x§ 79:5) exp (U x;:jv 79x) ]-QXN (90)]

so that in particular

aauFN( ) =Fxu| 2 v (2.5)

reEAN

Thus, it is clear that @FJF( ) > 0, and therefore F} is non-decreasing.

To show the convexity of Fy, 0/ , we compute its second derivative. Repeating the
computation (2.5) (and recalhng the expression (2.1)), we have

aa_;F+( ) = ZTEO [( Z ﬁx)Qexp (u Z 19x> 1QXN(90)]

reEAN r€EAN

| (0 e (o X )10 )]

’ reAN rE€AN
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We can rewrite the above as

o 2 2
5aEn () =Ex, [(;N 0, ) ] ~Ef, [GEA:N 0| = varg, (GXA:N 0.) >0,
which shows the convexity of u — F{ (u). [

2.1.3 The (localization) phase transition

The fact that the free energies F® and F* are non-decreasing and convex allows us
to define the following critical points:

u? —sup{ue]R FO(u —O} inf{uER, Fo(u)>0},
ul ==sup{u€eR, F'(u) =0} =inf {u e R, F"(u) > 0}.
0/+

These critical points u,

(2.6)

mark a phase transition, which is called the pinning tran-
sition or localization transition.

F(u)

i U
U

Figure 2.1: We have represented the free energy F(u) as a function of u (in the case F°
or F'): it is a non-negative, non-decreasing convex function. We have also represented
the bounds F(u) < max(u,0) and F(u) > min(u — ¢,,0), cf. Exercise 15.

Let us recall the computation done in (2.5): we have showed that
d (1 0/+ o/+ 1
(o 2w ) = B [ 2 9]
CEGAN
which is the average density of contacts under Py / + . We can now use the following.

Claim 2.3. If (fn)n>1 is a sequence of convex functions that converges pointwise
to f, then f is convex. Additionally, at every point x where f is differentiable (i.e.
for all but at most a countable number of z ), we have f'(x) = limy_, f(2).
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With this claim we obtain that for any v € R such that the derivative % exists!,
8F0/+ . 0/_|_ 1
= m B 0] 27)

reEAN

We deduce the following description of the phase transition:

o Tt u < u¥/" then FY T(u) = 0 and aFaOf — 0. Thus, the asymptotic density of
contacts under P%z is zero and this is called of a delocalized phase.
o If u> ul™", then FV *(u) > 0 and by convexity ZF* > 0 (if the derivative

exists, which is the case in practice). Thus, the asymptotic density of contacts

under P?V/; is strictly positive and this is called a [ocalized phase.

The main questions we want to answer in the rest of this chapter are the following:
(i) can one compute u? or u; explicitly (or have a precise characterization)? (ii) can
one give the behavior of the free energy when approaching the critical point? This
would for instance allow us to describe how the contact density increases when

crossing the critical point u(c)/ *

Exercise 15. The goal of this exercise is to give lower bounds on the free energy
and some consequences on the critical points.

1. Show that u > u? > 0.

2. (a) Show that Z%;L > e"AVIPC (|, < aVr € Ay).

j‘[*(},,a] efv(h)d’u

(b) Deduce that F/*(u) > min(u — ¢,, 0), where e = e

Hint. Review the proof of Lemma 1.5.
(¢) Conclude that u? < uf < c,.

2.1.4 Existence of the free energy

In this section, we prove the existence of the free energy, i.e. item (i) of Proposi-
tion 2.2. We start with the case of dimension d = 1 and we turn to the case of
dimension d > 2 afterwards (it is much more technical).

a) The case of dimension d = 1

Recall that in dimension d = 1, we consider discrete height interfaces. Again, let
focus on the case with a hard-wall constraint; the unconstrained case being com-

1The only possible point of non-differentiability will turn out to be the critical point.
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pletely analogous. Thanks to the interpretation of the interface as a random walk
from Section 1.1.3, we can write (for a € (0, 1) so that ¥, = 1, <qa} = 1{s,—0}),

N-1

Z;{,,u =E {exp (u Z 1{Sk:0}> 19}
k=1

where (Sg)r>1 is a random walk starting from 0, i.e. S = Zle X; for i.i.d. random
variables (X;);>1.
Let us then introduce the modified partition function as

sv=0).

N
Zyu =B [eXp (U > 1{&-0}) 19;1{5N_0}] = P(Sy =0)e"Zy,, -
i=1

Thanks to Theorem 1.22 (the local CLT), we have that limy_,« ~ log P(Sy = 0) =
0, so that the existence of the free energy follows from the existence of the limit
lmpy oo % log Z5; .- We therefore have
1 .
F'(u) = lim —log Zy .
(u) = lim —logZy,

The advantage of working with the modified partition function Z,J\}u is that we have
the following “super-multiplicativity” property. For any N, M > 1, inserting the
indicator function 1yg, gy inside the expectation, we have

N+M
ZNrta 2 B [eXP (U > 1{Si:0}> 1Q]+V+Ml{SN:0}1{SN+M:0}»] :
=1

which, thanks to the Markov property, is equal to

N M
E [eXp (u Z 1{5;0}) Lot l{SN:O}] E [eXp (U Z 1{si:0}> Lo+ 1{5M:0}] :
=1 =1

This shows that Z3, ., > Z% .25 ., so that that the sequence (log Z%Z)Nzl is
super-additive, which allows one to use Fekete’s lemma (which is classical).

Lemma 2.4 (Fekete’'s lemma). Let (uy,)n,>1 be a super-additive sequence of real
numbers, that is such that one has wpym > Up + Uy, for alln,m > 1. Then
Un Un

lim — =sup —.
n—oo 1, n>1 N



56 CHAPTER 2. PINNING AND WETTING OF RANDOM INTERFACES
In particular, the limit always exists and is finite if the supremum is finite.
This shows that the free energy exists. ]

Remark 2.5 (Finite-volume criterion). In fact, let us state the following corollary
of Fekete’s lemma.

Corollary 2.6. Let us set ZR,/Z = e"P(Sy = O)Z?V/;. Then, we have

1 ~ 1 (V|
FO* (u) = sup — log Z% " = su {—lo 2% 4 — 4+ —logP(Sy =0 }
(u) = sup 1o Zy,, = sup { ylog Zy, + 3y + 5y log PLSv = 0)
This corollary is quite useful to obtain what is called a finite-volume criterion for
localization. More precisely, we have that FO*(u) > 0 if and only if there is some
N > 0 such that log Z%Z > —u — log P(Sxy = 0); moreover, if one finds such N,
Corollary 2.6 provides a lower bound on the free energy.

b) The case of the GFF in dimension d > 2

Recall that in dimension d > 2, we focus on the case of the GFF. Note that we may
restrict to the case u > 0 since we already know that F(u) = 0 otherwise.

The idea is to find a form of super-additivity property for (log Zg,/;r) N>1, at least
approximately; this is provided by (2.11) below. One difficulty is that one cannot
constrain the GFF to take the value 0 on a domain since this is an event of probability
zero (this problem also arises in dimension d = 1 for continuous surfaces).

We proceed in several steps, which we summarize in three lemmas. (Here we
only work with the unconstrained case, the hard wall constraint being completely
analogous.)

Lemma 2.7 (Change of boundary condition). For & : Z¢ — R a boundary condition,
we denote MY = SUP,cany [Sx|- Then, there exists a constant ¢, = 4(|u| +¢c) > 0
such that, if Mf\, < VN, we have

; Z; ;
—cy N2 M5, —1 < log ( N’“) < N2 M3 + 1.

0
N

Lemma 2.8 (Quasi-monotonicity along dyadic scales). There exist cg > 0 and Ny =

No(cy) such that for all N > Ny the sequence (mramalog Z0,y  — co(28FN)~1/4)

(25N)4 2"Nu k>1
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1s non-decreasing. In particular, the following limit exists:

1 1

~ lim ——log 20 = { log 70 — 2—k/4}.
1) = i gglosZ, = s {aglon i~

Lemma 2.9 (Filling the gaps between dyadic scales). We have the following in-
equality:

1 1
f(u) <liminf = log 2y, < limsup <7 log Zy, < f(u).

N—oo N—oo

A corollary of all these lemmas, in analogy with Corollary 2.6, we obtain the follow-
ing.

Corollary 2.10. In dimension d > 2, we have

1 c
0/+ 0/+ _ { o/+ _ _C0 }
F(u) = Jim g log 2., = oy LN 08 N = NS -

Proof of Corollary 2.10. The existence of the limit is given by Lemmas 2.8 and 2.9.
Lemma 2.8 moreover ensures that for all N > Ny,

1 1 .
f(u) = lim —log Zgy,, = lim (zk 108 28y, — c(2N) 1/4>

> mlog ZN’U —¢eN7*,

by monotonicity in k. This gives the bound f(u) > supys {7 log ZR,’u—cON_l/‘l},
the other bound being obvious. ]

The rest of the section is devoted to the proofs of Lemmas 2.7, 2.8 and 2.9; this
is rather technical and can be skipped on a first reading.

Proof of Lemma 2.7. The main observation is that we know how to control
the difference between the Hamiltonians with boundary condition ¢ and with zero
boundary condition: writing A = Ay, we have

1 1 1
Hilp)-Hi@) =g >, [~ - =5 > eli—gg 2. &

rzENYEA rzENYEA rENYEA
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Using the definition (2.1) of wa, we can therefore write
P / o IR HY () aen Ve, — WA EO[ Hi(p >+H2<so>+uzmewx} |
"W Jes i
with
W — / e~ HS (@I~ 0, — 70 B0 [e—Hi«oHHR(w)] |
]RA

Going back to the expression of —H5 () + HY () above and noting that the last
term does not depend on ¢, we deduce that

EQ [eq>i+uzm 1975] 1
wa = e where @i =1 g Pay - (2.8)
A le®] zeAy¢A
T~y

Controlling the denominator of (2.8). Let us show that
1< EQ[e®] < exp (ANT2ME) . (2.9)
To get this, notice that CIDi is a linear combination of (;)zep. Thus, under PY, <I>§x
is a centered Gaussian random variable, and
on} [eqﬁ} _ o3 Vark (@)
The lower bound in (2.9) being obvious, it remains to show that Var)(®%)

(va)QN =1 < MfVN d_%, the last inequality following from our assumption Mf\,
v N. Now, we can estimate the variance:

VarA(Cbg Z Z GA 5'7 ! gygy

xeA WEA EA Y géA

< Z Z Ga(x,z') = (M5)? Varl (957 .

xEA YEA EA Y ng

IAIA

One can in fact compute explicitly Var} (®57"). Indeed, noticing that W=" = Ws="
(simply by a change of variables ¢ — ¢+ h), going back to the identity above (2.8),
one obtains that for any h € R

WfEh

1
Wi

EA [ Hﬁ:h((pHHR((p)] = E(/)\ [ehq)f\:l_;d 2zenyg oy h?
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Since we know that @f\zl is a centered Gaussian we have E%[ehq’izl] = ¢2 -,
so that .
Var} (057) = — 1< NI
ary (®3 ) 1d Z =
rENYEN z~y
This concludes the proof of (2.9).

Upper bound in Lemma 2.7. For the numerator in (2.8), we split the expectation
into two parts, depending on whether (IDi is smaller or larger than b, N d—3 va with

b2 = 4(u + c) for some appropriate constant c. The first term is
RS I b NIME 0
E) [e AU Y en 1{<I>§\§buNd5M§VJ <o My

The second term is (recall that we only treat the case u > 0)

1/2

1/2 )
B [ T -1 | < ety e8] TP (@ > b i)

uN¢ NN (ME)? —L1p2 N4
S 8 8 ( N) e 4 ,

(@5 >b, N2 M5}

where we have bounded 9, < 1 and used Cauchy—Schwarz inequality, then used that
@ is a centered Gaussian random variable with variance Var} (®%) < N4 1(M5)?2
as seen above. Now, since we took b> = 4(u + c), using that Mf\, < VN we deduce
that

E(])\ |:e(I>§\+U ZmGA 191;1 S e—CNd S %ZR[’U’ <210>

{<I>i>buNd5M§}}
where we also applied the lower bound (2.3) on ZRW (having chosen the constant ¢
appropriately). Going back to (2.8), we deduce that

_1
Zi, < (3+exp (bNT2My)) 23,
which gives the desired upper bound.
Lower bound in Lemma 2.7. Starting from (2.8) and with the upper bound (2.9) on
the denominator, we have
Z/é;u > e—%Nd*%va K [eqﬁwzxﬁﬁz}
—(L4+b,) N9 3 M§ 9y
> o (gt N2 NE?\ [eUZmeA 1{¢>§\>—buNd5M§}} _

Now, we can write

0 [ > ,enva =70 R0 |etXser?s <1
EA[e Laso v dugy| = va — Ba e Yas<navi-bug) =2
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where the last inequality is due to (2.10), using also some symmetry. We conclude

that

1 1 d—1 7 €
—(34+b, )N 2M 0
Z/§7u Z §e (2 ) N ZN,U?

which gives the desired lower bound. ]

Proof of Lemma 2.8. Let us start by showing that there exists Ny such that

1

1 1
2Ny log Z,, — N~% for N > Np. (2.11)

) logZQNu = Nd

The idea is to decompose the cube {1,...,2N — 1}% into 2¢ blocks (A%))v€{07l}d
of size N, where AE\T,{) = Ay + Nv. Note that the blocks A(Nv) are well separated by
a boundary: we set I' := Aoy \ (U, eq0,130 AE\?)). By imposing that the GFF is not
too large on I' and conditioning on Jr, we obtain the following inequality, due to an
application of the spatial Markov property:

Zgnu > Egzv[ H ZKU7U1{|¢I|§(logN)3 v:cel“}}
vef{0,1}4

> (Zjovvue—%N 2(log V) ) P (|| < (log N)* Yz € T) |

where we have used Lemma 2.7 for the inequality to change the boundary condition
on the sub-boxes to £ = 0. Now, we have

P(3z el,|¢,] > (log N)3) < |F|e—%(10gN)3/012v :
where 0]2\, = MAaX;cA,y VargN(qu) satisfies 0]2\, < (' in dimension d > 3 and 0]2\[ <

C'log N in dimension d = 2. We therefore obtain

P(|¢.] < (logN)*Vz €T) >1— (2N)declogN)* > 1

for N large enough. We have thus shown that
11
2d Nd
for N large (how large one ned to take N depends on ¢,). We have thus proved
inequality (2.11).

1 1 1 1
log Zyn ,, > ~Nd log Zy,, — cuN "2 (log N)* — log 2 > WlogZR,?u — N1
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Let us now set, for N > Nj,
1
Nd
(Note that ¢y verifies 1 + o274 = ¢y.) Using (2.11), we have for any N > Ny,

Uy = —log Z3, — coNY4 | with ¢ = (1 —27V4)7L,

1 1 _
Uy > 55 log Zu— N1 —co2N) ™t =Uy.

Thus, the sequence (Usk y) x>0 is non-decreasing. This shows that limy_, o, Ugr y exists
and, because limk_m(2]‘5]\7)*1/4 =0, it is equal to f(u) = limg_,q 2—@ log ng . O

Proof of Lemma 2.9. Let us start with the lower bound in Lemma 2.9. We apply
the same idea as before, writing

N =qn2" +ry  with ky := %[logQ N, rv < 2N

Note that ry < V/N and qN ~ VN when N — oo.

We decompose Ay into gy boxes of size 2¥¥. denoted A%) = Aoy + 2y for
v € {0,...,qv — 1}%. Conditioning on Fr where I' = Ay \ (U, A(Nv)) and using the
spatial Markov property (and the fact that ud, > 0 on I'), we obtain

Z]({/',u > E?V |: H ZKU’u]—ﬂqﬁz\S(logN)?’ VmEF}]

ve{0,...,qn—1}4
d

-1 (gn)
> (ngNe—CQkN(d 2)(1ogN)3) w P(|¢x| < (log N)3 Vo € F)

using again Lemma 2.7 to change the boundary condition to £ = 0 in all sub-boxes.
Now, exactly as in the proof of Lemma 2.8, the last probability is larger than % This
shows that

1 a s
N log Z]({,vu > % l0g Zy — ﬁZkN(dW)(log N)? —log?2
d
1
(qN) IOg ngN — 6/27%]@\7 (lOg N)3 7

= (g + 1)d 2knd

where for the second inequality we have used the fact that 28% < N < (1 + gy )25,
Taking the liminf as N — oo and using Lemma 2.8 together with the fact that
kn,qgn — 00, we deduce the lower bound in Lemma 2.9.
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We now turn the upper bound in Lemma 2.9. We introduce ky = 2[logy N'| and we
write

ohN — gyN +iyn,  Fn <N.
into gy boxes of size N, denoted AE\?) = Any + No.
With the same inequalities as above (replacing N by 2¥¥ and 28¥ by N), we have

This time, we decompose Az,

1 0 (CjN)d 0 C ard-1 En\3
%logZQiCN,u Z WlOgZN#_ﬁN 2(1Og2 ) —10g2
(qn)*

1 \
> — -—log Z, — /N 2(log N)*.
(v + 1IN

Taking the limsup as N — oo and using Lemma 2.8 together with the fact that
kn,dn — 00, we deduce the upper bound in Lemma 2.9. [

2.2 Free energy and phase transition in dimension d = 1

In dimension d = 1 (recall we treat discrete height interfaces), it turns out that we
are able to give an implicit formula for the free energy, both in the model with and
without constraint: this is Proposition 2.12 below. We then deduce the following
result, which gives the critical behavior of the free energy.

Theorem 2.11 (Critical behavior of the pinning/wetting model in d = 1). In di-
mension d = 1, one has v = 0 and u} > 0. Moreover, there exist (explicit)
constants cgy, cy > 0 such that

FO(u) ~ cou? asu 0,
Fr(u) ~ cyp(u—ul)? asu | ul .

The rest of this section is devoted to the proof of Theorem 2.11.

2.2.1 Implicit formula for the free energy

Recall the notations p, = P(Sy = 0) and p := P(S,, = 0,5, > 0 Vk < n), and
introduce the following Laplace transforms: for A > 0

o0 o0

U(\) = Ze_mpn and UT(\) = Ze‘A”pn : (2.12)

n=0 n=0



2.2. FREE ENERGY AND PHASE TRANSITION IN DIMENSION d = 1 63
Note that the functions A — U%*+(\) are decreasing and strictly convex. The main
result of this subsection is the following.
Proposition 2.12. The free energy FO(u) is the solution in X of the equation
U\ —1
uo(A)

if a solution exists, and F'(u) = 0 otherwise. The same result holds for F*(u) by
replacing UY(X) with Ut ().

=e ' <= UO(A):I_e_u

We prove this proposition first in the unconstrained case and then show how to
adapt it to the constrained case.

a) The unconstrained case (pinning)

Step 1. Rewriting of the problem. Recall the notation Z]%u = P(Sy = O)e“ZR,’u,

that is,
~ N
Z]%,u =k [exp <u Z 1{51‘0}) 1{5N0}] s
1=1

and that F'(u) = limy_,o % log Z%; ..
Let us now introduce what is called the grand canonical partition function: for
u € R and A > 0, we set

oo
20 =Y e™Z}, €0,00]. (2.13)

N=1
We emphasize that Z~37/\ may be infinite. Note moreover that by definition of the
free energy FO(u), we have that ¢F' () = limN%OO(ZR,’u)l/N, which is the radius of

convergence of the series. We therefore easily obtain that
Z’S,)\ < +oo for A < F(u), ZN’S,A = +oo for A > F'(u).
In other words,
Fl(u) =inf {A € R, Z) | < +oo},

keeping in mind that 23,/\ = +oo for all A < 0 (since ZR,’U > ¢N3/? as shown
in (2.4)). The computation of the free energy is therefore reduced to determining
whether the series (2.13) converges or not.
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Remark 2.13. The partition function ZRIU is associated to a Gibbs measure: for a
system size N € N and u € N,

Py, 1 N
P 7 exp (u; 1{Si=o}) Lisy=0} (2.14)

where the reference measure dP is the law of a random walk (.S,,),>¢ starting from 0.
Similarly, the grand canonical partition function Z%(\) is associated to a grand
canonical Gibbs measure, in which the system size N is itself random (but with a
law tuned by the parameter \):

dp? 1 N . )
dPam) 2z - 7P (“; {SFO}) {sy=0}

where m is the counting measure on N; note that having a finite Z~27 ) Is important
here. This measure corresponds to considering the Gibbs measure P%;, but where
the system size N is a random with geometric law, P%, (N =n) = (1 —e *)e A1),

Step 2. Computation of Z’&A. It turns out that one can compute explicitly the
grand canonical partition function ZNRL , from (2.13). Let us introduce the sequence
of successive returns to 0 of the random walk: 79 = 0 and, iteratively, for k£ > 1

T, = min{n > 7,1, 5, = 0} . (2.15)
We can then decompose the partition function ZR,U according to the number of

returns to 0, noting also that {Sy = 0} = Ur_,{7x = N} where the union is
disjoint. We have

N N N
ZR[’U = Z E[exp (UZ 1{51‘:0}> 1{%:]\/}} = ZGUkP(Tk = N) ,
i=1

k=1 =

where we have used that 7, = N if and only if Sy = 0 and Zf\il 1¢s,—0y = k. Then,
forming the grand canonical partition function, we obtain

00 oo N
Z) = g e M 2R, = g e Me""P(1, = N)
N=1 N=1 k=1
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Since the increments (7, — Tx_1)g>1 are i.i.d. (by the strong Markov property), we
deduce that

2= (emle ) =

k=1

1—e*Ele

% < 400 if e"Ele 1] < 1,
400 otherwise.

Thus, since the function A € R, + E[e 7] is non-increasing and continuous (with
value P(my < 4+00) at A = 0), we have the following characterization for the free
energy:

F'(u) is the solution in A of E[fe "] =¢™" (2.16)
if a solution exists, and F'(u) = 0 otherwise.
Step 3. Conclusion of the proof. It only remains to relate the Laplace transform
Ele "] of 71 to U°(A\) = 377 ;e *"p,,. The following lemma, combined with (2.16),
directly allows one to conclude the proof of Proposition 2.12. H
Lemma 2.14. Let (S),)n>0 be a Markov chain on a countable state space E start-
ing from 0, and let ; = min{n > 1,5, = 0}. For all X\ > 0, setting U(\) =
S e MP(S, = 0), one has

_ UM —1
Ele '] = .
=y

Proof. We start from the following decomposition of the probability p, = P(S,, = 0):
for n > 1, we have p, = >} _; P(11 = k)pn—i. Then, using that p, = 1 for n = 0,
we obtain

A) =1+ Z e\ Z P(n=kp,r=1+ Z e_AkP(ﬁ = k) Z e M Rp, ),
n=1 k=1 k=1 n=k

which gives U(A) = 1+ E[e "] U(X), which is the desired identity. O

Remark 2.15. Note that one can also take A = 0 in Lemma 2.14 (or take A | 0),
which shows that
ZOO P(‘Sn — O)

This recovers in particular the fact that P(m < —|—oo) =1, i.e. the Markov chain is
recurrent, if and only if Y °, P(S, = 0) = +o0, i.e. G(0,0) = +oo. In the present
case, since P(S,, = 0) ~ ¢1n 12 (recall Theorem 1.22), we have >~ P(S, = 0) =
+00, hence P(1; < 4+00).

P(Tl < +OO)
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b) The constrained case (wetting)

The constrained case is completely analogous, but let us briefly go over the proof.
Considering the (constrained) grand canonical partition function

o

2;_)\ - Ze_ANZj\_MU
N=1
we again obtain that F*(u) = inf{\ € R, Z, < +o0}.
To compute Z,N’J ), explicitly, we introduce the stopping times (7']:_ k>0 as follows:
let 7,7 = 0 and then define iteratively

7 =min{n > 7,1, S, =0and S; >0 for all 7,1 < j < n}, (2.17)

with the convention that minf) = 400 (in particular 77 = 400 if 7,7 | = 400).
With this definition of 7,7, we have

P(ri =j)=P(S;=0, S >0V1 <i<j—1)

and we again notice that we have 7,7 = N if and only if Sy =0, .S; > 0Vi < N and
SN 1(s,-0; = k. We can therefore decompose 0} N {Sy = 0} = U, {7} = N},
so, analogously to what we did for ZRW, we obtain

N

Zyu=> c"*P(rf = N).
k=1

Repeating the same computation as above for ZN’:[ \» we therefore obtain

%0 ¢ Ble | - e
25, =3 (eBfe) = oy < toe Bl <1,
7 —1 +00 otherwise.

Thus, we have the following characterization for the free energy with the hard wall
constraint:

F*(u) is the solution in A of E[e 1] =e" (2.18)

if a solution exists, and F*(u) = 0 otherwise.

2Let us note that Remark 2.13 remains valid in the constrained case.
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Again, with the same proof as for Lemma 2.14, we obtain the following relation
between the Laplace transform E[e 7] and Ut ()\) = S e M pt, where we recall
that p7 = P(S, =0,5; > 0Vi <n): for all A\ > 0, we have

E [e—)\ﬁ"'] _

This concludes the proof of Proposition 2.12. H

Remark 2.16. Let us emphasize here that, in the same way as in Remark 2.15, by
taking A\ = 0 we obtain

fo:l p;zr
L4+, o

In particular, since we have pf ~ con~3/2 thanks to Theorem 1.22, we obtain that
Y=Y 00 ph < 400, hence P(1" < 400) = 1+2

P(r < 4+00) =

Exercise 16. Consider (.5,,),>0 the random walk With i.i.d. increments (X;);>; with
law given by P(X; = £1) = 1 and P(X; = 0) = 1; in other words, S, = SRWs,,
where (SRW)ik>o is the (nearest neighbor Symmetr1c) simple random walk. Let us
introduce

T :=min{k >0,S, = -1} and G(x)=E[z"] forz €[0,1].

1. Show that G(x ) = 12(1 + 2G(z) + G(z)?) and deduce a formula for G(z).
2. Show that E[e™*"] = le™(1 + G(e™")). Compute E[e~*"] and then F°(u).

[
3. Show that E[e 7] = l e M1+ 1G(e ). Compute Efe '] and then F*(u).

2.2.2 Critical points and critical behavior of the free energy

Using Proposition 2.12 or the characterizations (2.16) and (2.18), we now compute
the critical points and determine the critical behavior of the free energy. Let us first
collect some properties of the Laplace transforms that we have seen in the previous
subsection.

Remark 2.17. The functions A — E[e "] E[e 7], resp. A — U(\), Ut ()) are
strictly decreasing and convex on R, , with limits 0, resp. 1, as A — o0o. Moreover,



68 CHAPTER 2. PINNING AND WETTING OF RANDOM INTERFACES
we have

mE[e™"] =P(r; < +00) =1,  lmU(\) = +o0,

A0 A0
limEle ] = P(1 < 1. lmUT N =1+ .
i [e™ "] (r" < +o0) <1, i (A) + X4 < +oo

a) Computing the critical points u?, u;

The unconstrained case (pinning). Let us represent graphically the character-
ization (2.16) of F¥ (on the left) and the characterization of Proposition 2.12 (on
the right), using the properties of the functions A\ — E[e™7], U%()\) recalled in
Remark 2.17 above:

lim U%(\) = +o0
ALO

U(\)

FO(u)

Note that, by the properties of the function A ++ E[e=*"] recalled in Remark 2.17,
the equation E[e™*] = e~ admits a unique solution in R* for every u such that
e " e (0,1), i.e. for every u > 0. Using the characterization (2.16), this shows that
FO(u) > 0 if and only if u > 0: in other words, this proves that

ul =0.
One could also have used Proposition 2.12, observing that, thanks to the properties
of the function A = UY(\) given in Remark 2.17, the equation U%(\) = —— admits

l—e—u
a unique solution in R7 for every u such that 1_13_1‘ € (1,00), i.e. for every u > 0.

The constrained case (wetting). Let us represent graphically the characteriza-
tion (2.18) of F* (on the left) and the characterization of Proposition 2.12 (on the
right), using the properties of the functions A — E[e 7], U*(\) recalled above:
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pr— 1 +
Sy =lmU+ () < +oo

By the properties of the function A — E[ef/\T1+ ] given in Remark 2.17, the equa-

tion E[e_/\T1+ | = e™ admits a unique solution in R* for every u such that e™ €
(0,P(r{" < +00)), i.e. for every u > —log P(1{" < +00). Using the characteriza-
tion (2.18), this shows that F*(u) > 0 if and only if v > —logP(7{" < 400): in
other words, this proves that

ul = —log P(r{" < 4+00) > 0.

C

One could also have used Proposition 2.12, observing that the equation UT(\) =

17;” admits a unique solution in R for every u such that ki*u € (1,1+3%,), ie.

for every u > log(lg%). We thus have ul = log(%) > ( (see Remark 2.16 to

recover the value given above).

b) Critical behavior of the free energy

Now that we have the explicit expression of the critical points, we can describe
the behavior of the free energy in the neighborhood of u?, u;

[

using again Propo-

sition 2.12. The idea is to start from the observation that for every u > u?, resp.
u > ), we have
1 1
U(F(u)) = o and  U'(F"(u)) = 1 : (2.19)

Note that, since the functions u + FY (u) are continuous, we have lim,,|,0 F’(u) = 0
and lim, ,,+ F¥(u) = 0. We therefore need to study the behavior of U”*(X) as A | 0.
This is given by the following lemma.

Lemma 2.18. As A | 0, we have the following behaviors:
U'N) ~ev/T A2 and  UT(0) = U (N) ~ 2e0/m A2

where ¢y, co are the constants appearing in Theorem 1.22.
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Remark 2.19. As a side remark, note that the formulas (2.19) show that the
free energies FU, F™ are analytic on (0, 400 and (u], +00) respectively. Indeed, the
functions A — U°(\),U*(X) are analytic and bijective from (0, +o0) to (0, +00),
(0, 1+u+) respectively. The implicit function theorem then shows that the inverse

functions of U?, U™ are analytic, which proves the claim property (by composing
with the analyt1c function u — ).

Let us now use Lemma 2.18 together with (2.19) to prove Theorem 2.11.

e In the unconstrained case, as u | u? = 0 we have
1
1—ev

/T E (u) 2~ U (u)) =

This gives Theorem 2.11, with the constant ¢y = (wc})™! = 202 (recall Theo-
rem 1.22).

e In the constrained case, since

1
o

=U"(0)=14+X4, as u ] u} we have

1—e~ ub
1 1 e U
) F+ 1/2NU+O U+ F+ ~ T )
CQﬁ (u) ( ) ( ( )) 1 —e uér 1 — e u (1 . e_uj)Q(u uc )
—ouf
This gives Theorem 2.11, with the constant ¢, = 5 L (16 1)4 = Ei(;r%y
’/TC e Uc ey

Proof of Lemma 2.18. Let us start Wlth the unconstrained case. By Theorem 1.22,
we have p, ~ cin~ Y2 with ¢, = —2. It is easy to show that the contribution of
small n is negligible as A | 0, which allows us to obtain

U'(\) = Z pnwclzn

n=0
We now write a Riemann sum approximation:

Zn—1/2e—/\n —\ 12 Z A(An) e~ )\—1/2/ e V2% dx as A 1O.
_ n=1 0

Since [ z71/2e7*dz = I'(1/2) = /7, we conclude that U’(X) ~ ¢;y/m A7V/2.
For the constrained case, we write, analogously to the above calculation (the
contribution of small n is also negligible here): since U +(O) = > D), we have

o

UH(0) — U = S (1 — e ~ CQZ ! — -

n=0
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We then write again a Riemann sum approximation (notice the integrability at 0
and at +00):

—X

1o ey, loe ™ g [Tloet ALO
Z 372 Z )\n)3/2 . 232 r as A0,

n=1

using again a Riemann sum . Since fo 3/2 dx = 2¢/m, we deduce that U*(0) —
U (N) ~ 2c0/T A2, O

2.3 Free energy and phase transition in dimension d = 2

Contrary to the case of dimension d = 1 for discrete interfaces, there is no explicit
formula for the free energy in the case of the GFF. One can nevertheless obtain
information on the phase transition by more flexible methods, at least in the uncon-
strained case.

Theorem 2.20 (Critical behavior for the pinning of the GFF in d = 2). In dimen-
sion d = 2, we have u? = 0. Additionally, there exists a constant ¢y such that
u

V1og1/u

Let us emphasize that the precise critical behavior of the free energy F* is an-
nounced in [CM13, Fact 2.4, citing a “variant of the proof” of [BVO1, Thm. 2.4] (but
without giving the constant). In fact, I do not believe that a written proof exists
somewhere... We shall prove here, using a method employed in [GL17]|, a slightly
weaker result, which provides bounds: as u | 0

a u u
14 0(1) = ———— < Fu) < (14 0(1)) aV2 —.
(1 0(1))§ o < P < (1 of1) V2
The lower bound in particular shows that FO(u) > 0 for every v > 0 (arbitrarily
small), which therefore shows that u? = 0.

FO(u) ~ ¢ asu 0.

(2.20)

The constrained case is significantly more difficult.

Theorem 2.21 (Wetting of the GFF in d = 2). In dimension d = 2, we have that
ul > 0. However, the critical behavior of F* in the neighborhood of u} is unknown.

The fact that u} > 0 is proved in [CV00] and this is a nontrivial result — we do
not provide a proof here, but we refer to the lecture notes [Gia0l, VelO6] where an
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idea of the proof is given. The critical behavior of F* in the neighborhood of u} is
completely open; to my knowledge there is no result in this direction, even partial.
If I had to bet, I would guess that lim,,+ 122%51?) = 4-00; in other words, the free
energy decays faster than any polynomial.

Proof of the bounds in (2.20).

Lower bound in (2.20).  We can use the convexity of u — log ZRZ,U to obtain the
following inequality:

0 Z
) U ’ :0

u
rEAN

reusing the computation (2.5). Using Corollary 2.10, called the finite-volume cri-
terion, we obtain that for all N > Ny (note that Ny is bounded from below by a
constant, uniformly in u € [0, 5]), we have

1 _ U 1
F(u) = < log 20y, — N7/ > WE?V[ 3 ﬁx} “eoNTH.(2.21)

rEAN

We will then apply this inequality with a suitably chosen N = N(u).

Before doing so, let us estimate the lower bound (in the limit N — oo, since we will
choose N (u) such that lim, o N(u) = +o00). We have EX[9,] = P% (¢, € [—a,a]),
and the variable ¢, has under P% a centered Gaussian distribution with variance
o3(z) :== Gy, (7, x). One can show that max,ep, on(z) = on(0), so that for any

r € Ay we have
P?V(pr € [—CL,&]) Z P(JN(O)Z S [—CL,CL]) :
Now, recall from Remark 1.13 that o (0) ~ 2log N, so that

P%aNﬁnZezkwuﬂ)huvﬁgi&m)Adv@%jv.

All together, we obtain that

B[ 0] = (o))

z€AN

as N — o0.
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Now, let € € (0,1) and choose N(u) = (1/u)**¢ in (2.21): this gives that as u | 0,
au u

FO(u) > (14 0o(1) —————= — coN(u) " * > (14 o(1 :

() 2 ( L) log N (u) oV () ( ( ))\/4+€\/log1/u

Since ¢ is arbitrary, we deduce the lower bound in (2.20).

Remark 2.22. One could improve this lower bound to obtain a factor a/+/2 instead
of a/2: it suffices to note that Corollary 2.10 remains valid when replacing coN —1/4
by ¢,N ~1/24n for arbitrary n > 0. This in particular allows one to choose N, =
(1/u)?*¢ and to gain a factor v/2 in the lower bound of (2.20). Exercise 18 below
improves this factor even further.

Upper bound in (2.20). Let us begin by proving the following fact: for all N > 1
1 ~ .

Fo(u) < ~Ni log Zn., where  Zy, = sgp va’u, (2.22)
the supremum being taken over all boundary conditions & : Z¢ — R. Indeed, by
decomposing Agn into sub-boxes Agf;) = Ay + N for v € {0,1}? and applying the
spatial Markov property (conditioning on I' = Aoy \ (U, g 1) Ag\z;))), we obtain the
following: for any boundary condition &,

2d
ZgN,u - E(J)V[ H Zigv)u} < (ZN,u) '
We conclude that =+— log ZQNU < L log ZNU for all N > 1, hence
(2N) ? N )

1 ~
—log Zn .,

1
logZQkNu_ 1 logZQkNu_ N

Fo(u) = lim ——— L 2Ny

1
k—o00 (QkN)
by monotonicity of the sequence ((2’“ N 7 log ZQk N u) o1
Let us now bound Z N For any boundary condition £, we have
a 1 U 793: uNd 5
%logZif’u:EE%k Z 1933>e ZIEAN ] <e EN{Z 7.93;:| ,
Y rEAN rEAN

where we have used that ©w > 0 to bound Z]é;f,u > 1 and we have bounded 9, <1 in

the exponential. Now note that under P?V the variable ¢, is Gaussian with mean m
and variance o3 (x) = Ga, (z, ). Thus, for any boundary condition &, we have

EY[0.] = Ploy(2)Z +mé € [~a,a]) < Ploy(2)Z € [~a,d]) = EX[J.],
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where we used the fact that the density of the AN(0,1) distribution is increasing
on R_ and decreasing on R, to see that the function ¢t — P(Z +t € [—b,b]) is
maximized at t = 0.
We deduce that
8 § uNd 0 5 eUNd - ]. 0
S-log 25, < e By Y 0] — logzf, < e By Y 0], 223)
rEAN rEAN

where we simply integrated the first inequality between 0 and u to obtain the second

one. Since this inequality holds for any boundary condition &, we conclude that, for
all N > 1,

1 . N 1
FO(u) < W]og Iy < N X NdE(J)V{ Z 194 . (2.24)

TEAN
In the same way as for the lower bound®, we obtain

SB[ Y 0] < (o)

rEAN

as N — 0.

a
V9og N

Thus, choosing N(u) = (¢/u)"? for some fixed ¢ > 0 and plugging this choice
in (2.24), we obtain
e —1 au e€—1  auVv?2
FO(u) < (1+o(1 = (1+o0(1 :
) < (o) 7~ = (o) =
Since € > 0 can be chosen arbitrarily close to 0, this gives the upper bound in (2.20).
[

2.4 Free energy and phase transition in dimension d > 3

Let us state the two main results of this section, for the critical behavior of the
pinning and the wetting models of the GFF in dimension d > 3. We separate the

statements into two parts since the results are quite different and of quite a different
difficulty.

Theorem 2.23 (Critical behavior for the pinning of the GFF in d > 3). In dimen-
sion d > 3, we have u? = 0. Moreover, we have the following asymptotic behavior:

30ne needs to verify that oy (z) ~ 2log N in the “bulk” of Ay, i.e. when d(z,A%) > N1=°0).
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there exists a constants co such that
FO(u) ~ cou as u 0.

Theorem 2.24 (Critical behavior for the wetting of the GFF in d > 3). In dimen-
sion d > 3, we have u}f = 0. Moreover, we have the following asymptotic behaviors:
there exists a constant cy such that

F'(u) = exp ( — (1 +0(1))cy log (1/u)2> as ul0.

The fact that v = 0 had already been observed in [BDZ00|, but the precise
critical behavior of Theorem 2.24 was proved much more recently, in [GL18]. We
follow here the ideas of the proof in [GL18§].

2.4.1 The unconstrained case (pinning)

We begin by proving Theorem 2.23, namely that F(u) ~ cou as u | 0. The proof
shows that the constant is equal to

co=P(|Z| < a/\/G),

where Z ~ N (0,1) and Gy = G(0,0) is the Green function at 0 of the simple random
walk on Z?. The proof strategy is very similar to the case of dimension d = 2.

Lower bound. We again use the convexity of u — log Z]({,vu to obtain that

1 . 10, 1
WIOgZN,uZUXW%IOgZN,u :O:uXWENM{Zﬁx].

u rEAN
Now, we have E}[¢,] = P(oy(x)Z € [—a,a]), where 0% (z) = G, (z,7) is the
variance of o, under P%.. Now, we have oy (z) < G(0,0) =: Gy for all z € Ay: this

yields that

1
0 - 0
F(u) = ]\lfﬂomlogZMu >uxP(\/GoZ € [~a,a]) .
Upper bound. We use the inequality (2.22) together with (2.23) (note that they are
valid in any dimension d > 2). In the same way as in (2.24), they yield the following:
forall N > 1

0 <eUNd_11E0 v
Fo(u) < Nd Nd N[Z “7]

z€AN
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This time, note that E}[9,] = P(on(2)Z € [—a,a]) with o3 (z) > (1 + o(1))Gy,
uniformly for € Ay such that N — |x| — oo. This gives that

ulN¢

F(u) < (1+0(1) "7 P(v/GoZ € [~a,a).

Now, applying this to some N = N(u) such that lim,jouN(u)? = 0 (in particular
lim, o N(u) = +00), this gives that

F(u) < (14 0(1))uP(y/GoZ € [~a,a))

and concludes the proof. ]

2.4.2 The constrained case (wetting)

We now prove Theorem 2.24. We give a complete proof of the lower bound, allowing
us in particular to show that u; = 0. The upper bound is somewhat more technical:

we will give the essential steps of the proof. Let us mention that one can actually
Go

obtain the precise value of the constant: ¢y = 5°%.

Proof of the lower bound in Theorem 2.24.

Step 1. Softening the hard wall. The first step consists in considering a slightly
different model, by making the hard wall constraint “softer”. For K > 0, let us set

Ziur = E%[GXP (u > Nevcloa) — K D 1{%<0}>} )

TxEAN reAN

and we denote by P§V,u, i the Gibbs measure naturally associated with this partition
function. In this case, the surface is simply penalized when it takes negative values
(instead of being forbidden), the parameter K controlling the strength of the penalty.
Note that in the case K = 400, we recover Zf\f; = Zlg\f,u,oo' We prove the following

lemma that compares the free energies when the hard-wall constraint is replaced by
a “softer” wall.

Lemma 2.25. For any K > 0, denote Fg(u) := limy_, o ﬁlog Z]Qf,u,K' Then we
have the bounds:

Fre(u) > Foo(u) = F"(u) > Fr(u) —e ™.
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Proof. The upper bound is obvious by monotonicity in K, so we focus on the lower
bound. For any A C Ay, let us introduce the event

Ey = {QOERAN,{IEAN,QO<O}:A},

and note that Ey = Q. Thus, decomposing according to the set A of points where
v, < 0, we obtain

Dk = D G_MEHGXF’ (“ ) 1{sawe[o,a1})1EJ '

ACAN r€AN
We show just below that, for any A C Ay, we have

[exp( 3" Lo )1EA} < 7. (2.25)

rEAN
Indeed, with this inequality and the previous decomposition, we obtain
d
ZNUK < Z+ Z e_K|A‘ = Z]_\Ff,u(l + e_K)N S Z]Tf,u eXp(e_KNd) )
ACAN

where we have used the binomial formula, and then the inequality 1 4+ x < e®. We
conclude that w5 log Znux < < +zlog Z§., + e, which proves the desired lower
bound on F*(u ) when taking the limit N — oc.

[t remains to prove (2.25). We simply write what the expectation corresponds to:
recalling the definition of the Gibbs measure P};, we obtain

1 " -
A

IGN

We now perform a change of variables h — h by setting h, = —h, for z € A and
hy = hy for © ¢ A, so that if h € E4 then h € Ey: the Jacobian of the change of
variables is equal to 1 and we have 1, _5 v > 1, cp0.0)) and also Hy 0(h) < HY(h)
(we have reduced some differences h, — h,). Thus, we obtain

1
[exp< Z 1{% [0,a] )1EA} WO / UZIGAN {hz€l0,al} @~ HN( )dh Z]—\'}’u,

TEAN

which is the desired inequality. ]
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Step 2. Raising the boundary condition. The following lemma allows us to change
(i.e. raise) the boundary conditions. Its proof is left as an exercise.

Lemma 2.26. For any h € R, we have

) 1
Fr(u) = ]31_{1(1)0 WEZO [log Z%,u,K] ;

where P is the infinite-volume GFF with mean (constant equal to) h.

Exercise 17. Prove Lemma 2.26. One may use Lemma 2.7 on the change of bound-
ary conditions, as well as Exercise 7.

Step 3. FExploiting convexity. Thanks to Jensen’s inequality, for any boundary
condition ¢, we have

log Zf\)/',u,K = log E(ﬁ[ [eXp (u Z 1{@16[0@]} — K Z ]_{%<0}>]

rEAN rEAN

> By {u Z Lig,e0ay — I Z 1{%0}] :

reEAN reAN

Thanks to the spatial Markov property for the Gibbs measure P we have the

identity E [E}@ [F(eay)]] = EL[F(pay)]- Thus, taking the expectation under P
in the previous inequality, we obtain

1 1
v [log 2y, k] = <7 D (uPl(ps € [0.a]) — KPL (g, <0))
JJEAN

= uP(\/GoZ +h € [0,a]) — KP(/GoZ + h < 0)

for Z ~ N(0,1). We have also used here that under P, we have o, ~ N(h, Gp).
Thanks to Lemmas 2.25 and 2.26, we conclude that, for any h € R and K > 0:

F'(u) > Fr(u) —e ™ > uP(Z + h € (0,b]) — KP(Z—l—h < 0) —e K,

where we have set b = a/+/Gy (and replaced h/+/Gg by h).

Conclusion. It remains to optimize over the choices of K and h as functions of u, b
and to perform Gaussian calculations. Let us take

K =log (1/u)3, h = tlog (3K/u) = (1+ o(1))7 log (1/u),
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which in particular both go to 400 as u | 0. Using that P(Z > t) ~ ——e*/2 as

N
t — 0o, we obtain
1 2 1 2
P(Z4+hel0,b]) ~——e V2 P(Z4+h<0)~——e/?,

h/ 27

so when u is sufficiently small we obtain

e /2 (uebh — QK) > —K e*h2/2,

uP(Z+he|0,b]) - KP(Z+h<0)> T

1
h\/ 27
where we used the definition of h for the last equality.

With the above choices of A and K, we thus obtain

Fr (u) > Le_hz/2 — e_K = e_(l‘f'o(l))ﬁlog(l/u)Q e log(1/h)3 :
T hV2m
which gives the desired lower bound, the second term being negligible compared to
the first one. O

Sketch of proof of the upper bound in Theorem 2.24. The upper bound in
Theorem 2.24 is more technical and is treated in detail in Section 3 of [GL18]|: after
another reduction of the problem, it also relies on Gaussian calculations similar to
the conclusion above. We summarize here the main steps of the proof, and refer
to |GL18] for details. The goal is simply to bound Fg(u) for K > 0.

Step 1. Reduction to a sub-grid. We consider a large (but fixed) size L, then we
use Hélder’s inequality to reduce to partitions function where > Ay Uz 1s replaced
by a sum where the points lie on a sub-grid spaced by L. More precisely,

1/L4
zio< I1 Ev[ew (LY (pewa) — Klpen))|
’UG{].,...,L}d IGA%})L

where AE@L = Ax N {v + LZ% is a sub-grid of Ay and verify that Ay = J, AEG?L.

Step 2. Reducing to a single cell of width L. We then use the spatial Markov
property to decouple points at distance L. We consider a set I' that separates the
points of A%?L = Ax N {v + LZ%} into “cells”, so that conditionally on this set T

the values of ¢, for z € A%?L are independent. We are then reduced to estimating
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expectations of the type
d
Ei@[eXP(L @”{@memﬂ}—'Kj{@m<m)>}a
L

where xg is the center of the box Agj) and ¢ is the boundary condition on each “cell”
of All together, we obtain something of the form

Nd/Ld
Z;\}%K < (sip E‘ﬁL [exp (Ld(ul{%oe[oﬂ]} — K1{<p$0<0}>>}> ,

where the supremum is over all possible boundary conditions ¢.

Step 3. Estimating the worst boundary condition With boundary condition ¢, we
have that ¢, has mean m$ and variance o7, with 07 — Gy as L — co. Taking the
worst boundary condition therefore simply corresponds to considering

iuﬂli E { exp (Ld (uli, znepay — Ky, Z—i—h<0})>}
S

= 2u£E[eXp (Ld (u].{Z_Fhe[o,bL]} - Kl{Z+h<O})>} ’
€

where we have set by, := a/op, with by — a/+/Gy as L — oo. Then, using explicit
Gaussian calculations (that we skip here but are detailed in [GL18, p. 587|: the
supremum is attained for h close to % + %log(ﬁ)), we get that the above is

bounded by 1+ exp(—(1 + 0(1))% log(1/u)?).
Conclusion  All together, we get an upper bound of the type

Zyux < (1 + exp < —(1+ 0(1))% 10g(1/u)2>>

which gives that F}; (u) < 4 exp(—(l%—o(l))% log(1/u)?. This concludes the (sketch
of the) proof. O

d/rd 2
N < e%j exp(—(1+0(1)) % log(1/u)2)

Y

2.5 A few exercises

Exercise 18 (Pinning of the GFF in dimension d = 2). In this exercise we improve
the lower bound (2.20), to obtain

ﬁ“”2(1+0“”‘i§%25 asu 0. (2.26)
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Let us introduce

Inu:i= inf 2% :
N gy N

where the infimum is taken over boundary conditions with values in [—1, 1].
1. Show that, for any u > 0, for all N > 1
Tonu > (Zna)*  inf P& (o, €[-1,1], Vo el
o 2 (Zya)” inf v(ps€[-1,1], Vo eT)
where I' = Aon \ (U, eq0.1)4 A%)) (as seen in the proof of Lemma 2.8).
2. Using Lemma 1.36 (and also Remark 1.37), show that there exists a constant ¢ >
0 such that
1 > 1 > -1 2
2Ny log Zon .y > Wlog Zny —cN  (log N)=.
Deduce that, if N is sufficiently large, the sequence
1 > _
(W log Zotnu — 3¢(2°N) ™ (log sz)2)

is non-decreasing.

k>0

3. Conclude that, for any NN sufficiently large, we have
1 . _
FO(u) > 7 108 Znu — 3N '(log N)%.
4. Show that if £ takes values in [—1, 1], then
P?V(gox € [—a,a]) > P(on(z)Z € [1 —a,1+ a])

where Z ~ N(0,1). Using the fact that max,es, 0% () = (1 + o(1))2log N,
show that for any fixed n > 0, for N sufficiently large

inf B 9| > (1 — ) N'———— .
g:zdl—r}[—Lu N[erA ]_( ) Vlog N

5. Reusing the proof of the lower bound of (2.20), show that for all N sufficiently
large we have

au

FO(U) > (1 T n)\/m

6. Applying this inequality for some appropriate N = N(u), deduce the lower
bound (2.26).

—3cN (log N)?,
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Exercise 19 (The co-membrane model). Let us consider the following measure, in
dimension d > 2:

dP%.,

dP%’ ZCO exp < Z A ) ,  where A, = 1, <0},

reEAN

and Z}7, is the partition function of the model. For A an event, we set

so that P{,(4) = Z¥,,(A4)/Z5,. We denote again Qy := {p, >0V € Ax}.
1. Show that for all u > 0, we have e“NdPS)\N(Q};) < Z§. < euN?.
2. Show that for all u < 0, we have P%N(QJJ(,) <Zy,<1 for all w < 0.
3. Conclude that

CcO 1 CO
FOu) := J\]{l_r)r(l)oNdlogZN = max(0,u) .

4. Let u # 0 and set ay := T 2 Jog P (%). Recall the behavior of axy.
(a) If u < 0, then setting Ay := { D wehy D > an }, show that

Z9(Ay) < evov < emlulovzge
Conclude that A}im PS . (Ax) =0.
—00 ’
(b) If w > 0, then setting By := { > ., (1 — A;) > ay}, show that
Z2)(By) < etVimuan < gl zeo

Conclude that lim P%,(By) = 0.
N—r00 ’



Part 11

The (polymer) pinning model
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Chapter 3

Pinning on a defect line: overview of the
phase diagram

The pinning model that we consider in the following chapters can be used to represent
a polymer which interacts with a one-dimensional line of defects. It has a long history
and in fact different origins: it was introduced by Poland and Scheraga [PS70] to
describe the DNA denaturation transition; it was also studied by Fisher [Fis84] as
a model of pinning of a random walk on a hard wall (and is related to the wetting
model introduced in the previous chapter).

Ao BN

Figure 3.1: Two examples of physical/bio-physical situations described by the pinning
model: DNA denaturation (left) and pinning of a protein on a cell (right).

The model has been intensively studied in the past decades from a mathematical
point of view, in particular regarding the question of disorder relevance. Some excel-
lent references are the books [Gia07, Giall] by Giacomin, which give a nice overview
of the research activity around these models.

3.1 Introduction of the (disordered) pinning model

We directly introduce the model in a general framework, where the interactions
between the polymer and the defect line can be inhomogenous, i.e. we see the pinning

85
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model as an instance of a disordered system. The notation will be slightly different
compared to the previous chapters (in particular concerning the parameters of the
model), in order to agree with the vast majority of the literature.

Let (S;);>0 be a Markov chain on Z? (for some d > 1), starting from Sy = 0;
we denote by P its law. For n € N, we consider the trajectory (i,S;)1<i<n, which
may be interpreted as a directed polymer (see Figure 3.2 for an illustration). Then,
the polymer interacts with a defect line N x {0} when it touches it, that is when
S; = 0. Since interactions only occur when S; = 0, we can directly consider the set of
return times 7 = {7, S; = 0}, which is what is called a renewal process: Ty = 0, and
(Tk — Tk—1)x>1 are 1.i.d. N-valued random variables. The renewal process 7 = (7% ) x>0
will be our reference model, and its law is denoted by P.

With a slight abuse of notation, we may also view 7 = {7 };>0 as a set of points
in N called renewal points (and representing the contact points of the polymer with
the defect line). In particular, we denote by {n € 7} the event that n is a renewal
point, 7.e. that there exists £k > 0 such that 7, = n. Let us now introduce the
notation:

forn>1, K(n):=P(n =n), K(00) = P(1 = +00),

which we refer to as the inter-arrival distribution. We say that the renewal process 7
18
e persistent (or recurrent) if K (o0o) =0 — in particular |7| = 400 almost surely;
e finite (or transient) if K(oco) > 0 — in particular |7| < 400 follows a geometric
law with parameter K(00).

3.1.1 The homogeneous pinning model

The homogeneous pinning model consists in modifying the law of the renewal pro-
cess T by considering the following Gibbs measure, analogously to (2.14): for a length
N > 1 and for h € R (the pinning parameter), we define

dpP 1 ol
N,h L
P (1) = 7N CXp (h ;1 1{@'67’}) 1(yery - (3.1)

Recall that we have introduced a pinning model of one-dimensional interfaces in
Section 2.2. The definition (3.1) in fact includes both the unconstrained case and the
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constrained case considered in Section 2.2: it is enough to consider as the underlying
renewal process the process 7 defined in (2.15) or the process 77 defined in (2.17).

In all the following, we make the following assumption about the renewal process,
which is the one usually made in the literature.

Assumption. There ezist « > 0 and a slowly varying function L(-) (see Remark 3.1
below) such that, forn > 1:

K(n) :=P(r, =n) = L(n)n 1+, (%)

The assumption (x) is satisfied for instance if 7 = {n, S, = 0} where (S;,),>0 is
the simple random walk on Z%: one has

o if d =1, then a = 3 and lim,, ., L(n) = ﬁ (see for instance [Fel66, Ch. I11]);

e if d =2, then a =0 and L(n) ~ Toa ) (cf. [JP72, Thm. 4]);

o if d >3, then a = ¢ — 1 and lim,, oo L(n) = ¢4 (cf. [DK11, Thm. 4]).
We will often consider the slightly simpler framework where the slowly varying func-
tion converges to a constant, 7.e. there is a constant c; such that

Kn)=P(rn=n)~cn M asn— oo, (%)
Remark 3.1 (Slowly-varying functions). A slowly varying function L(-) is a function
that satisfies lim,,_, % = 1for all t > 0; a standard example is a poly-logarithmic

function, L(n) ~ c(logn)® as n — oo. A complete reference for slowly varying
functions is [BGT89]. A summary of useful properties can be found in [Gia07,
App. A.4], but let us give a few ones:

e forall 0 < a < b < oo, the convergence lim,, ., % = 1 is uniform in ¢ € [a, b];

o L(n) =n°M as n — oo;

T 400
n'~'L(n) "7 %n”L(x) if v >0and > 0’ L(n) "X %n”L(a:) if v <0.

1 n=x

[
n

3.1.2 The disordered pinning model

We now defined a disordered version of the pinning model. Consider a sequence
w = (wj)i>o of i.i.d. random variables, with law denoted by P. The variables w;
represent the inhomogeneities along the defect line (or the polymer) and will be
thought as perturbations of the interactions between the polymer and the defect
line, see Figure 3.2. We assume in all the following that E[w;] = 0, E[w?] = 1.
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Figure 3.2: The polymer trajectory is represented by the sequence (i, 5;), which repre-
sents the position of the i-th monomer. Interactions take place along the defect line, at

sites where S; returns to 0, that is at times 71, 7o, ... The defect line (or the polymer, or
both) is inhomogeneous, represented by random variables (w;);>o attached to the differ-
ent sites.

For a given realization of w (this is called quenched or frozen disorder) and for
£ > 0 (the inverse temperature or intensity of disorder), h € R (the homogeneous
pinning parameter), we define for N > 1 the disordered pinning measure Pfi,“;b as a
Gibbs measure with respect to the reference law P of 7: |

Byw n
%(7) = Z;’w exp (Z(h + ﬁwi)l{i@}) livern - (3.2)
N,h i=1
Here, the partition function of the model is given by
N
Zyy=E {GXP (Z(h + 5wz’)1{zeT}> 1{NeT}} : (3.3)
i=1

The measure Py 5, corresponds to giving a reward h + Pw; (or a penalty depending
on the sign) if the polymer touches the defect line at site i. One can thus view the
disordered model as a random perturbation of the homogeneous pinning model; note
that if 5 = 0, one indeed recovers the homogeneous model. Note that Py ;, and

A ff; depend on the realization of the disorder w, in fact, PY, 5, is a random measure

and Z ]%";l is a random variable.

Notice that we have added in (3.2)-(3.3) the indicator function N € 7, forcing the
endpoint of the polymer to be pinned; this corresponds to having a zero boundary
condition. One can also remove this constraint and consider the free model:

dpie 1 n
—p (7) = 75 exp (Z(h + Bwi)l{i67}> : (3.4)

=1
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with partition function

N
Z3s =Bl exp (D (h+ B e ) | (3.5)
i=1
We will see later that this free model has properties close to the original model (3.2)-
(3.3), see in particular Remark 3.13 below.

Remark 3.2. An important observation is that, by a translation of the parameter
h, one can always reduce to the case where K(oco) = 0, that is to the case where 7
is persistent. Indeed, if we set h=h-— log P(m1 < 400), one can write the partition
function by decomposing it according to the number and positions of the renewals

points:
N koo
h
Znp= Z He Kt — 1)
k=1 tog=0<t;<---<tp=N j=1
N k N
k=1 to=0<t;<--<txy=N j=1

where we have set K(n) := K(n)/P(r; < 400) = P(ry = n | 71 < 400), which
is the inter-arrival law of a renewal process 7. Note that the condition (*) remains
satisfied (with L(n) = L(n)/P(r; < +00)) and that K satisfies S2°° | K(n) = 1,
i.e. K(0c0) =0, so that the renewal is persistent.

3.1.3 The question of the influence of disorder

The aim of this chapter and the next one is to study the question of disorder rele-
vance, which amounts to comparing the behaviors of the homogeneous and disordered
pinning models. More precisely, we will try to answer the following questions (in that
order):
e Can one describe precisely the phase transition of the homogeneous model?
e Does the disordered model also exhibit a phase transition?
e What can be said about the phase transition of the disordered model? In par-
ticular:
— Can we estimate the critical point?
— Can we estimate the behavior in the neighborhood of the critical point?
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— Does the phase transition of the disordered model have different features
from those of the homogeneous one?

These questions are at the core of the notion of disorder relevance. Disorder is
said to be relevant if an arbitrarily weak intensity of disorder (represented in our
case by the parameter ) modifies the critical behavior of the model. Disorder is
said to be irrelevant if, provided that the intensity of disorder is small enough, the
phase transition of the disordered model has the same features as the one of the
homogeneous model.

3.2 Solving the homogeneous model

As already seen in Chapter 2, the free energy is an important physical quantity that
encodes key properties of the model.

Proposition 3.3 (Existence of the free energy). The free energy
1 1 .
F(h) = lim —logZy, = lim —logZ
(h) = Jim, pylos Zwn= jim ylogZns
exists, is positive, and satisfies F(h) = 0 if h < 0. Moreover, h — F(h) is increasing
and convexr and at every point where F 1s differentiable, one has

N N
: 1 .= 1
gRF) = Jim B[ 17 3 e ] = Jim B[ 53 1|

This proposition is the exact analogue of Proposition 2.2 and the proof is identical.
In particular, the existence of the free energy is due to the super-additivity of log Zy,
(and to Fekete’s Lemma).

The only point that deserves a comment is the fact that the limit is the same if
one replaces the partition function Zy, by its free version 7 ~.» (for which one does
not have super-additivity). We leave this as an exercise.

Exercise 20. We assume that the inter-arrival law of the renewal process 7 satis-
fies (%), that is K(n) = P(1; = n) = L(n)n=(+2),
1. Show that Zyh = Zyn + Sy Zn-knP(11 > k).
2. Show that there exists a constant C' such that P(r; > k)/P(r = k) < Ck*™@
for all £ > 1 (one may use the second item of Remark 3.1), show that

Znn < Zyp < (14 Ce "N Zx
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3. Conclude that F(h) = limy_ % log Znj, = limy_y0 % log Zn .

3.2.1 The localization phase transition
Proposition 3.3 shows that one can define the critical point
he:=sup{h € R, F(h) =0} =inf{h € R, F(h) > 0}.

As remarked in Section 2.1.3 (see (2.7)), the critical point h. marks a transition
between a delocalized phase for h < h. (zero asymptotic contact density) and a
localized phase for h > h,. (strictly positive asymptotic contact density).

Exercise 21. Show that 0 < h. < —log(sup,,»; K(n)).

In analogy with (2.16) (see also Proposition 2.12 and Lemma 2.14), one obtains
the following characterization for the free energy.

Proposition 3.4 (Characterization of the free energy). The free energy F(h) is the
solution in A of
E[e_h] =

if a solution exists, and F(h) = 0 otherwise.

One deduces the following generalization of Theorem 2.11 (the generalization is
relative to assumption (x) on the renewal process).

Theorem 3.5 (Critical point and critical behavior). One has
he = —log P(1y < +00).

Additionally, under assumption (%) and if o > 0, there exists a slowly varying
function L(-) such that, as u | 0,

F(he 4+ u) ~ L(1/u)u” with v :=max (+,1).

We can make the slowly varying function [A/() explicit in the following cases:
P(m < 400)

o If m; = E[11{ i) < +00, then F(he +u) ~ u asu 0.

P T
o If (%) holds with o« € (0,1), then F(h.+u) ~ (a (1?1(1< +O)O)
C1 -«

If a =0, then F(h. +u) = o(uf) as u | 0, for all p > 0.

1/
) " asu 0.
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Let us emphasize that thanks to Remark 3.2, one can always reduce to the case
h. = 0 simply by changing the inter-arrival law K (n) to K(n) = K(n)/P(1 < +00),
which amounts to a translation of the parameter h.

Proof of Theorem 3.5. The fact that h, = —logP(1y < 400) is simply related to
the fact that limyo E[e™7] = P(r; < +00), so that according to Proposition 3.4
one has F(h) > 0 if and only if e ™" < P(7; < +00).

For the critical behavior, the proof is similar to that of Theorem 2.11. The idea
is to obtain the behavior of Ele "] as A | 0 and to use Proposition 3.4 to conclude,
taking into account the fact that F(h) | 0 as h | h.. We use the following lemma.

Lemma 3.6 (Aboue the Laplace transform of 7). Under assumption (x), there
exists a slowly varying function L(-) such that

P(m < +o0) — E[e*)‘ﬁ] ~ L(1/x)\min(ed) as A 0.

o When m, := E[111{;<10)] < +00, one can take i(x) =m,.
o Ifa e (0,1) in (%), then one can take L(x) = @L(w)

With this lemma and Proposition 3.4, also using that e~* = P(1; < 4-00), since
we have that F(h) | 0 when h | h. (by continuity of F), one obtains

e_hc(h — he) ~ e he — o7 = P(m < +00) — E[e—F(h)ﬁ] ~ i(l/F(h))F(h)min(a’l)

as h | h.. By inverting this relation, one obtains Theorem 3.5 (the slowly varying
function L(-) is related to the function L(-) and to the exponent min(e, 1), see
[BGT89, Thm. 1.5.13]). In particular:
e If m, < 400, one has e "(h — h.) ~ m,F(h), which gives the desired result;
e If (%) holds with o € (0, 1), then one has e "<(h — h,) ~ 01¥F(h)1/0‘, which
gives the desired result. ]

Proof of Lemma 5.0. We start by writing P(my = +00) =3~ P(11 = n), so that
P(ri < +00) =E[e ] =) (1 —e)P(ry =n). (3.6)

n=1

We focus on the case where m, < +o00 and on the case a € (0, 1); we leave the other
cases (a = 1 with m,; = 400 and a = 0) as exercises (see after the proof).
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Case m; < 4o00. Note that for all n, the function A= 1_6)\4” is decreasing (and

>\n

bounded from above by n) and that limy o 2 = n. Therefore, by monotone (or

dominated) convergence, one gets that

: 1 —)\7'
l/{%X(P(Tl < 400) — ! > ZnP T =n)=m,,

which gives the desired result.

Case a € (0,1). In this case, let us write

P(r < +00) — E[e_’\ﬁ] = Z %L( ) = A“L(1/A) Z 1();51%7: Lﬁ%

In the case where lim, ., L(x) = ¢; one has (1(/1) — 1if n, 1/X are large. It then
suffices to use the convergence of the Riemann sum (then an integration by parts)

. 1—e M x| _e @ 1 [ (1 -—
lim A —eua = / 1fa dox = —/ r “e 'dx = M )
Mo £ (An) 0 T a Jo a

The case of a general slowly varying function L(+) is a bit more technical (see [BGT&89,
Cor. 8.1.7]): the idea is that the main contribution to the sum is for n of order 1/A
(one can control the sum for n < ¢/ and the sum for n > 1/eX). Then, for such
n =< 1/X one gets L(n)/L(1/X\) — 1 by definition of a slowly varying function, so
one can use the same Riemann approximation argument. ]
Exercise 22 (Case o = 1, first version). Assume that P(1; = n) ~ cyn 2 asn — oo,
for some constant ¢; > 0. Starting from (3.6), we admit that, as A | 0 one has

AT - 1_6_/\n
P(7'1<—|-OO)—E[G 1:|N01Z—2

n
n=1

1. Show that (we omit integer parts to simplify the notation)
1/

S (35 2 Ao g )

n=1 n=
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2. Show that

oo

1A -
Zl_e Z% Z nig logl-l—l—l—)\

n=1 n=1

3. Deduce that, as A | 0,

n

1
P(m < 4+00) — E[e_’\ﬁ] ~ ci\log T
4. Deduce the behavior of F(h) as h | h. in this case.

Exercise 23 (Case o = 1, general version). Assume that P(r; = n) = L(n)n™2
with m, = 5%, 20 — 4 56 We set

n=1"n

k=1
which therefore satisfies lim,, . Li(n) = +o00.

1. Show that for all ¢t > 0 we have lim,,_, W = log %

2. Deduce that lim,, Ii(( )) +o00 and then that L.(-) is slowly varying.
3. Show that, as A | 0, one has P(r; < 400) — E[e™*"] ~ AL*(1/]).
(One may use the third property of Remark 5.1.)

This therefore proves Lemma 3.6 in the case o = 1, with L = L,.

Exercise 24 (Case a = 0). Assume that P(r; = n) = L(n)n~!, and note that
S, Ln)n™! = P(1 < +00) < +00. We set

=3

k=n

which therefore satisfies lim,, ., L*(n) = 0.
1. As in the previous exercise, show that lim,,_, LL<( )) = 400 and that L*(-) is
slowly varying.
2. Show that, as A | 0, one has P(r; < 400) — E[e™"] ~ L*(1/)).

(One may use the third property of Remark 5.1.)

This therefore proves Lemma 3.6 in the case o = 0, with L = L*.
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Exercise 25 (Pinning of the d = 2 random walk). We recall that in the case of the

simple random walk in dimension d = 2, we have that P(7y = n) ~ 5. Since

™
n(logn)
P(m < 00) =1 we have h, = 0. Using the previous exercise, show that

7T—|—0(1))

u

F(u):exp<— as  ulO0.

3.2.2 Properties of renewal trajectories under the pinning measure
Let us introduce, for h € R the following inter-arrival distribution:

VneN  Kyn):=e"K(n)e T, (3.7)
We then consider a renewal process 7") = (Téh)) r>1 with law denoted P, by setting

its inter-arrival distribution as P(h)(Tl(h) =n) = Kj(n). Notice that, depending on

h, 7™ may be persistent or finite:

ifh>he, Y Ky(n)=e"Ee ™M =1
n=1

ifh<he, Y Kpn)=e"P(n<+o0)<1.
n=1

In particular, if A > h, then the renewal 7" is persistent (recurrent), whereas if
h < h. the renewal 7(") is finite (transient). We can then interpret the pinning
measure Py, as follows.

Proposition 3.7. We have Zy, = FWNPU(N € 7)) for all N € N. Addition-
ally, the pinning measure Py, can be described as follows:

pN,h( ) = P(h)( [N e 7-(h)).

Proof. Let us start by proving the first point. By decomposing the partition function
according to the number and positions of the renewal points, we have

N J
ZNp = Z Z HehK(tj —ti 1)

k=1 to=0<t;<---<tp=N j=1

N k
= FINY > I =),

k=1 tg=0<t1<--<tp=N j=1
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where we used the definition (3.7) of K} (and noted that H§:1 e F)ti~ti1) =
eFWNY  We therefore get that Zy,; = efWNPUW(N ¢ 7(W) by using the same
decomposition of the event { N € 7} according to the number and positions of the
renewal points.

Let us now show the second point. For all tp =0 <t < --- <t = N, we have

k
1
PN7h(7'1:t17~-777€:tk:) = A ethK(tj_tj—l)
N,h i1
k
- MEGL-DR (t — ).
P NET 1:[ (4 = ti-1)

where we have used that Zy; = eFWNPU (N € 7(M) as seen above. Together with
the definition (3.7) of K} (+), this shows that

PN7h(7_1 :tl,...,Tk:tk) :P(h)(Tl :tla---77_k;:tk | N ET(h))

and thus Py (7 = A) = PW (7 = A | N € 7)) for every A C {0,..., N}. [

We can then prove the following result.

Theorem 3.8 (Infinite volume limit). We have the following infinite-volume limit
for Pyy: for any h € R, as N — oo

Pyu(-)=PW(.|NerW)—= ph

Let us stress that this statement hides three different regimes

o If b > h,, then 7™ is positive recurrent, E(* [ ] < +o00. n Note also that
K (n) decays exponentially fast in that case. Exercise 27 below shows that the

largest gap between renewal points under Py, is asymptotic to ﬁ log N.

o If h = h,, then 7™ is recurrent. It is either positive or null recurrent, de-
pending on whether Y >° , nK(n) is finite or infinite. Note that Kj(n) decays
polynomially, see ().

o If h < h,, then 7™ is transient. Note that K}(n) decays polynomially, see ().
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Proof. Let 0 < t; < ... <t be fixed. For N > t;, thanks to Proposition 3.7,
1
PEI(N € )
PO(N —t;, € 7(W)

— (k) — —
= P(h)(NET(h)) P (Tl—tl,...,Tk—tk).

To conclude the proof, it is enough to show that for every ¢t € N we have
. PO(N —ter)
lim
N—o0 P(h)(N c T(h))

which is the object of the next section which deals with properties of renewal pro-
cesses. []

P(h>(7'1 :tl,...,Tk:tk,NET(h)>

Pyn(mi=ty,..., 7 =t;) =

=1, (3.8)

3.3 Intermezzo: some properties of renewal processes

We now give some useful estimates for renewal processes. We consider a renewal
process T = (7g)r>1, which we assume to be aperiodic, i.e. ged{n, K(n) > 0} = 1.
An important quantity to study is the renewal mass function

u(n) :=Pner).

3.3.1 The positive recurrent case

The following theorem is useful in the case of a positive recurrent renewal process, .e.
when E[r] < +00; it also gives a partial result in the null recurrent or transient cases,
where E[71] = +00. In particular, it proves (3.8) when Tl(h) is positive recurrent, that

is when h > he, or h = h. with )~ nK(n) < +oo.
Theorem 3.9 (Standard renewal theorem). Let 7 = (73 ) k>0 be an aperiodic renewal
process. Then

) 1
aim P(n €7) =g

Proof. Let us give a quick proof in the recurrent case; it is easy to see that in the
transient case where K (o0o) > 0, one has lim,, o, P(n € 7) = 0.

To every persistent renewal one can associate a Markov chain (S;);>¢ on Z starting
from 0 such that 7 has the same law as the return times to 0 of (5;);>0, that is
T = {i,S5; = 0}. For this, simply consider the Markov chain with transition matrix
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Q0,z) = K(x —1) and Q(x,z — 1) = 1 for x > 1 (draw a picture to understand).
The chain is then recurrent if and only if P(1 < 400) = 1 and is positive recurrent
if and only if E[r] < +o00.

In the recurrent case, one easily computes the invariant measures of the Markov
chain (unique up to a multiplicative factor): they are given u(z) = p(0)P(m > x).
Notice that p have a finite mass if and only if >° _ P(r > z) = E[n] < +o0.
In the positive recurrent case, since the chain is aperiodic P(n € 7) = P(S,, = 0)
converges to 7m(0) = ﬁ, where 7(z) = 20z
1] E[n]

In the null recurrent case, P(n € 7) = P(S,, = 0) converges to 0 = ﬁ O

is the unique invariant probability.

3.3.2 The null recurrent case

Let us now assume that P(1; < +o0) = 1 but that E[r;] = 4+00. To estimate
the renewal mass function u(n) = P(n € 7), we assume that the inter-arrival law
satisfies (x) with o € [0,1]. The following result proves (3.8) when 7" is null
recurrent, that is when h = h. and ) ., nK(n) = 400 (notice that K, satisfies (x)
with o € [0, 1]). -

This is in fact a difficult result: the case a = 1 is due to [Eri70] (notice the analogy
with the renewal theorem above), the case a € (0,1) to [Don97], the case o = 0
to [Nagl2, AB16].

Theorem 3.10 (Renewal theorem with infinite mean). Assume that T is persistent,
i.e. P(1y < 400) = 1, and that P(; = n) satisfies (x) with o € [0,1]. Then, as
n — 0o

( 1 ’

—_ ifa=1;

Eln1g <yl

P(n e 1)~ < ML(n)_ln_(l_a) if a € (0,1); (3.9)

T
CGPi=n)  fa=0

——P(n=n ifa=0.

(P(11 = n)? :

Let us stress that, in the case a = 1, E[r 1y, <] is equal to L.(n) :== >, #,
which is a slowly varying function that verifies lim,, ,o, L«(n)/L(n) = 400, see
Exercise 23, Q.2. Similarly, in the case a = 0, P(17 > n) is equal to L*(n) :=

. %, which is a slowly varying function that verifies lim, o, L*(n)/L(n) =

400, see Exercise 24, Q.1.
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3.3.3 The transient case

Let us finally treat the transient case, and assume that K(oco) = P(1 = +00) > 0.
The following result allows proves (3.8) when 7(" is transient, that is when h < h,
(notice that K, satisfies (x)).

Theorem 3.11 (Transient renewal theorem). Assume that K(oo) > 0 and that (x)
holds. Then, as n — 00,

1

P(nET)Nm

P(r =n). (3.10)

This result is not that easy: we refer to [Gia07, Thm. A.4] for a proof. Note the
analogy with the recurrent case with o = 0 (also, this theorem admits a converse,
see [AB16, Thm. 1.4]).

3.3.4 Properties of trajectories: a few exercises

Exercise 26. Let us denote by Hy(7) := ZZ]\;l 1fer the total number of renewal
points before V.
1. Assume that h > h.. Show that for any € > 0 we have that

lim Py, (I[N 'Hy(t) —F'(h)| > ¢) =0.
N—o0

Bonus: Show that Py, (|Hn (1) — F'(R)N| > eN) < e N for some c. > 0.
2. Assume that A < h.. Show that

Ve20  lim Pyu(Hx(7) = k) = (k+ Dgi(1 — qn)",
—00

where ¢, is a parameter to be determined.
(The right-hand side is the law of the sum of two independent Geomg(gp,) r.v.)

Exercise 27. Let us denote by My := max{r, — 7x_1, 7% < N} the largest “gap”
in the renewal process before N, that is the size of the largest interval without a
renewal point.

1. Assume that h > h,.

(a) Show that for any € > 0, imy_,o Py p(My > %log N)=0.

(b) Show that for any € > 0, limy_o Py n(My < ﬁlog N) =0.
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2. Assume that h < h.. Show that, if ay — oo, then

lim PNh(MN < N — CLN) =0.
N—o00
Exercise 28. Denote again Hy(71) := Zf;l 1{icry and assume that h = h,.
1. Suppose that m. := >~ nK,(n) < +o00. Show that, for any € > 0, we have
that limy e Py ([N"THy (7) — me| > €) = 0.
2. Suppose that a € (0,1) in ().
(a) Show that, if ay — oo, then limy_,q PN,h(HN( ) >ayN*/L(N) )
(b) Show that, if EN i 0, then lim]\]%oo PNJl(HN(T) S ENNa/L ) =
(This is more difficult, see e.g. (4.7).)

0.

3.4 The disordered model: free energy and phase transition

From now on and in view of Remark 3.2, we will assume, in order to simplify some
statements, that the renewal 7 is persistent, that is P(my < +00) = 1. This implies
in particular that the critical point of the homogeneous model is h. = 0.

3.4.1 The free energy: existence and first properties

Let us start by defining and proving the existence of the free energy, which has a
so-called self-averaging property.

Theorem 3.12 (Existence of the quenched free energy). The free energy is defined
as the limait

1
F(8,h) = lim ngzfv‘;; (3.11)

N—o0

This limit exists P-a.s. and in L'(P) and is constant P-a.s., and we have

F(B,h) = A}l_l}lcl)o NE[long,ﬂ —Jsvuﬁ NE[long]ﬂ

Remark 3.13. One can also define the free energy as in (3.11), by replacing the
partition function with its free version fo,‘;, see (3.5). Indeed, it is enough to see
that, by adapting Exercise 20, one has

Zne < 2y < (14 Cem Hien) y2vey 70 (3.12)
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This then shows that F(5,h) = limy %bg Zﬁ,‘}; = limpy_eo %E log Zﬁ,afb How-
ever, the last identity of Theorem 3.12 is not satisfied for the free partition func-
tion fo‘z Using (3.12), one has instead that there is a constant ¢ > 0 (which
depends on h, ) such that

log N
VNeN  F(B,h)> 08

(3.13)

Some properties
Before proving Theorem 3.12, let us give some important properties.

Proposition 3.14 (Properties of the free energy). The free energy satisfies the
following:

(i) for all 3 >0, h € R, one has F(B,h) € [0, +00);

(11) the functions h — F(B,h) and 5+ F(B,h) are convex and increasing.
(111) the function (B,h) — F(B, h) is conver;

Proof. The computations are quite similar to those of Proposition 2.2, but give useful
estimates.

i). For the lower bound, by introducing the indicator 1y, _x1, one gets
{r=N}
208 > ettIeNp () = N,

Using property (x) for P(7; = N), taking the log, dividing by N and letting N — oo
gives F(B,h) > 0.
For the upper bound, by bounding (h + Bw;)1ger by (b + Bw;)™, one gets

Z]%;i < eZz]'V:1(h+ﬁwi)+P(N c 7—) .
Using the law of large numbers and the fact that limy % logP(N € 1) = 0, see

Section 3.3, one gets F(5, h) < E[(h + fwi)T] < +0o0.
(ii). Set, for N > 1,

N
F(8,h) = log 235 = log B exp (D (h+ Bog)Lier) ) Livery |

i=1
(Note that F§ (5, h) depends on w!) Let us first show that, for all N > 1 and every
realization of w, the functions h +— F{(8, h) and 5 +— F% (B, h) are convex.
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By differentiating, one gets

9. - %, al
=1 1=1
and
02 b [ o 02 o [
82h FX (6 h) - Var]\ﬁh [Z 1{167}} ) 82BFW (ﬁa ) Var]\;’h [ Z wil{i@'}] )
=1 =1

which shows the convexity of the two functions.

The monotonicity of h — F%(5,h) (for all N > 1, for all w) follows directly
from (3.14). However, it is not true that g — F{ (5, h) is monotone (for example if
the first IV variables w are negative), but it is enough to show that g +— E[F{ (5, h)]
is non-decreasing. This function being convex, it is therefore enough to show that
its derivative at § = 0 is non-negative. But since P]ﬁvzf? “ = Py, does not depend
on w, one has 7

0 y 1 N
55 [F (B, h ”5 0 N]EENW{ZI:wil{iET}} =0,

thanks to the assumption that Efw;] = 0.

(iii). For the convexity of (5,h) +— F(B,h), it is enough to show that for all
N > 1 and every realization of w, the function (5,h) — F{(5,h) is convex. The
same computations as above gives

w _ 6aw
Hess(FX (5, h)) = (COVN’h (Za, Zb)) L<abg2’
where X1 = vazl 1iicry and Xy = vazl wilgiery. This is a positive definite matrix,
which shows the desired convexity. ]

Remark 3.15. The observation made in Section 2.1.3-(2.7) remains valid here:
for every h such that the derivative %F(ﬁ, h) exists, this derivative is the limit

of gh]{,F“’ (8,h) (and of aah]{[IE[Fw (B,h)]), that is

N
| . 1
S-F(8,h) = lim —E@’h[z 1{@@}} ~ lim NEE?V,h[Zl{iGT}} |
=1 =1
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Proof of Theorem 3.12

A quick proof consists in using Kingman’s subadditive ergodic theorem [Kin73| as a
black box (this theorem can be seen as a random version of Fekete’s lemma). This
theorem is extremely useful in many situations; we give its statement here.

We denote by 6 : RN — RN the shift operator: if w = (w;);>1, then for k>0

0"w = (witk)i>0,
that is (ka)i = wj. for all ¢ > 0.

Theorem (Kingman’s subadditive ergodic). Let (X,,),>0 be a sequence of measur-
able functions from RY to R. Assume that for alln,m > 1, for all w € RY,

Xopm(w) < Xp(w) + X (0"w) .

Then, if w = (w;)i>0 are i.i.d. random variables' with law P, one has the P-almost
sure convergence lim,, %Xn(w) = inf,,> %E[Xn]

One can apply this theorem to the sequence — log Z]B\,’%, which satisfies the as-
sumptions of ergodic subadditivity. Indeed by inserting the indicator 1;y¢;y inside
the expectation, one gets

N N+M
W W ONw
Zyfaan 2 B {eXp (( PP >(h+5wz‘)1{z‘ef}> 1{Nef}1{N+Mer}] = 25 Zain "
1=1 {=N+1

where we have used Markov’s property and wrote that Zﬁ}ﬂil(h + Bwi)lficry =
Zf\il(h + 80N w;) 1N tiery. This shows the (ergodic) superadditivity of log fo’f}fb: for
all N, M > 1,

long,’j:M?h > logZ]B\,’f;’lJrlongf:w, (3.15)

so that Kingman’s ergodic theorem yields the existence of the free energy:.

Pedestrian proof of Theorem 5.12. We prove here the existence of the free energy
by an ad-hoc procedure, which uses the superadditivity of log fo; and a quasi-

subadditivity of log Z fﬁl, applying the law of large numbers a number of times.

1The result remains valid under the weaker assumption of ergodicity, i.e. that every #-invariant
event has P-probability 0 or 1.
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Step 1. By the superadditivity (3.15) of log Z]%f;f“ one directly gets that the deter-

ministic sequence (E[log Z ]%",;]) ~n>1 is superadditive. By Fekete’s lemma, one there-
fore gets the existence (and characterization) of the limit:

1 w 1 w
F:= lim NE[logZ]%h} = sup NE[logZ]%h} (3.16)

N—>OO N—oco

Step 2. Lower bound. We now show that P-a.s., for F defined in (3.16),

B,
IINHLIOIéf N log Zy, > F. (3.17)

Fix ¢ > 0 and consider Ny = Ny(¢) such that N%)E[log Zf,;"h] > F —e. Then, for
N > 1, write the Euclidean division N = myNy + gy, where 0 < gy < Ny. By
decomposing into blocks of size my and using the superadditivity property (3.15),
we get that

mN—l
log Zﬁ,‘,‘; > Z log Zﬁ’ " +log Z(]BN? N
=0

We now note that the random variables (log Zg’zjzow)jzo are i.i.d. (they depend on

disjoint blocks of the variables w;): by the law of large numbers, we obtain that
P-a.s.

my—1 my—1
1 ; 1
lim — Z log Z2%"* = 1im @— Z log 22" = FE[logZZ%g"h],

N—oo N my,h N—oo 0

which is > F — ¢ by definition of Ny. One can also show that the remaining term
] B,06mNNoy, . .. .
0gZ, is negligible:

1

lim —  max { log Zﬁ’om Wl = P-a.s.
m—o0 M, qe{0,...,No—1} qn;h

(We leave this as an exercise.) We therefore haveliminf . % log Zﬁf; >F —¢
which proves (3.17) since € > 0 is arbitrary.

Step 3. Upper bound. We now show that P-a.s., for F defined in (3.16),

hmsupﬁlog fo’h <F. (3.18)

N—o0
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For this, we show that a quasi-subadditivity property holds of log fo;, analogous
to (3.15): there exists a constant C' > 0 such that, for all N, M > 1,

log Zf,’iM’h < log Zf,‘; + log Z@’?}J:W +log (1 + Ce™"en) min(N, M)*T) . (3.19)

We prove (3.19) below, but let us first show how it implies (3.18). Let Ny > 0
be large, and for N > N, write the Euclidean division N = myNy + qn, where
0 < gv < Ny. Decomposing into blocks of size my as above and applying (3.19)
repeatedly, we get that

my—1 my
i N m IV
log Zf,“,; < E log Zfl’zjjhow + log Zqﬁj’th 1B g lwjn,| + cmylog Ny,
J=0 J=0

where we have also used that log(1 + Ce~ ("8« N2ty < 8|w| + clog Ny (for Ny
sufficiently large, depending only on h).
As before, applying the law of large numbers, neglecting the term % log Z qﬁl’f:NNOw

(and noting that imy_, 5 = Nlo), one gets for every (large) Ny

li]I\Ifljo%p % log Z]B\,‘; < NLOE [ log Z]%(fh] + % Efjw|] + Nio log Ny .
The bound (3.18) then follows by letting Ny — oo, recalling the definition (3.16)
of F.

[t remains to show the quasi-subadditivity property (3.19). By decomposing the
partition function according to the last renewal point before N (at position a) and
the first renewal point after IV (at position b), one has the identity

N—1 N+M
57(“} — B’W B’er /va h+ B?ebw
INemn = Iy T Z Z Z,y K(b—a)e ﬁWbZN+M—b,h7
a=0 b=N+1

where the first term is due to the event {N € 7} (i.e. when a = b = N). Similarly,
one has the following last-point and first-point decompositions:

N-1 N+M
b b h 5)01\, h B?ab
vaf;l — Z Zﬁ,;"K(N — a)el N Zyh e = Z K(b— N)e +ﬁWbZN+;’4_b’h.
a=0 b=N+1



106 CHAPTER 3. PINNING ON A DEFECT LINE: OVERVIEW OF THE PHASE DIAGRAM

Combining these two identities, we get that

N-1 N+M \

; h 0
D> ZyEb—a)e Pz,
a=0 b=N+1

. K(b—a)
< Zﬁvw ZﬂvgNw (h+5CUN) :
S Zyplyn X€ O§a<1{friab}§<N+M K(N —a)K(b—N)

This yields the inequality (3.19) once we realize that
Kb —a)
max
0<a<N<b<N+M K(N —a)K(b— N)
Indeed, this follows from the fact that K (n) = L(n)n~0+®) (recall (x)), from which
we deduce that X0=2) <cand K(b— N) > ¢ M~2+) yniformly in 0 < a < N

< C'min(N, M)***,

K(N—-a)
and N < b < N+ M, recalling Remark 3.1; symmetrically we have I[((((bb:]%)) < cand
K(N —a) > NG+, O

3.4.2 About the phase transition

The fact that h — F(S,h) is non-negative, non-decreasing and convex shows that
one can define the critical point: for any fixed 5 > 0, define

he(B) := inf{h,F(B,h) > 0} = sup{h,F(5,h) = 0},

with the convention sup ) = —oo.

By monotonicity of g +— F(3,h), we have F(5,h) > F(0,h) and hence h.(3) <
h.(0) = 0, see Theorem 3.5 (recall we assumed that P(1; < +00) = 1). We also
have the upper bound F(8, h) < E[(h+ Sw;)*] (recall the proof of Proposition 3.14),
but this does not allow us to deduce anything about the critical point (since E[(h +
Buwi)t] > 0 for all h € R, unless wy; has bounded support); note however that
limy, oo E[(h 4+ Bwi)™] = 0. We refer to Figure 3.3 for an illustration.

In view of Remark 3.15, the point h.() marks a phase transition between a
localized phase F(5,h) > 0, with an asymptotically positive density of contacts,
and a delocalized phase where F(3,h) = 0, with an asymptotically null density of
contacts. We denote by £, D the corresponding regions of the parameter space
(B,h) € Ry xR,

L= {(ﬁ,h) . F(B,h) > O}, D= {(B,h) : F(B,h) = 0}.



3.4. THE DISORDERED MODEL: FREE ENERGY AND PHASE TRANSITION 107

F(B,h)"”

Figure 3.3: We have represented the free energy h — F(f3, h) as a function of h (for fixed
f > 0): it is a convex, increasing function, nonnegative. We have also represented as
dashed lines the bounds F(3, h) < E[(h + fwy)"] and F(B, h) > F(0, h).

Note that since (5, h) — F(5, h) is convex, the delocalized region D is convex, that
is, the function § — h.(3) is concave. We refer to Figure 3.5 on page 118 for an
overview of the phase diagram.

Condition for the existence of a phase transition.

The following proposition shows that an assumption is necessary in order to really
have a phase transition, i.e. in order to have h.(3) > —oc.

Proposition 3.16 (Absence of phase transition). If E[e’] = +oo for all 3 > 0,
then F(B,h) > 0 for all h € R and all § > 0. In particular h.(f) = —oc for all
8> 0.

Its proof is given in the form of an exercise.

Exercise 29 (Proof of Proposition 3.16). The goal is to obtain a lower bound on
the free energy using a specific renewal trajectory that only visits large values of w;
this is referred to as a rare sites strategy. We define T;y = 0, and then by iteration
T, := min {z > T 1, w; > 2%}

1. Show that for all n > 1 we have Zg:’“’h > H K(T; — Ti_l)e‘h'.
i=1
2. Show that, P-a.s.

1 1
F(5,h) > liminf — log Zlﬁ“;wh — lim inf —— ~ log Z%Lwh :

n—00 n n—00 n N
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and then that

F(3,h) > ﬁ(w + Eflog K(T1)])

3. Using the fact that there exists a constant ¢ > 0 such that K (n) > cn~(+%) for
all n > 1, deduce that

1
Fi6,h) 2 E(T1)

= P(wl > 2%) (|h| +logc+ (24 a)logP(w; > 2|h|/5)) :

4. Show that if E(e”*) = +oo0 for all 3 > 0, then liminf, ,o, —1 log P(wy > t) = 0.
Deduce that for any A < 0 there exists an h < A such that

(Jh] = (2 + a)log E(T}) + log )

F(3,h) > %|h|IP’<w1 > 2%‘) >0,

and conclude. O

In order to have a phase transition, we therefore assume the following:
33 € (0,400] such that AB) =1logE[e™] < 400 V€ (0,5). ()

Lemma 3.17 (Annealed bound). Assume that (xx) holds. Then for any 5 > 0
such that \(3) < 400, we have

F(B,h) < F(0,h+ A(B)). (3.20)

Thus we have h(8) > —A(5), and in particular, h.(8) > —oo for all p € [0, 5).

Proof. Assume that \(5) < +o0, otherwise there is nothing to prove. Using Jensen’s
inequality, we have

N
E|log fofl] < logE[Zjﬂv’:’;Z] = logE[eXp (Z(h + A(ﬁ))l{ieT}) 1{N€T}} ,
i=1
where we have used the fact that the w; are i.i.d., together with the definition of
A(B). We recognize the partition function of the homogeneous model, with parameter
h + A(B): we therefore deduce that
.1 w 1
F(B.h) = lim NE[log Zys] < lim 108 Zneas) = F(0, A+ A(8)).

N—oo

Since F(0, h+ A(B)) = 0 for h+ A(B) < h. = 0, this shows that h.(8) > —A(5). O
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3.4.3 Properties of trajectories: localized vs. delocalized

We now give some properties of the renewal 7 under the pinning measure PNh,
depending on whether h < h.(8) or h > h.(5).

a) Localized phase h > h.(8). We have the following result, due to [GT06a] (see
also G724, Thm. 1.2] for an improved result).

Theorem 3.18 (Differentiability). The free energy h — F(5, h) is infinitely differ-
entiable in the localized phase L = {(8,h),F(B,h) > 0}.

In particular, recalling Remark 3.15, for any A > h.((), under P]BV“;L we asymptot-
ically have a positive density of contacts:

) N
S-F(8,h) = lim %E% h[z Ljicr)| = lim NIEEN h[z Liicr)| > 0.
=1

N—o0

where the limit exists P-a.s. since F is differentiable. We refer to Exercise 31 below
for a stronger result on trajectories in the localized phase.

Let us stress that [GT06a] also shows that the correlations Covjﬁ\;’]z(l{i@}, Lijen)
decay exponentially fast. It is then deduced [GT06a, Thm. 2.5 that, if My is the
size of the largest excursion of the renewal process, there exists a constant C'zj, such
that for all € > 0 one has limy_,o Pfi}f‘,’l(\logN Canl > 6) = 0, in P-probability.
This result is therefore comparable to Exercise 27 in the homogeneous case. We also
refer to [GZ24] for a number of properties (and a recent account of references) in the
localized phase.

b) Delocalized phase h < h.(f). We now prove the following result, which shows
that there are very few contacts in the delocalized phase.

Proposition 3.19 (Delocalized phase). If h < h.(8), then there exists a constant
C, > 0 such that

N
w C
EE?\;,h[ E 1{Z€T}i| S ]’L(ﬁ—;—}l IOgN
i=1 ¢

Proof. By convexity of h + log Z]ﬁ\,"fl, setting u = h.(f8) — h, we have the inequality

W W B
log 255 5 = log Zys ., > log 5 + u By [Z Liier)|
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where we have used the computation (3.14) of the derivative of log Zﬁ,‘}; Taking
expectations and using the last identity of Theorem 3.12, we get that for any N > 1,

N
E[log Zy4] + uEEffv’f;l{Z 1{%7}} < E[log Zy% 5] < F(B,he(B)) =0.
i=1
Then, using the lower bound Zf,“; > %NvHhP(7 = N), we obtain the inequality
E[logZﬁ,’ﬂ > BE[wn] + h+logP(r1 = N) =h+logP(r = N),

so that we end up with

N
w —h —logP(m; = N)
EE]BWZ[ E_l 1{1'67'}:| < Iy

Y

with u = h.(8) — h. Now, according to assumption (x) on P(7; = N), we have that
logP(ry = N) ~ —(1+a)log N as N — oo, which concludes the proof. (Note that
we can choose C}, arbitrarily close to 1 4+ « if we choose N large enough.) ]

3.5 Some properties of the phase diagram

In this section we prove some (lower and upper) bounds on the critical curve h.(3).
Throughout, we assume that condition (s#*) holds: this in particular implies that
E[w?] < 4+00. Recall that we assumed for simplicity that E[w;] = 0 and E[w?] = 1.

3.5.1 Quenched vs. annealed
Recall that under assumption (xx), we have the upper bound (3.20), due to Jensen’s

inequality:

1 1
J— ] 57("] ] Baw J—
F(6,h) = lim NE[log Zy3) < Jim - log B[ Zy;] = F(0, h + A(B)).
The averaged partition function IE[Z]@]}L] (here equal to Zy j4x(5)) is called the an-
nealed partition function: it corresponds to taking expectation of the Gibbs weight
both over the renewal process and over the disorder.

Remark 3.20. One may consider the Gibbs measure associated with the annealed
partition function: it is a measure both on the renewal 7 and on the disorder w, with
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reference measure P ® P, namely

dpia 1 N
P ®,IP>(T’ w) = 7 exp (21:(71 + 5%‘)1{1'67}) Tner

with Z35 = E[Z}].

Thus, we call annealed free energy the limit
a : 1 w
F*(5.h) = lim —logE[Zy5] = F(0.h+ A(8)).

and we denote by h?(5) = —A(f) the corresponding annealed critical point. Note
that we have the lower bound h.(8) > h2(8) = —A(B) and that one easily obtains
(recall E[w?] = 1)

W(B) = -MB) ~ —3 5 as 510,
Recalling that we assume (), let us denote
B:=sup{B>0,\B) < +oo} € (0,+00]. (3.21)

Then it is clear that we have the following dichotomy for the existence of a phase
transition for the annealed model:

(i) If 3 < B, then h¥(B) > —o0;

(ii) If B > B, then h(B) = —oo (in fact, F*(8, h) = +oo for all h € R).

3.5.2 Conditions for the existence of a phase transition

As far as the disordered (or quenched) model is defined, we have the following crite-
rion for the existence of a phase transition. (We refer to Figure 3.5 for an illustration.)

Theorem 3.21 (Criterion for a phase transition). Let 3 be defined in (3.21). Then
we have the following dichotomy:

1. If B < (14 a)B, then he(B) > —o0;

2. If B > (1 +a)B, then h.(B) = —occ.

The question of whether h.(3) < —oo or h.(8) = —oco at B = (1 + )8 is open
and should depend in a more refined way on the laws of 7 and w. There are a

number of cases that can be treated: for instance, if one has A(8) = +oo, then

he((1 4 a)B) = —oo; but the converse is false. We refer to Proposition 3.25 below.
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Exercise 30. Show that the critical curve is left-continuous at 3 = (1+a)3, namely

i he(B) = he((1 + )B) .

Proof of Theorem 5.21. We prove the two items separately.
Proof of item 1. Let us fix 8 < (14 «)3. The goal is to show that F(3,h) = 0 for
h sufficiently negative. Our proof is inspired by [Ton08a, Thm. 2.1] Let us fix some
€ (0,1) such that 74— <y < (1 + a)g, so in particular A\(v() < +oo.
Using that log Zf,;‘; = %log(Zz%f;)V, we obtain by Jensen’s inequality that
F(3.5) = Jim 7LNE[1og(zf\,°,§m lim VLN logE[(Z32)]. (322)

Then, we decompose the partition function Zﬁf; according to the number and posi-
tions of renewal points, 7.e.

N k
Zn=> > [ &t = tioa)e e

k=1 tp=0<t;<---<tp=N i=1

Therefore, using that for v € (0, 1] we have (D> a;)” < > (a;)? for any collection of
nonnegative real numbers a; > 0, we obtain that

!
(ZN’;UL)’y < Z Z H K(t; — t;_q) et 5

k=1 to=0<t1<--<tp=N 1=1

— f: Z H K(t; — t;_q)e" A8 Hos

k=1 to=0<t1<---<tp=N 1=1
where we have set K(n) := =K (n)?, with C;, = > 77 K(n)?, which is finite
Yy

since ¥ < +=. We have thus proven that (Zf,z)7 < Zth where ZAN,AZ is the
partition function of a homogeneous pinning model of a renewal 7 with inter-arrival
distribution K(-), and with pinning parameter h := yh + A(y3) — log C,. Going

back to (3.22), we therefore get that
F(B8,h) < v 'F(vh +yA\(B) — log C,),

where F is the free energy associated to . Since K(-) also satisfies (x) and verifies
> > K(n) =1, we conclude from Theorem 3.5 that h, = 0, i.e. that F(5,h) =
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for any h < —%()\(75) +log C,). This concludes that, for any v € (=, giﬂ;)), we

have loe O
+ log T

v

Proof of item 2.  Let us fix 8 > (1 4+ «)B. The goal is to show that F(3,h) > 0
for all h € R. We use a rare sites strategy similar to what is done in Exercise 29.
Let us define Ty = 0 and by iteration Ty := min{i > Tjy_1,w; > t}, where
t = t(B, h) with be fixed below. Then, considering the trajectory 7 = Ty, 7o = Tb,
etc., which only visits the w’s that are larger than ¢, we get that, for any n € N,

he(g) > ~ 200 (3.23)

Zys > [ K (T - Tioy)e™
1=1

Then, taking the logarithm and dividing by n, we get that

1 1 —
“log Z9% > Bt+h+ = log K(T;, — Tj_1),
Slog Zp, > B+ h+ — ) log K( 1)

i=1
so that, since the (T; — T;_1);>0 are i.i.d., by applying the law of large numbers
(twice) we get

1 w oonl w 1
F(B,h) = nh_)nc}o T log Z%h = 7}1—{20 T log Zﬁﬁmh > m(ﬁt + h+ Ellog K(T1)]) .

Notice that Ty is a geometric random variable with parameter P(w > t), so in
particular, E[T}] = P(w > t)~. Now, for any € € (0,1), there is some constant
¢. > 0 such that K(n) > con= (29 for all n > 1 (recall Remark 3.1), so that

Ellog K(T1)] > logc. — (1 4+ a —¢)E[logTy] > loge. — (1 + a — ) log E[TY],

where we have used Jensen’s for the second inequality. All together, we have showed
that, for any € € (0, 1),

F(B,h) > P(w >t)(Bt + h+loge. + (14 a+e)logP(w > 1)) .
We now use the following claim, that we leave as an exercise.

Claim 3.22. Let 3 :=sup{3 > 0,E[e*] < +oc}. Then, we have that

1
: >
thm n logP(w >1t) = —4.
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tll together, is we have chosen ¢ large enough (how large depends on ¢), we have
that
F(B,h) > P(w>)((8— (1+a+e)(B+e)t+h+loge.).
We can now conclude the proof. Fix h € R and € € (0,1) small enough so that
B—(14+a+e)(B+e) =n> 0. Then, we can fix ¢ large enough so that nt is strictly
larger —(h +log c¢.). The above inequality then yields that F(3, h) is bounded from
below by P(w > t)(nt + h + log ¢.), which is strictly positive, as wanted. O

3.5.3 Disorder helps localization

In this section, we show that h.(3) < 0 for all 5 > 0, and, in fact, we prove a
quantitative upper bound on h.(). This is interpreted as the fact that disorder
makes it easier for the polymer to localize, in the sense that it lowers the critical
point: for h € (h.B),0), even if h + fw; is on average strictly negative (hence
repulsive), localization still occurs!

Theorem 3.23 (Disorder helps localization). Assume that E[wi] = 0 and also that
K(1),K(2) > 0. Then for all 5 > 0, we have h.(5) < 0. More precisely,

/

VB>0  h(B) < -

T ]E[log(peﬂu’1 +1-— p)] ,

withp:=P(ler|2€e7)= % € (0,1) andp =P2e7)=K(1)>+K(2).

Let us emphasize that one has log(pe®™ + 1 — p) > pBw; whenever w; # 0, by
Jensen’s inequality; the inequality is strict since p € (0, 1) and et # 1. This shows
that the upper bound is indeed strictly negative for all 5 > 0.

Let us mention that one can additionally obtain estimates on the upper bound as
B10or 1 +oo (we leave this as an exercise, recall that E[w?] = 1):

LB as B,
BE[w] as 1 4o00.

Proof of Theorem 3.25. The proof we give here follows the one in [Gia07, §5.2] (let
us mention that the proof of h.(8) < 0 was first given in [AS06]). The main idea
is to consider “pairs of renewal points” and to observe that between these renewal
points, the effective disorder has strictly positive mean, by using a so-called partial
annealing procedure.

IE{‘,[log(pe*&"1 +1 —p)] ~ {
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or \/_Y_\/
1 o 1 1 1
T A\ T T T

Figure 3.4: Conditionally on having i € Zy, the renewal may either: (i) visit the point i
(that is, i € 7, with probability p) and collect e"*#~i; (ii) not visit the point i (that is
i ¢ T with probability 1 — p) and collect 1.

Let us consider NV even and, for a given realization of 7, we define
In=In(r):={ne{l,...,N—-1}odd ,n—1€Tandn+1e7},

corresponding to the “pairs of points” mentioned above. We denote 1§Z = leyy-
For fixed £, h, we define the following effective disorder

w; = w;(B, h) :=logE {e(mﬁwi)l{ier}

V; = 1} = log (pehww" +1-— p) ,

Wherep::P(leT\QET):%,
(Wi)i>1 are i.i.d. and that E[@;] > ph thanks to Jensen’s inequality (the inequality

is strict since h + Sw; is not a constant).

see Figure 3.4. Let us stress that the

Lemma 3.24. For all even N, one has

N N
=1

i=1
Proof. Let us also introduce the set Jy := {i € {0,...,N},i € 7,9; = 0}. Then,

conditioning on Jy,Zy, we obtain

D [ezf_l(m@wi)

IN? jNi| — eZiEJN (h+ﬂw7)1{N€T}E [eZiEIN (h+ﬂw7>

Iy, jN} :

]-iT
e }1{N€7‘}

Next, observe that, conditionally on Zy (and Jy), the (1cry)iez, are independent
Bernoulli variables with parameter p (see Figure 3.4 for an illustration). Thus, we
obtain

E [eziezN (h+ﬂwi)1{ier}

IN;jN:| _ H (peh-l-ﬁwi +1 _p> — eZieINc:)z‘ )

1€LN
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The conditional expectation is therefore equal to

E|eXii(htpw)

l{iET}l{NET} IN;&7N:| — eZiEJN(}L+Bwi)+ZiEIN wil{NeT}

N N
= exp (Z(h + Bw;) (1 — Ui)Ljiery + Z@@) Linery -
i=1 i=1
Taking the expectation again yields the conclusion of the lemma. ]

Let us now conclude the proof Theorem 3.23. Since F(3, h) = supy~; ~E[log Zﬁ,‘;]
by Theorem 3.12, we have the finite-volume criterion:

F(8,h) >0 <= there exists an N such that E[log Z]%‘,”L] > 0. (3.24)

To obtain a lower bound on Z]ﬁv’};l, we apply Jensen’s inequality to the conditional
probability P(- | N € 7): with Lemma 3.24, we obtain that
N € TD :

Taking the logarithm and then the expected value, we get that E[log Z ]ﬁvfl] is bounded
from below by

N N
735 > P(N € ) exp (E[Z(h + Bun) (1 =D)L giery + Y Gitdidien)
=1

1=1

N
logP(N € 7)+ hE{Z(l — 19z‘)l{ief}
i=1

N
Ne T} +E[@4E[Zq§i Ne T] .

i=1
It therefore remains to estimate the various terms, but before doing so, let us make
a few observations. First, we can focus on the case h < 0, since otherwise we
have the lower bound F(f3,h) > F(0,h). Thus, in the second term we may bound
1—4; < 1. Similarly, by definition of &;, we have &; = h+log(pe® + (1 —p)e") >
h +log(pe®™ 4+ 1 — p). We therefore conclude that

E[logZﬁ,’f;] > logP(N € 7) + h(Uy + Uy) +E[log (pe™ +1 —p)]UN,

N
where UN =E [ Z 1{1-67}
1=1

N ET] and UN:E{EN:@
i=1

NET}.

Using the results of Section 3.3, see in particular Theorem 3.10, we obtain the fol-
lowing estimates, that we leave as an exercise to the reader (let us ignore the case
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a = 0 for simplicity):

N

N : if a >1

Z ’L - T — 1 € ’7') - E[Tl]-{ﬁg]\/'}] o= )
N €
i=1 ™) coL(N)'N* if a € (0,1),
and N
Pi—lern)P2ern)P(N—-i—1€er7)

= ~ P(2 Un .

2 P(N € 1) (2€m)Un

i=1
We conclude that

E[log Zﬁf,ﬁ’b] >logP(N e71)+ (1+0(1)) ((1 +p)h+ p'E[log (pe”™ +1 — p)DUN :

with p’ = P(2 € 7). Since log P(N € 1) = o(Uy), this shows that, provided that we
have h > —1 ,]E[log (pe”r + 1 —p)], we get E[log Zﬁ,?’b] > 0 for N large enough,
which implies that F(5,h) > 0. This concludes the proof. O

3.5.4 Summary of the phase diagram

Let us give a summary of the bounds that we obtained in this section in Figure 3.4
below, which illustrates the phase diagram.

3.6 A few exercises

Exercise 31 (Localized phase). Assume that h > h.(8) and recall that F is differen-
tiable on (h.(f), +00), see Theorem 3.18. Let us also define Hy(7) := S " Liicr)
the number of renewal points in {1,..., N — 1}.

B
1. Show that Ef\,‘}i [e“HN (ﬂ} = ZJZV 2t and deduce that for any u € R

Nh

1
lim N IOg E%ﬁ}; [GUHN(T)} = F(ﬁ? h + U) - F(57 h) )

N—o00

where the limit is P-a.s. and in L}(P).
2. Show that, for any € > 0, there is a constant c.((, h) such that

lim Sllp%log P]ﬁV“;L (NlHN(T) ¢ [ZF(B,h) — e, ZF(B,h) + 8}) —c.(B, h).

N—o0
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Figure 3.5: Phase diagram: the critical curve 5 + h.(5) is concave and separates the
localized phase £ (where F(8,h) > 0, i.e. h > h.(f)) from the delocalized phase D
(where F(8,h) =0, i.e. h < h.(8)). We have also summarized the bounds obtained: one
has h.(8) > h*(8) = —\(B) and h.(8) < —li/p,IE[log(peﬁ“’ + 1 — p)]. Note that both the
lower and upper bounds are of order 32 as 3 ] 0. Also, h#(8) = —\() “explodes” at
whereas h.(3) “explodes” at (1 + «)f3, see Theorem 3.21.

Exercise 32 (Case of a heavy-tailed disorder). We consider Exercise 29 in the partic-
ular case where P(w; > t) ~ t™7 for some v > 1. The goal is to give the asymptotic
behavior of F(,h) as h — —oo (with 5 > 0 fixed).

Let h < 0 and define Ty = 0 and then by iteration Ty := min{i > Ty_1, w; > t}

with ¢ := %
1. Repeating the proof of Theorem 3.21-(7i), show that
1
> .
F(5,1) 2 g (E(ﬁwl +h|w > t) +E(log K(Tl)))

2. Deduce that
F(8,h) > BE((wi — t)1gy,>1y) + P(wr > t)E(log K(T)) .

3. Show that E((wi —)1y,54) ~ ﬁtl_'y and E(log K(T1)) = O(logt) as t — oo,
4. Deduce that we have
F(B,h) > (1 — 0(1))%&_7, as t— 400.
/‘y J—
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5. On the other hand, show that F(3,h) < E((Bwi 4+ h)*) = SE((wi — 1)1, >1)-
6. Conclude that we have

Y
F(ﬁ,h)w%\h\l—v, as h— —00.

About the case = (1 + a)B in Theorem 3.21

In the next two exercises, we consider the case B =0p:=(1+«)f in Theorem 3.21,
where we recall that § : sup{8 > 0, A\(8) < +oc}. We show the following, which is
extracted from [Lerl5.

Proposition 3.25. Assume that T verifies assumption (%) and let By := (1 + «)p.
(i) If N(B) < +o0 and 3, -, n1L(n)Te < 400, then he(By) > —oco.
(ii) If \(B) = +o0, then h.(By) = —oo.

(111) There are cases where () < +oo but h.(5y) = —oc.

We can make the following conjecture, supported by a similar result in the context
of the Derrida-Retaux model, which is a hierarchical version of (a simplified version
of ) the model; we refer to [CDH™ 19| for an overview of the questions for this model.

Conjecture 3.26. Assume (%), i.e. that K(n) ~ en~ ) as i — oo, and let
Bo := (1 + «)B. Then, we have that

he(Bo) > —o0 if and only if E[wlegwl] < 4o00.

Exercise 33 (Proof of Proposition 3.25-(%)).
1. Verify that the proof of Theorem 3.21-(%) still holds with v = 14+a € (0,1).
2. Deduce that

he(Bo) > —(1 + ) ()\(B) +log K(n)lia) > —0.

Exercise 34 (Proof of Proposition 3.25-(i1)). We start from the following lower
bound proven in the proof of Theorem 3.21- (7):

F(Bo, h) > P(w > t)(Bot + h + E[log K(T1)]) ,

where T3 is a geometric random variable with parameter P(w > ¢). We also make
some assumptions on K (-) and the distribution of w: we assume that

K(n) ~ (logn)n~1" asn - o0 and Plw>1t) ~ tre P ast — 0o,
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where a € R and x € R are parameters we can play with.
1. Show that E[e’] = +oc0 for any x > —1.
2. Show that, with the above assumption, we have that

Ellog K(T1)] = —(1 4+ a)Bt + (1 + o(1))(a + k(1 + a)) log t as t — 00.

3. Deduce that provided that we have a > —k(1 4+ «), then F(By, h) > 0 for all
h € R. Conclude.

Exercise 35 (Proof of Proposition 3.25-(7i)). Let us assume here that A\(8) = +o0.
The idea is to improve the rare-site strategy used in the proof of Theorem 3.21-(i7)
by introducing some “m-rare sites strategy’.

Part I. Preliminary estimates.
1. Show that u +— N (u) is a bijection from [0, 3) to [0, +0c). Show in particular
that \'(u) — 400 as u 1 3.
2. For any t > 0, define I(t) := sup,-o{ut — A(u)}. Let also 6; be such that
N(6;) = t, in such a way that I(t) = t6; — \(6;)
(a) Show that 6; T 3 as t 1 oo.
(b) Deduce that lim; ., Bt — I(t) = +o0.
For m > 1, let us define py,(t) := P(+ 3" w; > t), for any ¢ > 0.
3. Show that for any fixed ¢ > 0, we have that lim,,_ < log pm(t) = —I(t) < 0.
(You can simply use Cramer’s theorem.)
4. Using properties of slowly varying functions (see Remark 3.1), deduce that for
any fixed ¢t > 0, we have

. 1 -1
Jim —log K (pn(t)™) = —(1+a)I(t).
Part II. The rare-stretch strategy. Let h € R.
5. Show that, for any (fixed) constant Cj, we may choose t large enough so such
that Sot + h — (1 + a)I(t) > Cy.
6. With ¢ chosen as in the previous question, show that we can fix m > 2 (that
may depend on ¢) so that L log K (p,,(t)~') > —(1+a)I(t) — 1.
With £ > 0 and m > 2 chosen as above, we are now ready to define the rare “m-
stretch” strategy, by identifying blocks of length m where the empirical mean of
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the w’s is larger than ¢t. More precisely, define Ty = 0 and then by iteration

1(j+1)m—1
T::'f{'>T_,— Z->t}.
ko= inf (7> Ty, — ; wi >

7. Adapting the rare-site strategy, show that for any n > 1

Z0 > K(Tim) K (1) e TT K (14 (T — T — 1)m) K (1) e (o).
k=2

8. Using the law of large numbers (as in the proof of Theorem 3.21-(%i)), show that

F(Bo, h) > (m(ﬁot + 1)+ (m—1)log K(1) + Ellog K (1 +m(T; — 1))]) .

Now, let us admit that there is a constant C' > 0 such that the following holds: if G
is a geometric random variable with parameter p € (0, %], then for any m > 2

Eflog K(1+m(G —1))] > log K(p~') — C'logm.
9. Deduce that

F(Bo, h) = pm(t) (Bot +h+log K (p(t) ") +log K(1) — C
> pi(t) (Co + log K (1) — C’efl) .

log m)
m

10. Conclude the proof of Proposition 3.25.



122 CHAPTER 3. PINNING ON A DEFECT LINE: OVERVIEW OF THE PHASE DIAGRAM



Chapter 4

Relevance vs. irrelevance of disorder for the
pinning model

The question of the influence of disorder is a general problem for physical systems:
it consists in determining whether the characteristics of the system (in particular the
properties of the phase transition) are affected by the presence of inhomogeneities.
In other words, the question is whether the system is “stable” when disorder is
introduced.

This chapter is concerned with this question in the framework of the pinning
model: this has been studied extensively over the past decades, and a (nearly)
complete answer has been provided in recent years.

4.1 Preliminaries on the question of disorder relevance

The main question we want to answer is the following: do the properties of the (phase
transition of the) disordered pinning model differ from those of the homogeneous or
annealed model?

4.1.1 Relevance vs. irrelevance: the Harris criterion

Let us frame the question of disorder relevance in a general context. Consider a
homogeneous physical system in dimension d > 1 (say on Z%), endowed with a
parameter h that may vary (such as the temperature, an external field, etc.). Assume
further that the system undergoes a phase transition as the parameter h crosses some
critical threshold h.. One then asks about the influence of disorder on this phase
transition, in the following terms. Let (w;),eze be i.i.d. centered, unit-variance

123
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random variables, and let 8 > 0 be a parameter tuning the intensity of the disorder.
We then consider the previous system perturbed by the quenched disorder (w,) by
locally modifying the parameter h: at the site x, the parameter is now h + Sw,.
The first question to ask is whether the disordered model still exhibits a phase
transition (this is not necessarily the case, as we have seen in the previous chapter).
If a phase transition does occur at some critical point h.(8), then one may try to
compare the characteristics of the phase transition of the disordered (i.e. quenched)
model with those of the annealed one'. This leads to the question of relevance vs.
irrelevance of disorder:
e If, for a sufficiently small disorder intensity 3, the quenched model has the same
critical properties as the annealed model, then disorder is said to be irrelevant;
e If, for any arbitrary disorder intensity 5 > 0, the quenched model has different
critical properties from the annealed model, then disorder is said to be relevant.
One may address the question of disorder relevance either in terms of critical points
or in terms of the critical behavior of the free energy. Let us thus formulate the
relevance vs. irrelevance of disorder in this spirit (in the framework of the pinning
model, for simplicity):
e If there is some gy > 0 such that for all 8 € (0,&0) one has

he(B) = he(8) and  F(B, he(B) +u) = F* (B, he(8) +u) as ulO0,

then disorder is said to be wrrelevant.
e If for any S > 0 one has

he(B) # he(B) or F(B, he(B) +u) % F* (B, he(B) +u) as u 0,

then disorder is said to be relevant.

The Harris criterion in general

The physicist A.B. Harris gave in his paper [Har74| very general predictions to
determine whether disorder is relevant or not. The prediction is based on the critical
exponent of the correlation length> € = £(h) of the homogeneous model. If this

IThe annealed model is in fact the natural model to compare with the quenched one.
2T will not give a precise definition here, but informally £(h) is the scale at which the decay of correlations
is observed. Roughly speaking, this means that | Covy,(J,, Usiy)| = exp(—|y|/€(R)), or put differently £(h)™! =

hm|y\—>oo 7|T‘1/‘ log | Covp (Vs §m+y)|
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correlation length has a critical exponent v, i.e. if £(h. + u) ~ u™ as u | 0, then
Harris predicts that one should have

disorder irrelevance if v > 2/d,

disorder relevance if v < 2/d.

This is what is now known as the Harris criterion. Note that the case v = 2/d,
called marginal, is not included in the prediction; in practice, it depends on the
details of the model under consideration.

The Harris criterion for the pinning model

As far as the pinning model is concerned, we have a one-dimensional system, i.e.
d = 1. Moreover, it was shown in [Gia08] that homogeneous model correlation
length is related to the free energy as follows: £(h) = 1/F(h). Thus, in view of
Theorem 3.5, the critical exponent of the correlation length is v := max(%,1). The
Harris criterion therefore gives the following prediction for the pinning model:

disorder irrelevance if oo < 1/2, i1
disorder relevance if o > 1/2. (4.1)
In the past decades, the pinning model has been extensively studied, in particular as
a testing ground for the Harris criterion. The pinning model indeed possess several
advantages: (i) It is a one-dimensional model, whose homogeneous version is very
well understood. (ii) It is in fact a family of models, parametrized by the inter-
arrival distribution K(-) and a continuous parameter az > 0 (see (x)): this allows in
particular to cover the whole range of the Harris criterion, including the marginal
case a = % (which contains the pinning model of the simple random walk on Z).
The Harris criterion (4.1) has now been completely proved for the disorder pinning
model; and the marginal case & = 1/2 has also been fully treated. The purpose of
this chapter is essentially to present the results that prove the criterion (4.1) and

some of the ideas behind their proofs.

4.1.2 Monotonicity of disorder relevance

Let us stress that we have shown the inequality h.(5) > h%(5), see Lemma 3.17.
Hence, we have disorder relevance (in terms of critical point shift) if and only if
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he(B)Y N he(B) h(8) he(B)

Figure 4.1: The monotonicity of 5 +— h.(8)—h2(/3) shows that the quenched and annealed

critical points are equal up to a certain 3. If 3. > 0 (left), disorder is irrelevant; if 3. = 0
(right), disorder is relevant.

he(B) > h2(B) for any 5 > 0. The following proposition shows that the critical
point shift, i.e. h.(8) — h2(S), is monotone in f.

Proposition 4.1 (Monotonicity of the critical point shift). The function §
he(B) — h3(5) is non-decreasing.

In particular, there is a critical value

B =inf {8, h.(B) > hi(B)} € [0,00), (4.2)

such that the quenched and annealed critical points are equal for all § < f., and
differ for all 3 > B.. One can view this as another phase transition, from a weak
disorder phase (3 < B,) to a (very) strong disorder (3 > f3.). Let us stress that one
can indeed show that 3. < +oo (see [Ton08a] in the case where 8* := sup{3, A(8) <
+00} = 400, or Theorem 3.21 in the case f* < 4+00.)

Let us also observe that disorder relevance can be reformulated by saying that
this critical value is 8. = 0: in other words, disorder is relevant if for any 5 > 0
the system is in the (very) strong disorder phase. We refer to Figure 4.1 for an
illustration.

Exercise 36. Recall that 8* = sup{S, A\(8) < +o0}.
1. Show that 8+ h.(8) — h%(6) is continuous on (0, 5*) if A(5*) = 400 and on
(0, B*] if AM(B*) < +00.
2. Deduce that at 8 = . we have h.(3.) = h2(B.).
Proof of Proposition /.1. The proof is extracted from [GLT11, Prop. 6.1]. To prove
the result, it is enough to show that, for all u € R, the function g — F(5, h2(5) 4+ u)
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is non-increasing. Indeed, by definition of the critical point h.(5) we have
he(B) — he(B) = inf {u; F(8, hi +u) >0},
which will then be non-decreasing.

Recall that h?(B) = —\(B) with A\(8) = log E[e”*1]. Let us consider

Bw _ Bw _ N (utBuwi—A(B))Y;
ZNha(ﬁ) = 7N B = E[ezz_ (u+Bwi—A(B)) ﬁN] 7

where we have introduced the notation v; := 1,3 We only need to show that, for
all N € N and all © € R, the function

fv B~ E|log ZJ%Z—/\(ﬁ)}

is non-increasing. Differentiating with respect to 3, we have

Ofx 1 il
9N _ml L Y S (u B\ (B))
o Bl B (S - o]

Nu A =1

N
N 1 N
= E e“ Zi:l Vs 79]\7 E [ZBw—( E (wz — A/(/B))’19Z>ezz—l(ﬁwl_A(ﬁ))ﬁL]] )

Nu—X(8) i=1

The core of the argument is to show that, for any realization of 7, that is for any
fixed (9;)1<i<y € {0,1}Y, we have

]E[—l <i(wi - X(ﬁ))ﬁi)eEi’“—lm—A(ﬁ”%] <0, (4.3)

B,w
ZNu AB) =1

which yields that % < 0 and thus that 5 +— fy(5) is non-decreasing.
N
To show (4.3), note that e2i=(F=AB)% g positive and has expectation 1 (with

respect to E), by definition of A(f): it can therefore be interpreted as a probability
(1)

density. Thus, for a fixed realization of 7, we define the probability measure Py, 5 as

follows:
dpxﬁ

(w) = H B B)b: (4.4)

Notice that this is a product measure: under ng)ﬁ the (w;)1<i<y are independent,

with law P if ¢; = 0 (i.e. ¢ ¢ 7) and law Pg if ¥; = 1 (i.e. i € 7), where P is the



128 CHAPTER 4. RELEVANCE VS. IRRELEVANCE OF DISORDER FOR THE PINNING MODEL

B-tilted law of w, that is
dPB . ﬁwi_)\(ﬁ) o eﬁwi
ap W) = e ~ Efefw]

With the definition (4.4), we can thus rewrite the left-hand side of (4.3) as

(4.5)

N
EY), [% (Y- X(ﬁ))ﬂi)]
Z]\ﬂu—)\(ﬁ) i=1

We then use the Harris inequality, also called the FKG inequality (for Fortuin—
Kasteleyn—Ginibre, in a more general setting). Its proof is left as an exercise (see
Exercises 37 below).

Theorem (Harris-FKG inequality). Let (w;)1<i<n be independent real random vari-
ables (not necessarily identically distributed) and let f,g : R" — R be two non-
decreasing functions (i.e., non-decreasing coordinate-wise). Then we have

]E[f(wl, o wp)g(w, .. ,wn)} > E[f(wl, . ,wn)}E[g(wl, . ,wn)} .
To apply the Harris-FKG inequality, observe that for any g > 0, the functions

w N (utBuw;— A
(Wi ... wN) = Z]%,u_A(ﬁ) =K {ezz—l( +Bwi A(ﬂ))ﬁz/ﬁN}

(Wi, ..., wy) — Z(wi — X(B)Y;

are non-decreasing. Thus, (wy,...,wy) — 1/2]%‘21_“@ is non-increasing and thanks

to the fact that ]P’g\;)ﬁ is a product measure, we can use the Harris-FKG inequality
(the inequality is reversed if one of the functions is non-increasing), which shows
that

N
T 1 . 1 -
ZN,u—)\(ﬁ) i=1 (B)4 i

[t remains to notice that in the case 1; = 1 we have ]Eg\;)ﬁ [wi — N (6)} = 0, since by

the definition (4.5) of P3 we have

1 w;l 8 wil — \/
E[eﬂwi]E[wieﬁ | = %logE[eB 1 =X(8).

This concludes the proof of (4.3) and thus of Proposition 4.1. O

Eglw] =
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Exercise 37 (Proof of the Harris-FKG inequality). The proof is done by induction.
1. Case n = 1. Let wy,w] be two independent copies of w; and let f, g be two
non-decreasing functions. Show that E[(f(w1) — g(w1))(f(w]) — g(w)))] > 0,
then conclude.
2. Induction step, case n > 2. Define f(wi) = E[f(wi, ... ,wn) | wi] and §(w;) =
E[g(wy,...,wy) | wi]. Applying the inequality for n = 1 to f, g, prove the
induction step. Conclude.

4.2 From weak to strong disorder: the martingale approach

4.2.1 The martingale

To get some insight as to whether the quenched and annealed models behave simi-
larly, one possibility is to look at the quenched system at the annealed critical point

hi(B) = —A(B). Let us define (recall ¥; = 1y;cr))

N
Wi = 2350 = Bl exp (D (8wi = MB)W))] (1.6)

i=1
where we have considered here the partition function of the free model (i.e. without

the constraint N € 1), see (3.5).

It Wff’w stays close to E[Wﬁw] = 1, this suggests that the quenched and annealed
models behave similarly (at least at h%(5)). If, on the other hand, Wfé’w goes to 0
as N — oo, this means that the expectation ]E[Wﬁw] = 1 is carried by atypical

realizations of the environment w; this suggests that the quenched model will behave
differently from the annealed model (at least at h2(f3)).

Lemma 4.2 (Martingale property). For any § > 0, the sequence (Wﬁ’w)NZO is a
martingale with respect to the filtration Fy = o{w;,i < N}. It is a non-negative
martingale, so the following limit exists P-almost surely:

Woe .= lim Wy

N—o00

Exercise 38. Prove Lemma 4.2.

The question now is whether this limit is degenerate or not, i.e. W2* = 0 or not,
as this should be associated to strong or weak disorder. An important observation
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is the following (see Exercise 39 for its proof):

the event {W2 = 0} belongs to the tail o-algebra Q = ﬂ Q.
k>0

where Qp = o{w;,i > k}. By Kolmogorov’s 0-1 law, we have P(W2* = 0) = 0 or
1, which can be summarized by the following dichotomy.

Lemma 4.3 (Weak and strong disorder). We have

either W2 >0 P-a.s. (weak disorder),
or Whe =0 P-a.s. (strong disorder).

N—o0

lim Wﬁw = Wﬂ“’ with {

We again use the denomination weak and strong disorder, but here it has a slightly
different meaning from that introduced in Section 4.1.2. We however use the same
terminology because it is conjectured that the two notions coincide.

Exercise 39. The goal is to show that, for any k£ > 1, we have {Wfo“’ =0} € Q.
1. Show that, for any N > k, we have
Wﬁ’w > Pk € 1) o= Bt Wkl —EA(B) erkak,g
and also
k N ;
Wf]’w < ff Lz [ =RA(B ZP > — Wg;fjﬁ.
j=k
2. Deduce that, for any k& > 1, {Wi% =0} = s p im0 T%" = 0}.
3. Conclude.
4.2.2 Weak vs. strong disorder

The following result, based on a monotonicity property of the event {Wg)w = 0},
shows that there is a phase transition between a weak disorder phase and a strong
disorder phase.

Proposition 4.4 (Phase transition for the martingale). There exists some f, €
[0,00) such that:

Wfo’“ >0 P-a.s. forp< BC,
WE« =0 P-a.s. for > ..
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We will show below, see Theorem 4.8, that if W/2* > 0 P-a.s. then we have
he(B) = h2(8) (and the quenched and annealed critical behaviors are similar). In
particular, this shows that ﬁNC > (,. On the other hand, we will see in Theorem 4.17
(combined with Theorem 4.6) below that 5, = 0 as soon as (. = 0, and in particular
B, = BC = 0 in that case. It is therefore natural to wonder whether we in fact
always have /3, = Bc, that is whether the two notions of weak disorder (WO%“’ > 0
or h.(B) = h*(3)) and strong/very strong disorder (W2« = 0 or h.(8) > h3(8))
coincide.

This is still a conjecture, but the analogous result has been proven very re-
cently [JL24, JL25] in the context of directed polymers (a closely related model),
solving a long-standing problem.

Conjecture 4.5 (Strong and very strong disorder coincide). If a # 0, then strong
disorder, i.e. W2% =0, implies very strong disorder, i.e. h.(3) > h*(3). In partic-
ular, we have B. = B,.

Let us stress that this would also show that weak disorder holds at § = Bc, since
we have h.(3.) = h(8.), see Exercise 36. The case a = 0 is more delicate, and
in particular one may indeed have 5. > B, (see [Viv23] in the context of directed
polymers, see also Remark 4.12 below).

The core of the proof of Proposition 4.4 relies on the same tools as those of
Proposition 4.1, here we give only the main steps, in the form of an exercise.

Exercise 40 (Proof of Proposition 4.4). Let us fix v € (0, 1).
1. Show that limy_,o E[(W3*)1] = E[(W2*)].
2. Deduce that W2« = 0 P-a.s. if and only if imy_,« E[(Wﬁw)ﬂ = 0.
3. Show that for all N € N; the functionf — E[(Wﬁw)ﬂ is non-increasing.

(Hint: follow the ideas in the proof of Proposition 4.1.)
4. Conclude.

4.2.3 Criterion for the existence of a weak disorder phase

Let us now give the main result of this section, which allows to determine whether
the martingale really goes through a phase transition, i.e. whether 5. = 0 or £, > 0.
Notice that determining whether 5. = 0 is related to a (weak) notion of disorder
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relevance; notice also that showing that ﬁc > (0 will show that 3, > 0 (once we know
that 3, > f., see Theorem 4.8).

In the following, we assume that the underlying renewal process is recurrent and
satisfies condition ().

Theorem 4.6 (Criterion for having 5, = 0). We have

Bc =0 if and only if Zp(n c 7)2 — 4o
n=0

In particular, recalling Theorem 3.10, we have B, > 0 if a < % and B, = 0 if a > %

For the second part of the theorem, one needs to refer to Section 3.3. In particular,
we deduce that if E[r;] < +oo (for instance if o > 1), then P(n € 7) — E[ry] ™},
which shows that > > P(n € 7)> = 4o0o. The case @ = 1 falls in the same
framework, since then P(n € 7) ~ E[m1{;,<}] is a slowly varying function.

If & € (0,1), then by Theorem 3.10 we have that P(n € 7) ~ coL(n) tn= 0%
and thus

(o] [ee] 1
2 _
RZO Pne€r)”=+o00 <= HZO L(n)?n!+20-1 = +00.

We recover the criterion given in Theorem 4.6: the sum is finite (so 5 + ¢ > 0) if
o < 1/2 and infinite (so B, = 0) if o > 1/2.

In the case o = 1/2, we obtain that 3, = 0 if and only if > on>1 nL nLnE = oo
Note that in the case of the simple random walk, the slowly varying function L(n)
converges to a constant: this means that the sum is infinite, so that BC = 0; this
suggests that the disorder is relevant in this case.

Remark 4.7 (Relation with the intersection of two renewals). Notice that if 7,7’
are two independent copies of a renewal process, then the intersection 7 N7’ is again
a renewal process. Moreover, the renewal 7 N 7’ is finite (transient) if and only
if E[|r N 7'|] < 400. Indeed, thanks to the renewal property, to total number of
renewal points |7 N 7'| is a geometric variable with parameter P((1N7'); = +00) =
E[|r N 7|71 In summary, 7 N7’ is transient if and only if

o0
E[lrn7|] = ZPnETﬂT ZP(TLET)2<+OO.
n=0
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We postpone the proof of Theorem 4.6 to Section 4.5 below. The next two sections
deal with the question of disorder relevance/irrelevance: Section 4.3 shows that
having W2 > 0 a.s. implies that h.(3) = h?(3), which shows in particular that
B, = inf{B > 0,h.(B) > h2(B)} > B.; Section 4.4 shows that the criterion of
Theorem 4.6 also hold for 8., and in particular we have 8, = 0 if and only if BC =0,
see (4.11) below.

4.3 Disorder irrelevance

In this section, we show the following result: it shows that, in the weak disorder
regime, the quenched and annealed critical points are equal and the critical behaviors
are similar. The proof is adapted from [Lac10].

Theorem 4.8 (A condition for disorder irrelevance). Let us assume that 5 > 0 is
such that imy_s Wf/w = WO%“’ > 0 a.s. Then we have

he(B) = he(B) -

In particular, one has that B. .= inf{8, h.(8) > h2(B)} > B.. Additionally, we have
that

F(B, he(B) +u) =u™"  asu 0,

where v = max(é, 1) is the critical exponent of the annealed model.

Combined with Theorem 4.6 (and Proposition 4.4), an immediate corollary is the
following.

Corollary 4.9 (Disorder irrelevance). If > >° P(n € 7)? < 400, then disorder is
irrelevant.

Proof. Theorem 4.6 shows that B. > 0. Then, Theorem 4.8 shows that for all 3 < 8.
we have he(3) = h2(B); in other words . > 8, > 0. Additionally, for all 8 < 5, we
have that F(3, h.(8) +u) = F*(3, h¥(B) +u)' W as u | 0. O

Let us stress that Theorem 4.8 is in fact interesting only in the case where
> P(n € 7)% < 400 since otherwise we have W2¢ = 0 as. for any 8 > 0,
by Theorem 4.6. We therefore only need to prove Theorem 4.8 in that case; in par-
ticular, me may assume that o € (0, %], leaving aside the case o = 0 for simplicity

(see Remark 4.12 for a discussion).
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Remark 4.10. The critical behavior F(53, he(8) 4+ u) = u’™°M can in fact be im-
proved if one strengthen the assumption of the theorem. More precisely (if a # 0),
|Ale08, Ton08b] show that in the irrelevant disorder regime Y >, P(n € 7)* < +o0,
if 5 is fixed small enough, we have that F(3, h.(8) + u) < F(0,u). In fact, [GT09]
shows that, if 3 is small enough, then F(3, h.(8) + u) ~ F(0,u) as u | 0.

Step 1. Properties of P]B\,ﬁl at h = h?(B). The following lemma shows that if
/87

N
constraint {N € 7}, see (3.4), is “close to” the reference measure P. Here, “close to”

means that events that are typical under P are also typical under f’%“;ﬁ( 8)"

we have W% > 0 a.s., then the free pinning measure P 8)’ i.e. without the

Lemma 4.11. Let (Ax)n>o be a sequence of Fn-measurable events, where Fy :=
o{T N[0, N]}. Then if limy_, Wf/w = WE% >0 a.s., we have that

lim P(Ay) =1 = ]\}E%OP%ZW)(AN):I in L'(P).

Proof. We work with the complement of Ay. Let € > 0 be arbitrary and write

E [Py (AV)] SPWy* <€) +E[Py s (AN Lippessy] -

For the second term, recalling that Wﬁf’w = ZJ%L;L&(B) is the free partition function,
we have

5,&1 C _ J»\il wi—)\ ’191
PR (AR sy = e —E [ezz (Bui—A(B))di A?V} sy
N
< EE [erzl(ﬂwi)‘(ﬂ))ﬁilAc} )
=2 ¢

Taking the expectation, recalling that E[e™ %] = 1, we deduce that

E [Py (A%)] SPWR” <e) +e 'P(AY) .

Taking the limit as N — oo, the upper bound converges to P(W/2* < ¢), which can
be made arbitrarily small by taking e | 0 since we assumed that W5 > 0 a.s. [

Step 2. Finite-size and convexity argument. Let v > 0. In order to show
that h.(8) = h%(8), we need to show that F(5,h%(8) + u) > 0. Recall that by
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Theorem 3.12 and Remark 3.13 (see (3.13)), there exists a constant ¢ (= ¢, 5) such
that the free energy satisfies

1 log N

a Bw
VNeN F(B,hc(ﬁ)—l—u)zﬁ [logZth() L —c ~

Now, by convexity of h + log Zﬁ,“}i, we have
N

log Zf,“;a( ) u = log foﬁa( )—l—uEth{Zﬁl} .
i=1
Therefore, using the bound log Zz%za( g = log P(r; > N) > —'log N, we get that
al log N
YVNEeN  F(B,RB)+u) > E{Eﬁf;a {Z%” // g |

Define Uy := Y.~ P(i € 7) and notice that thanks to Theorem 3.10 (recall

€ (0,1)) we have Uy ~ ¢, N“L(N)~!. Let us now consider the sequence of events
Ay = {Zf\il W > k;N}, where ky := eyUp is an integer, with ey | 0. We now
show that

P(A?V) = P(TkN > N) < CkNP(Tl > N) < C’ENUNN_QL(N)
where we have used that Uy ~ ¢, N*L(N)™! and ey | 0.

In order to show (4.7), we use a truncation argument: we write
kn
P(TkN > N) < P(H 1 < ky,Ti —Ti—1 > N) —f—P(Z( — Ti— 1)1{% Ti_1<N} > N)
1=1

N—o00

0, (47

k
< kyP(my > N) + WNE[ﬁl{ﬁgN}] 7

where for the second inequality we have used subadditivity and Markov’s inequality.
We now notice that E[711,<ny] ~ (1 —a) ' L(N)N'"® (by properties of regularly
varying functions, see Remark 3.1) so that N™'E[r11(,<ny] < CP(ry > N). This
shows (4.7).

Now, in view of (4.7) and using Lemma 4.11, we obtain that E[P? Nha J(An)] 2
for N large enough, so that

B[E% [zwﬂ > kyE [P (Ax)] 2

N—

kn

N | —
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We conclude that for all sufficiently large NV
1

F(B, he(B) +u) 2 5

(ukNUN—clogN) . (48)

Let us now fix some arbitrary n € (0,«) and choose ky = N7 i.e. take ey =
N 1UNN® ~ coN"TL(N)™* — 0. We then take N = N, := "= in (4.8) to obtain
that for u small enough (i.e. for N, large enough)

1/«

2

u

F(B,h2(B) +u) > (u_”/a — ' log(1/u)) > cult=m/e
where we have used that log(1/u) = o(u™"%) as u | 0.

Since 7 is arbitrary, this shows that F(3,h2(8) + u) > wa™® as u | 0. In
particular, this shows that h.(5) > h2(8), so the critical points are equal since the
reverse inequality always holds. This shows in particular that for any 8 < ., then
he(B) = h(B), i.e. we also have 3 < ., so that 5. > f.,.

As far as the critical behavior is concerned, recall that we already know that
F(B,h2(P) +u) < F*(B,h%(B) +u) = F(0,u) by Lemma 3.17 and that F(0,u) =
u’t°0)  see Theorem 3.5. This gives that F(3, h*(8) +u) < u**°() and concludes
the proof of Theorem 4.8, recalling that we only treat the case where a € (0, 1], for
which v = é ]

Remark 4.12 (The case @ = 0). In the above proof, we have left aside the case
a = 0, which is a bit special. The above proof cannot be adapted, but the conclusion
of Theorem 4.8 remains valid. In fact, it is shown in [AZ10] that if A(8) < 400 for
all 8 > 0, then h.(8) = h¥(f) for all § > 0! Once we know that h.(8) = h2(B),
the annealed bound F(3,h2(8) + u) < F(0,u) (see Lemma 3.17), combined with
Theorem 3.5, shows that F(S, h.(f) + u) decays faster than any power as u | 0.

4.4 Disorder relevance

As mentioned in Section 4.1.1, disorder relevance could be observed both in terms of
a difference in the (quenched vs. annealed) critical behavior or in terms of a different
(quenched vs. annealed) critical point. The next two sections address these two
questions.
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4.4.1 About the critical behavior: the smoothing inequality

In this section, we show the following result, which tells that the phase transition of
the disordered model is at least of order 2. This was first proven in [GT06b]|, but
we also refer to see [GZ25, Thm. 1.5] for the most general statement given below,
and [CdH13| for sharp estimates on the constants.

Theorem 4.13 (Smoothing of the phase transition). For any 8 > 0 such that
he() > —o0, there exists a constant Cz > 0 such that

F(B,he(B) +u) < Csu? foru e (0,1).

Since we have F*(3, he(3) +u) = F(0,u) = u*°W as v | 0 with v = max(é, 1)
(see Theorem 3.5), an immediate corollary is the following.

Corollary 4.14. If o > 1/2, then disorder is relevant: for any 5 > 0, the phase
transition of the quenched free energy is smoother than that of the annealed one.

Proof. Indeed, for any 5 > 0, we have
F(3, he(B) +u) = O(u?) < u'™W =F*(B,ho(B) +u) asulO0. O

Notice that Theorem 4.13 is very general and for instance its proof will not rely on
the fact that disorder is relevant or that the quenched and annealed critical points are
different. In fact, Derrida and Retaux [DR14] introduced some simplified (recursive)
version of the model: in the disorder relevant regime, sharper estimates on the free
energy have been obtained, proving that the phase transition is of infinite order, see
|[CDD"21]. This leads to the following conjecture put forward in [DR14].

Conjecture 4.15 (Derrida—Retaux conjecture). For any 8 € (0, (1 + «)B8*) (recall
Theorem 5.21), then if he(8) > h(B), there is a constant Kz such that

F(B, he(B) + 1) = exp ( —(1+ 0(1))%) asul 0.

Of course, this is (much) better than the smoothing inequality of Theorem 4.13,
and even showing that the phase transition gets smoothen more than quadratically
is an important challenge. Let us note that this conjecture is not fully proven in the
Derrida—Retaux recursive model, but [CDD"21] identifies (under some integrabil-
ity condition) the correct behavior exp(—u_%“(l)), which is already an impressive
achievement.



138 CHAPTER 4. RELEVANCE VS. IRRELEVANCE OF DISORDER FOR THE PINNING MODEL

Proof of Theorem /.13. We focus on the case w; ~ N (0, 1), which simplifies some
arguments.

The idea of the proof is to obtain a lower bound on the free energy: more precisely
we get a lower bound on F(5, h) in terms of F(3, h 4+ u). We will show the following
lower bound: for any 3, h, there exists Cz such that for all u € (0,1),

F(Bu h) > Kﬁ,h,u (F(/BJ h + U) - Cﬁ UQ) ) (49>

for some constant Kz, > 0 that depends on all parameters. Taking h = h.(5), the
left-hand side is zero, which thus shows F(3,h + u) < Cgu?, as desired.

We now prove (4.9) for a fixed u such that h +u > h.(8) (otherwise there is
nothing to prove). We will use a rare-stretch strategy, in the spirit of Exercises 35
and 29.

Let us fix € > 0 small enough so that (1 —&)F(8, h+u) > F(8, h), and for ¢ fixed
but large (how large depends on €, 3, h as we will see below), we introduce the event

1
Ay = {w; zlong;;” > (1—8)F(ﬁ,h—|—u)}.

Note that this event depends only on (ws,...,w,), which we refer to as a block of
length /.
Let us now observe that, P-a.s., lim_ % log Zf,;;” =F(B,h) <F(B,h+u), so A
is atypical, in the sense that
lim P(A,) =0.

f—00

An environment w € A, will be called favorable: the free energy F} := %log Zf e

is strictly larger than its typical value F(5,h). Equivalently, we will say that the
block (wy,...,wy) is favorable. Let us now introduce the set of favorable blocks in w:
we denote by Z the indices of these blocks (excluding the first for simplicity),

I:={i>1,0'weA}.

Note that since A, is atypical, favorable blocks are rare. We then obtain a lower
bound on the partition function by using a rare stretch strategy, which consists in
visiting only and all favorable blocks.

Let us write Z = {ig }r>1 with i1 < 49 < --- the indices of favorable blocks. Then,
keeping only the contribution of trajectories of 7 that visit the first m rare favorable
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Figure 4.2: Illustration of the rare stretch strategy. Here, we consider trajectories that
visit ezactly the first m = 5 favorable blocks; these are trajectories of length (i, + 1)¢.

Inside favorable regions, we haves log Zg ;fiw > (1 —e)F(B, h + u) by definition of A,.
regions, we obtain the lower bound (see Figure 4.2 for an illustration):
ik i1,
Bw B0 w
szJrl H Zk — Zk 1 — 1)6) Z&h ,

with the convention that P(ry = 0) =1 if 4y = 451 + 1.
Notice that, by definition of A, inside a favorable block 7 € Z, we have

1 i
Zlongfw > (1—¢e)F(B,h+u).

Thus, taking the logarithm and dividing by (,, + 1)¢, we get

139

1
————log Z“,
(e + 1Y€ 8 Zlim+1)th
m 1 = . .
= Zm+1((1—5>F(ﬂ7h+U/)+m_£ZIOgP(T1: (Zk—lk_1—1)€>> .

k=1

Letting m — oo, we have i, — 00, so the left-hand side converges P-a.s. to F(3, h).

On the other hand, we have that (i — ix_1)r>1 are i.i.d. with a geometric law

of parameter py, := P(A). Therefore, by the law of large numbers, we get that
im0 2 (im + 1) = E[i1] = (p¢) ! P-a.s. All together, using also the law of large

numbers for (log P(7 = (ix — i1 — 1)€))x>1, we end up with

F(5,1) > po((1 = F(5, b+ w) + JE[log P(n = (i1 — 1)0)]).

[t remains to estimate the last term. Recalling our assumption (x), for ¢ large

enough we have that P(r; = i) > (i)~ (724 for all 4 > 1, so that

logP(1) = (i1 — 1)0) > —(1 + a+¢) log((i1 — 1)€) 1,59} -
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Therefore, we have that
E[logP(ri = (i1 — 1)0)] > —(1+ o+ &)P(iy > 2)E[log((i1 — 1)) | i1 > 2] .

Now, notice that conditionally on 77 > 2, 71 — 1 has geometric law of parameter py,
i.e. it has the same law as 7;. Using also Jensen’s inequality, we therefore get that

E[log((i1 — 1)0) | i1 > 2] = Eflog(i1()] < log E[i1] + log ¢ = —log p; + log € .

Overall, we end up with

F(3.h) > pe( (1~ (8, h+ ) + (10 4) logpy — 8 ).

This part of the proof makes no use of the law of w, but it remains to estimate
pe = P(Ay). We have the following lemma in the case where w; ~ N(0, 1).

Lemma 4.16. If (w;);i>1 are i.i.d. N'(0,1), then we have

o] .,
hgrgglleogIP’(Ag) > —2—52u :
With this lemma at hand, for ¢ large enough (how large depends on (5, h,¢), we

e l+a+2 log ¢
o+ 2 5 0g

> — +u)— ———— Ut —c—=> ).

F(G5,h) pg((l e)F(B,h+u) 532 u- —c 7 )

Taking ¢ even larger so that the last term is negligible, we get

1 +a+ 3¢ 2)
—u ,
232

which gives (4.9) with Cz = (ﬁt‘;g’ﬁi and Kg .. = pr. ]

F(3,h) > pe((1 = 2)F(8,h + ) -

Let us note that in the case of Gaussian disorder w; ~ N(0, 1), we have identified
the constant Cs in Theorem 4.13: since € > 0 is arbitrary, we get that for all
u € (0,1),

S e
26%
This constant is in fact optimal: in the general case, [CdH13] shows that one has

F(B,he(B) +u) < (1+0(1))Cs u? as u | 0, with Cj ~ 12“;3 as 5 0.

F(B,he(B) +u) < Cs u? with  Cj :=
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Proof of Lemma /J.16. The proof relies on the following entropy (or change of mea-
sure) inequality, that we already encountered in Lemma 1.31: for any law P, we
have

pe = P(A) > P(A) exp ( — 113’(«14@ (H(P | P)+ e_1)> . (4.10)

Let us take here P = P, the law of (wy +u/B, ..., we + u/f), so that

~ ~ 71 1
P(A) = IP(Z log 7/ > (1—)F(B, h+u)) - P(Z log 7/, > (1—)F(8, h+u)) ,

since Zf;htu/ﬁ — Zf’h‘iu. Thus we get that lim,_,., P(As) = 1, because 1log Zf’h‘iu
converges P-a.s. to F(8,h +u) > 0.

We therefore get from (4.10) that
1 1 =
liminf - logpy > — liminf - H (P, | P).
(—oo f (=00 ¥

Now, since the density of P = P, w.r.t. Pis a product, we have that H (P, | P) =
(H(P; | P), so we only need to compute the relative entropy in the case ¢ = 1.
Let Py denote the distribution of w + A. For Gaussian variables w ~ A(0, 1), we

have 92 (w) = eM~2V 50 that the relative entropy is
Py | P) = Ey | log 22 | = AR, fun] — 222 = 222,
H(P) | P) A[og d]P’] AE ) [w1] 2>\ 2>\

Applying this with A = u/g, this shows that H(P; | P) = 1(u/B)?, which concludes

the proof. O

4.4.2 About the critical point shift

We now turn to the question of the critical point shift. Recall the definition 3. :=
inf{5, h.(8) > h2(B)}, so that disorder relevance in terms of critical points amounts
to having 8, = 0.

The main result here is that the criterion of Theorem 4.6 still holds for f.. Since

we already have 3, > 8., one only needs to prove that 8, = 0 in the case where
B.=0,ie > Plner)=+4o0.

Theorem 4.17 (Criterion for the critical point shift). If > >, P(n € 7)? = 400,
then h.(5) > h%(B) for all B > 0.
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In other words, combined with Theorem 4.8, we have that

B.=0 ifandonlyif » P(ner)’=-+oc. (4.11)

n=1

This theorem has been proven in [BL18|, but builds upon a series of papers;
let us cite [DGLT09] then [AZ09| which first treated the case o > 35 and then

|GLT10, GLT11] which (almost) treated the marginal case a = 3.

DO +—

Estimates on the critical point shift.

The proof(s) of Theorem 4.17 in [AZ09, DGLT09, GLT10, GLT11, BL1§| in fact all
provided not only the existence of a critical point shift, but lower bounds on h.(3) —
h2(53) in the 5 | 0 regime. In particular, in the case o > %, |[AZ09, DGLT09] proved
that h(8) — h2(8) > B7 W) where v = max(1,1) is the critical exponent of the
homogeneous free energy; note that a matching upper bound had been provided in
[Ale08, Ton08a]. The marginal case a = % is more delicate, and the critical point
shift is smaller than any power of 3.

Further results have been obtained in the following years, sharpening these esti-
mates: let us now present the best estimates obtained so far. The case @ > 1 is
proven in [BCP 14| (we exclude the case a = 1 for simplicity); the case a € (3, 1)
is proven in [CTT17]; the case a = £ is proven in [BL18].

Theorem 4.18 (Critical point shift). Assume that the underlying renewal process T
is persistent and verifies (x), i.e. P(1; = n) = L(n)n~ %) Recall that we assumed
that Elw] = 0, E[w?] = 1.

(1) If E[11] < 400 (in particular if o > 1), then we have that

1 o

E[r] 2(1 +a)52 as B3 0.

hc(ﬁ) - h?(ﬁ) ~

(ii) If a € (3,1), then there exists some slowly varying function ¢(-) (which depends
only L(+) and o) such that

ho(B) — h(B) ~ cath(1/B) BT as B 0.

In the above, the constant c, s universal: it depends only on o but not on the
distribution of w
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(111) If a = %, denoting R™1 an asymptotic inverse of N — Ry = 25:1 P(n € 1)?,
i.e. such that R™Y(Ry) ~ N as N — oo, we have that
he(B) = hi(8) = RH((1+0(1)57) ™" asp Lo,
In particular, if lim,,_,o L(n) = ¢1 as in (%), then we have Ry ~ mlog]\f

(recall Theorem 5.10), so that

() = h2(8) = exp = (14 0(1)) 2790,

About the proof of Theorems 4.17 and 4.18

First of all, let us stress that in Section 4.5.2 we prove that a divergent series
S P(n € 7)% = 400 implies that limy_, W = 0 for all 8 > 0, i.e. that

n=1

B. = 0. Because of Theorem 4.8, this is a strictly weaker result than Theorem 4.17
since one may still have that h.(5) = h2(5).

The full proof of Theorems 4.17 and 4.18 is quite involved (and relies on some of
the ideas developed in Section 4.5.2 below), but let us give an outline of the general
strategy.

Step 1. Fractional moment. The first idea, developed in [DGLT09], is to reduce
to the study of a fractional moment of teh partition function. The main goal is to
show that F(5,h) = 0 for h = h.(f) + v with u small enough; if we show this say
for u < A(f), then we would get that h.(8) — h2(5) > A(p).
One therefore needs an upper bound on the free energy. We use the following: for
any v € (0, 1),
F(B,h) = lim %NE[Iog(Z]%f;Z)V] < lim VLNlogE[(ZJ%,C;)V]

where we have used Jensen’s inequality. It therefore remains to show that the frac-
tional moment E[(fo;)”] does not grow to fast (in fact stays bounded) when h =

he(8) + u with u small enough. Notice that when u = 0, we have fo;a(m = Wﬁ’w,

which always have a bounded fractional moment.

Step 2. Coarse-graining procedure. The second step consists in dividing the
system into large blocks of length L = 1/F(u), where F(u) is the free energy of
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the homogeneous pinning model. The idea is then to perform some “coarse-graining
procedure” to reduce the estimate of the fractional moment E[(Zzﬁ\f};)“’] to estimates
on blocks of length L. One proceed as follows. 7

We decompose the partition function Z]ﬁ\f,”l according to the blocks visited by the
renewal trajectory, and write, for a system of size N = mL

m
Zflfh = Z Z iy i s

(=1 1<ig<---<iy=m
where Z;, _;, is the partition function restricted to trajectories of 7 visiting blocks
with indices i1, ...,4. Then, one can use the bound (>, a;)” < > .(a;)", valid for
any family of non-negative a;’s and any v € (0, 1), to bound the fractional moment

E[(Z,)] <Z > E[Z...)"]

=1 1<t < <ip=m

The main goal is then to bound the fractional moment as follows:
E[(Z,....)") < C¢' H — i), (412)

where H§:1(ij —i;_1) 7749 i some “coarse-grained probability” of visiting exactly
i1,...,1, (and 7" € (0,1) is close to ) and e can be made arbitrarily small by
choosing h close enough to h2(5). Then, with (4.12) at hand, we get that

B[(Zia)]<CY ). KH — i) T,

(=1 1<t <--<iy=m =

which is the partition function of a homogeneous pinning model; we leave as an
exercise to prove that if € ) ;- i~ (1+@) < 1 then E[(Zifh)ﬂ <1.

Step 3. The change of measure argument. One is then reduced to show-
ing (4.12), and in fact the product structure of Z;, _; allows one to treat all the
blocks separately. The idea is to use a change of measure argument, based on some
(rare) event A € o{wi,...,wr}. Define the “change of measure” function

Giy...iy (W) = Hg(@iﬁLw) , with g(w) = 14 + ]P’(A)ﬁlfl, (4.13)
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which will therefore only affects the blocks with indices i1, ...,7;. Then, by Holder’s
inequality, we have that

E[(Zi,...i)"l = Bl(Gir....ivZiyi) (Givi) ] S Bl isZiyoid "EBl(giri) =7,

and note that E[g" 7] = P(A%) + 1 < 2 so that IE[(gih_._’ieZl-h,“’ie)_1_77]1_V < 20=7)¢,

Therefore, because of the product structure of Z;, _;,, we are reduced to showing
that E[g(w)Z@fg]’h] <e'P(b—a € 7), with Z@’fﬁh the partition function with starting
point at a and ending point at b; the delicate point is that one needs to show this
somehow uniformly over 0 < a < b < L with b — a large. In practice, the fact
that we have a system of length L = 1/F(u) allows us to reduce the estimate at
h = h3(P) + u to an estimate at h = h2(f); for instance, one has that E[Zé;j]h] <
cst. P(b—a € 7). In view of the form (4.13) of g(w), it all boils down to finding some
event A € o{wy,...,wr} such that, when L is large enough (i.e. u small enough),
we have

P(AY) < (/)7 and  E[14Z)5 5] <€/2Pb—aer),  (414)

uniformly over 0 < a < b < L with b — a large.

The choice of the event A is actually the hardest part of the proof, and the fact that
the estimate (4.14) needs to hold uniformly over a < b with b— a large makes it even
more difficult. We give in Section 4.5.2 a proof of the fact that limy_, . Wﬁ,’“ =0
based on a similar (but more direct) change of measure argument (see Lemma 4.20):
we only deal with the case where a = 0, which makes the choice of the event A
simpler.

4.5 Back to the martingale: proof of Theorem 4.6

The main goal of this section is to prove Theorem 4.6.

The first part of the criterion is to show that 3. > 0 when > P(n € 1)? < +oo;
thanks to Theorem 4.8, this also shows that 3. > 0 under this condition. The proof
relies on a second moment computation, and is performed in Section 4.5.1.

The second part of the criterion is to show that 8. = 0 when > PlnerT)?=
+00; as mentioned above, this is strictly easier than showing 8, = 0 in that case.
The proof relies on a change of measure argument (see in particular Lemma 4.20),
and is performed in Section 4.5.2.
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We also discuss in Section 4.5.3 the question of the so-called intermediate disorder
regime (in the case where 8. = 0), and we present some recent advances.

4.5.1 Weak disorder and the L? phase

In this section, we show that £, > 0 when _°°  P(n € 7)? < +00. We actually give
a lower bound on f. by controlling the second moment of Wﬁ “
We use so-called replicas to express the second moment of Wﬁ . we write

(Wy™)* = E[exp (i(ﬁwi — A(ﬁ))ﬁi)] E[exp (i(ﬁwi _ A(ﬁ))ﬁg)]

1= 1=

N
= B2 exp ( D(Bwi = MB) (Wi + ) |
i=1
where 7, 7" are two independent copies of the renewal process and we used again the
notation ¥; = lyery, ¥; = 1gey. Observe that

E[em— <ﬁ))<ﬁi+ﬁ;>} = MW with My (B) = A(28) — 2A(8) |

since the only time when the expectation dos not give 1 is when ¥; + ¢}, = 2, so that
taking the expectation of (W4*)? and using Fubini Tonelli, we get

E[(W3)?] = E°2| exp (Xa(8) f} Licrrnn ) |- (4.15)

Then, by monotone convergence, we have

sup E[(Wﬁw)z] — E¥? [eXP ()\2(5) i ]-{iETﬂT’})] :

N>1

Since 7 N 7’ is transient, 1 4+ > 7, 1ficrnry 18 a geometric random variable with
parameter p := E[|[7N7[]7! > 0 (see Remark 4.7) with E[|7n7'|] = Y02 P(n € 7)2.
All together, we conclude that

sup]E[(Wf,’w)Q} <400 & B< B,
N>1

where (s is defined by (recall that \y(5) := A(28) — 2A(B))
By := sup {ﬁ, Ao () < log (1%1))} . (4.16)
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Indeed, note that a geometric random variable G ~ Geom(p) has a finite generating
function E[s“] < 400 if and only if (1 — p)|s| < 1.

Notice that we have 35 > 0 since A\(28)—2X(8) ~ 8% as 8 | 0, so that in particular
A(28) — 2A\(5) can be made arbitrarily small.

In conclusion, for all B < By, the martingale (W) ysq is bounded in L*(P). It
therefore converges in L?(PP), hence in L!(IP), and in particular

E[W5*] = lim E[Wy“] =1,

N—r00
which excludes having V(/:O%“ = 0 P-a.s. We have thus shown that W2« > 0 P-a.s.
for all < 39, and thus . > B2 > 0, which concludes the proof. ]

Remark 4.19. A consequence of the results of [AB18] is that £, > (3, for all aw < 2/5.
It is conjectured that this is actually the case for all & < 1/2. Notice that having

Be > P2 means there exists a regime § € (32, 8.) where the martingale converges a.s.
but not in L?.

4.5.2 Strong disorder and change of measure argument

Let us now show that 3, = 0 when >°° P(n € 1) = 400. To do this, we fix
B > 0 and we show that W% = 0 a.s. In fact, it is actually enough to show that
Wﬁ’w — 0 in probability. We will use the following easy (and classical) observation,
that characterize the convergence in probability for non-negative random variables.

Lemma 4.20. Let (Zn)n>0 be a sequence of non-negative random variables. The
three following statements are then equivalent:
(z')ZNgO as N — oco;
(ZZ) limpy oo E[ZN N 1] =0;
(111) there ezists a sequence of events (An)n>1 such that:

lim P(Ay) =1 and lim E[Zy14]=0.

N—o0 N—o0
The item (iii) above can be interpreted as a change of measure argument. Indeed,
if one defines the measure puy by un(A) = E[Zy1y4], i.e. interpreting Zy as a

Radon—Nikodym derivative, then we have that Zy L 0if and only if there is some
event Ay such that P(Ax) — 1 and pun(AS) — 0, in other words if and only if uy
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becomes singular with respect to P as N — oo. (We refer to after the proof for a
discussion in the context of the pinning model.)

Proof of Lemma 4.20. First of all, notice that: for any event Ay, bounding Zny A 1
by Zn on Ay or by 1 on A§,, we have

E[ZN N 1] < ]P)(AN) + ]E[ZNlA?V] .

Hence, item (iii) implies item (ii), which in turns implies item (i) by Markov’s in-
equality: for any € > 0 we have P(Zy > ¢) < e 'E[Zy A 1].

Finally, assuming (i), consider the event Ay := {Zy > ey}, where ey goes to 0
slowly enough so that limy o P(Ax) = 0. We also clearly have that E[Znx14¢ ;] <
ey — 0 as N — oo, which shows item (iii) and concludes the proof. O

Note that W5 is non-negative and verifies E[W5*] = 1. Therefore, Wi is a
probability density and we may define the size-biased measure Py g as follows:

dPy 4
dP

(w) = Wy*.

There is an interpretation of the size-biased distribution I@’Nﬂ: for any event A,

N
Pys(A) = E[Wy“14] = E [E[H eW—*(ﬁ)ﬂ{ieT}H = E[ngfﬂ(A)} : (4.17)
=1

where ]P)E\?,)B is defined in (4.4). Recall that under ]P’E\Z)B the (w;)1<;<n are independent,

distributed according either to P or P3 depending on whether i € 7, see (4.4)-(4.5).
In other words, the distribution of (w;)i1<i<y under Py 3 is obtained as follows:
e First sample a renewal process 7 under P;
e Then, for every ¢ € 7, modity the distribution of the w; to is 5-tilted version P
(recall (4.5)).

Let us also stress that under ]@’Nﬁ the w; are no longer independent.

To conclude, to prove that Wf]’w LN 0, Lemma 4.20 tells that we simply need to
find a sequence of events (Ayx)ny>1 that are typical under P, i.e. limy_, P(Ayx) = 1,
but become atypical under I@’Nﬁ, e, limy_,o I@’N,ﬁ(AN) = 0. This is in fact a
statistical testing problem of finding a good statistics to discriminate between I@’Nﬁ

and [P.
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It remains to choose the events Ay appropriately and this depends on the problem
at hand. We now treat separately the cases a > % and o = %
a) The case o > 1

Let us define

N
N ifa>1,

Uy =Y P(ier)~ Enlmem] (4.18)
i=1 caN“L(N)™! if a €(0,1),

where the asymptotic equivalent comes from Theorems 3.9 and 3.10. Notice that we
have Uy > VN if a > % Let us consider the event

N
AN = {XN 2 EN/\/(ﬁ)UN} , where XN = Zwi, (419)

1=1

for a sequence ey which goes to 0 slowly enough so that we still have exUy > V' N;

this is where the condition o > 1 is needed. Recall that A\(8) = log E[e”!] and

that Eglwi] = N(5), with Ps the p-tilted law of w, see (4.5). In particular, we get
from (4.17) that

N
ExslXn] = BEY,[Xy]]  with  EY,[Xx]=N(B8)> v, (4.20)
i=1
where we have used that ]Eg\?)ﬂ [wi] =Elw;] =01ifi ¢ 7 (i.e. if ¥; = 0) and Eg)ﬁ [wi] =
Eglw;] = N(B) if i € 7 (i.e. if ¥; = 1). This shows that Ey 3[Xx] = N(8)Uy.

We now need to show that limy . P(Ax) = 0 and that limy_,« I@)Nﬁ(Aﬁ\,) = 1.
(1) Proof of limy_,oo P(Axy) = 0. This estimate is easy: since E[Xy] = 0 and
Var(Xy) = N, Chebyshev’s inequality directly gives that

1 N N—00
< > 0 4.21
S NREUE ’ (421)

P(Ax)

since eyUy > V/N.
(ii) Proof of imy_,e Py 3(A%) = 0. Recalling the interpretation (4.17) of Py s,
we have that

Py 5(AS) = E[P%}B(XN < sN)\’(ﬁ)UN)} .



150 CHAPTER 4. RELEVANCE VS. IRRELEVANCE OF DISORDER FOR THE PINNING MODEL

Let us now estimate IP’S\TZ?B(X N < enyXN(B)Uy) for any given realization of 7. If one

has IAES\T,)B [Xn] > 2enyN(B)Un, we use Chebyshev’s inequality to obtain

Varg\%(XN)
eXN(B)2U%

PY (X < enN(B)Uy) = PY (X — B [Xn] < —enN(B)Un) <

Then, recalling that the (w;)1<;<n are independent under P%)ﬁ, with law P if i € 7
and P if i ¢ 7, we get that

N

VarNﬁ (Xn) = ZVMN,B wi) = Z (1{i¢7} - aél{i@}) < max(l,ag;)N,
i=1

where we recall that Var(w;) = 1 and we denoted 03 := Varg(w;); note that it
verifies 0% = X\'(B) and goes to 1 as 5 | 0.
Bounding IP’g\T,’)ﬂ(XN < enyN(B)Un) by 1 on the event EE\TZ,)B[XN] < 2enyN(B)Un,
we end up with
max(1,03) N
NP U3

Py 5(4%) < + P(EV,[XN] < 2exN(B)Ux) - (4.22)

Again, the first term goes to 0 as N — oo since we have exyUy > v/N. For the
second term, using that E%)ﬁ (Xn] = N(B) 32, 0y, see (4.20), we get that it is equal
to

N
P(Zﬁi<25NUN) SP(TkN>N) where ky = ’725NUN1-
=1

It remains to see that, as ey | 0, this probability goes to 0. To do so, we use a
truncation argument similar to (4.7): we have that

k
P(TkN > N) < kyP(m > N) + WNE[Tll{TlgN}] ,

where for the second inequality we have used subadditivity and Markov’s inequality.
We now treat the different cases separately.

(a) Case o € (0,1). Then we have that P(r; > N) ~ o 'L(N)N~“ and also
that E[71 1 <n] ~ (1 — ) 'L(N)N'~%; we have used properties of regularly vary-
ing functions, see Remark 3.1. We therefore get that both terms above are of the
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same order, namely

N—o0

P(Tk:N > N) < CkNNiaL(N) < CENUNNiaL(N> — 0,

recalling that Uy ~ ¢, N*L(N)™! (see (4.18)) and that ey | 0.

(b) Case o > 1. Then, we still have that P(r; > N) ~ o 'L(N)N~® but
E[mi1;,<ny] ~ L.(N) for some slowly varying function L.(-); note that L.,(N) —
E[r] in the finite mean case, and that L,(N) > L(N) in the case a = 1, see e.g.
Exercise 23. In particular, we always have that P(y > N) < N7'E[r11{,<n], s0
that we get

N—o0

P(7iy > N) < CknN'E[nl{;<ny] < CenUvN'E[nl{,<ny] — 0,
recalling that Uy ~ N/E[111{,<n}] (see (4.18)) and that ey | 0.

1

b) The marginal case a = 3

For a = %, the choice of event Ay above works as long as Uy > v N, i.e. if we have
L(N) — oo, but this does not cover the whole regime where ">, P(n € 7) = +o0.
Let us introduce the notation

N
u(n) :=P(n €71) and Ry := Zu(z)2

so that the assumption of Theorem 4.6 is that limy_,. Ry = +00. We then define
the event

N
Ay = {XN N (B)RN} where Xy := Zu(z)w@ (4.23)

1=1

Let us stress here again that, analogously to (4.20), we have that
Ens[Xy] = E[EV,[XN]]  with E,[Xx] =X (8 Z uli (4.24)

so in particular Ey g[Xy] = N(8) 0, u(i)P(i € 7) = X(8)Ry.
As above, we need to show that limy_,., P(Ayx) = 0 and limy_« IPNg(A )= 1.
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(1) Proof of limy oo P(Ay) = 0. Again, this is easy: we have that E[Xy] = 0 and
Var(Xy) = val u(i)? = Ry, so Chebyshev’s inequality directly yields

16 RN N—oo

= SpR,

» 0, (4.25)

using that Ry — oo.

(i) Proof of imy_,e Py (AS) = 0. First, let us write as above that Py (A%) =
E[Pg\,?ﬁ(XN < N (B)Ry)]. Then, if IENﬁ[XN] > sN(B)Rn we use Chebyshev’s
inequality to get that

(1) 2
16 Vary/»(Xy)  16max(1,0%)Ry
NB)RY) € — s m— < g
N(B)*Ry N (B)* Ry

where we have used that Varg\?ﬁ(X v) < max(1,03) Ry for any realization of 7, by

a simple calculation (similar to the case @ > 1). Bounding ng)ﬁ(XN IN(B)Rw)
by 1 if EE\T,)B [Xn] < $N(B)Rn, we therefore obtain, similarly to (4.22)

16 max(1,03)
N(B)*Ry

The first term goes to 0 since Ry — oo. For the second term, recalling (4.24) and
denoting Yy = Yy (7) := Zfil u(i)v;, we get that it is equal to

4 Var(Yy)
Ry

Bys(Ax) < +P(EQLIXN < IN(B)Ry) . (426)

P(Yy < 3Ry) =P(Yy — E[Yy] < —1Ry) <

where we have used that E[Yy] = Ry and then Chebyshev’s inequality. It therefore
only remains to show that Var(Yy) = o(R%) as N — oo.
Let us compute Var(Yy):

N N
Var(Yy) = Zu Var (9;) + 2 Z Z U(Z)u(])(szﬁy] - E[ﬁi]E[ﬁjD

N N i=1 j=i+1
<Ry +2) (i)’ Y u()(uf —i) —u(f)).

i=1 j=i+1
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Note that by Theorem 3.10 we have u(n) ~ cL(n)"'n~/2. Thus, if j — 400 with
(7 —14)/7 — 1, we have that u(j —¢)/u(j) — 1; in other words, for any € > 0 there
exists C; such that u(j — i) —u(j) < eu(y) for all j > C.i. We deduce that

N N C.i
Var(Yy) < Ry +2¢ > u(i)® ) uj +2Zu > u(i)ulj —i).
i=1 j=C¢gi j=i+1

Then, using that u(n) ~ cL(n)"'n~"/? and properties of slowly varying functions
(see Remark 3.1), this is bounded by

1
5 2 y v 2 : _ - < 2 " :
Ry +2eRy + C E :L(i)3i3/2 L(k)k'/2 — 3ehiy + Ce 121: L(i)%

1=1 k=1

Now, we can use that #N)Q = o(Ry) as N — oo, see [BGT89, Prop. 1.5.9a] (this

is similar to Question 2 in Exercise 23), to get that the last term is o(R%/). Since
e > 0 is arbitrary, this shows that Var(Yy) = o(R%), as claimed. [

4.5.3 The intermediate disorder regime

Let us stress that when 8, = 0, i.e. when >.°° P(n € 7)? = +o0 by Theorem 4.6,
then we have that Wﬁw — 0 for any 8 > 0. On the other hand, we have that
Wﬁ 09 — 1. The question is then whether there exists some regime where Sy J 0
but for which one has that Wf,N “ converges neither to 0 or 1, but to some non-trivial
random variable W € (0,4+00). This regime is called the intermediate disorder
regime, since it corresponds to the regime where disorder kicks in: disorder is still
present in the limit, but it is not strong enough to make W]/f,N “ vanish in the limit.
In fact, this regime is where the transition between weak and strong disorder really
occurs.

Notice that, in the case where >~ P(n € 7) = +o00, the proof of Theorem 4.6

can be improved to the following, which identifies the intermediate disorder regime.

Theorem 4.21 (Intermediate disorder scaling: from weak to strong disorder). As-
sume that Y > P(n € 7)* = 400 and define

Ry = ZP(TL cT)’.

n=1
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Then, if (Bn)n>1 be a non-negative vanishing sequence, we have that
(i) If B3Ry — 0, then WiN< 5 1.
(i) If B% Ry — +o00, then WiN* 55 0.
Before we start the proof, let us notice that in the case a > %, then thanks to The-

orems 3.9 and 3.10 (and the properties of slowly varying functions, see Remark 3.1)
we have that, as N — oo

N
ol 5 if a>1,
RN = ZP(n (= 7‘)2 ~ E[Tll{ngN}]
n=1 . N**1L(N)™? if a€(3,1).

Recalling the definition Uy := S

w—1 P(n € 7) and in view of (4.18), we therefore
get that

Ry ~ ' NU% as N — 0. (4.27)
Thus, in the case a > %, we can therefore replace the condition % Ry — 0 (or +00)
by 8% N-1U% — 0 (or +00).

Proof of Theorem j.21. For item (i), one simply need to control the second moment
of Wﬁ-N’w. With the same calculation as in Section 4.5.1, see (4.15), recalling that
Xo(B) == A(28) — A(3), we need to show that

N
E[(W5)?] = B2 exp (Ma(B) D Liernoy ) | = 1 i B3Ry > 0. (4.28)
1=1

Indeed, together with the fact that E[IWe¥*] = 1, this shows that Var(We¥*) — 0,
and as a consequence Wi¥* — 1 in probability (and in L*(P)). But this is a general
fact for renewal processes.

Lemma 4.22. Let p = (p;)i>0 be a persistent (i.e. recurrent) renewal process, and
let Uy := Zgzl P(n € p). Then, for any non-negative vanishing sequence ey | 0,

we have
EN N
E[eXp (U_N 2 1“@})] o 1

We leave the proof as a exercise (see Exercise 41 below), but applying it to p =
7 N7 directly gives (4.28), since X\o(B) ~ %2 as 310 and Ry := ZN P(n € p).

n=1
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As far item (ii) is concerned, it follows exactly as in Section 4.5.2. Let us start

with the case @ > 5. Then, in view of (4.21) and (4.22), we get that P(Ay) —
0 and Py g(A%) — 0 as soon as N(By)2U% > N and ay | 0 slowly enough
(e.g. ay = )\/(5)—1/2[]&1/2]\71/4» Since N (8) ~ p as B | 0, we therefore get that
WﬁN’” L) provided that SyUyN~—Y2 — +oo. In the marginal case a = %, one
also gets from (4.25) and (4.26) that P(Ay) — 0 and Py g(AS) — 0 as soon as

N(Bn)?Ry — +oo. This concludes the proof that Wf,N’w Booif B3Ry — 400,
recalling also (4.27) in the case a > 3. O

N

Intermediate disorder and scaling limits

Let us now review some of the results in the intermediate disorder regime, 7.e. when
limpy 0 ﬁNR%Q — 3 € (0,00). We first present the case o € (3, 1) (we exclude the

case > 1 by simplicity) and then turn to the marginal case a = %

The case a € (3,1). The case a € (3,1) is called subcritical, and is treated in

|CSZ17a] with quite a broad generality. The result is the following; recall that when
a € (3,1), we have Ry ~ ¢, N**'L(N)~2

Theorem (Intermediate disorder regime, subcritical case). Assume that (x) holds
with o € (3, 1) and that (Bx)n>1 is a vanishing sequence such that

: -1/2 A
Nh—I};oﬁNRN = € (0,+00).
Then, we have the following convergence in distribution for the partition function:

N—o0

where Wj € (0, +00) P-a.s. is a non-trivial random variable.

Let us stress that we have treated above only the case where h = h2(3), but the
analogous result holds in some window around the annealed critical point, namely
assuming that h = hy verifies hy — h2(8) ~ h L(N)N~® for some h € R. Addition-
ally, in the same intermediate disorder regime, |CSZ16| shows that the convergence
also holds at the level of Gibbs measures: in other words, P]BVNh‘jV(% € ) converges in

distribution® to some random measure Pg , called the continuum disordered pinning
model.

3In the space of probability measure on closed subsets of (0,1), for the vague topology.
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1

The marginal case a = 5. The case a = 2,

more difficult, and there are few results for the intermediate disorder limit in the
pinning model. Let us give the main result of [CSZ17b] in this context.

called marginal or critical, is much

Theorem 4.23 (Intermediate disorder regime, critical case). Let o = % and assume

that Ry = Zgzl P(n € 7)? = oo and that limy_ BNR}f — B € (0,400). Then,
there is a phase transition at 3 = 1: more precz'sely

6]\77 () ),
(i) If B < 1, then log W™ —=— 03 N'(0,1) = 07, with 0% := log (7).
(i) If B > 1, then WBN’ —>N() 0.
—00

Remark 4.24 ((i) = (ii) in Theorem 4.23). In Exercise 42 below, we show how,
thanks to some monotonicity in S, item (ii) can be derived from item (i) (which is
indeed the difficult result). However, the proof gives no information whatsoever on
how fast WJ{?N * goes to 0. It would therefore be interesting to have another proof of
item (ii) which provides such an estimate.

The phase transition in Theorem 4.23 can actually be seen already at the level of
the second moment of Wf/v “_In fact, we have the following lemma, whose proof is
given in the form of an exercise (see Exercise 43).

Lemma 4.25 (Phase transition for the second moment). Assume that Ry :

S P(n €71)? = +00 as a slowly varying function. Then if limy_o /31\7]%1/2 A

n=1

we have (recall (4.15))
1 .
N = ) <1,
E[(WJQN’W)Q} — E®2 [e)\2(ﬂN)Zi—1 1{z‘€rﬁ¢’}i| y {1 — 32 P
R NS ifA>1.

Notice that, in the case B < 1, the limit of the second moment matches the one we
expect from Theorem 4.23, that is E[(e” NOD=2 ﬁ)z] with a = log (

)

The question of what happens at the critical value B = 1 is in fact extremely
rich, and has been the object of a very intense activity in the context of the directed
polymer model; we refer to |[CSZ25| for a very recent overview of all the progress
that has been made over the last five years.

Let us explain here the general philosophy in the context of the pinning model.
The idea is that, in order to obtain a non-trivial scaling limit of the model, one must
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consider the partition functions Wf ~ (i.e. with starting point a) and interpret them

as a random measure on [0,1], by setting Wi (dx) := W@%J ydz. In other words,

for any function ¢ : (0,1) — R, one may consider

N-1 atl
W () = /[ P = 3 en(@W vith ox() = / ola)de.
) a=0 N

Put differently, it amounts to considering partition functions with a starting point
drawn under the measure .

In that case, if BNR%2 — 1, the sequence of random measures (Wi (dz))y>1
on [0, 1] should converge in distribution to some limiting non-trivial (i.e. random)
measure U (dz). This is in fact the main result of [C5Z23] in the context of the
directed polymer model. The convergence actually holds in a critical window around
Oy = R;/ ? we should therefore obtain the following result*. Here, the space of

measures on [0, 1] is equipped with the vague topology.

Conjecture 4.26. Assume that Ry — oo as N — oo as a slowly varying function.
Then, if (Bx)n>o0 goes to 0 in such a way that’
lim (eM(BN) —1)Rjeony; =1 for some ¥ € R, (4.29)

N—o00
then there exist some random measure U”(dz) on [0, 1] such that

W (de) — 2 4 (da).

N—oo

The limit U is called the critical disordered pinning measure: it is universal, in the
sense that it does not depend on the specific distribution of the disorder w or of the
renewal process T.

Let us mention that this conjecture has been proven in [WY25] in the case where
the underlying renewal 7 is the set of return times to 0 of the simple random walk
on Z: in that case one has Ry = 21log N 4 ¢ + o(1), so the critical window (4.29)
then reads:

NZs U+ c
By = W@ +(1 +0(1))10gN) .

4In analogy with [CSZ23], the convergence should actually hold for a flow of measures, that is for the two-

parameter family of measures Wf Xrin(dz,dy) on the time-interval [sN,tN] with 0 < s < ¢ < oco.
5Recall that A2(83) := A(28) — 2X\(8) ~ % as 3 . 0.
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The generalization stated in Conjecture 4.26 would then show that the critical dis-
ordered pinning measure is truly universal.

4.5.4 A few exercises

Exercise 41 (Proof of Lemma 4.22). Let p be a persistent renewal and consider
for h > 0 INp = E[ehzi& 1{iep}] .

1. Show that e"tten =1+ (e" — 1)1y, for any 1 <i < N.
2. Expanding [[, (1 + (" — 1)1icpy), show that

Zyp =1+ ("= Y~ Pliy€p)--Plix —ir1 €p). (4.30)

k=1 1<i1 <. <ix <N

3. Writing Uy := 2521 P(n € p), deduce that Zy; <1+ Z,]f:l(eh — MUy

4. Conclude the proof of Lemma 4.22.

Exercise 42 (Critical case, B > 1). Assume that (8y)n>1 verifies limy o BNR%Q =

B > 1. Our goal is to use item (i) in Theorem 4.23 to shows that limy_ WJ@V = 0.

1. Let (8))n=1 be such that By < By for all N and limy s By Ry> = B < 1.
Using Exercise 40, show that

E[(wﬁN,w)lﬁ] < E[(ngvvw)l/ﬂ .
2. Show that, for any random non-negative random variable X with E[X] =1, we
have E[X /2] < V2E[X A 1]Y2. (Hint: use that X = (X V1)(X A1).)
3. Using Theorem 4.23-(i), deduce that
1/2

limsupE[(W£N7W)1/2:| < ﬂE[eUB/N(O,l)—%Uz/ A1l

N—o0

4. Show that, for any random non-negative random variable X with E[X]| =1, we
have E[X A 1] < E[X'?]. Deduce that

lim supE[(WﬁN’”)l/Q] < V2e 1% — V2(1 - B’)%.

N—o00

5. Conclude that WJ@V © oo,
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Exercise 43 (Second moment and Erdés—Taylor theorem). Let p be a renewal pro-
cess such that Uy := S P(n € p) goes to +00 as a slowly varying function. Let

n=1
N = E[ehzzﬁll{i@}] for h > 0.
1. Using Exercise 41, show that Zy, < > 7 (h Ux)"*. Deduce that

. 1
if lim hyUy=h<1 then limsup Zyp, < ~.

2. (a) Show that there exists some ey | 0 such that U.,y ~ Uy as N — oc.
(b) Using (4.30), show that Zy, > S0/ (h U.,n)*.
(c) Deduce that

. 1
o1 _ .. >
if ]\1715;0 hynUy =h <1 then 15vralo%fZN’hN =
and that limy_e Zyp, = 400 if imy_e hxUy = h > 1.
3. Conclude that
1 .
. = ith <1,
if lim hNUN =h then lim ZN,hN = 1—~h
N—oo N—00 ~

and show Lemma 4.25.
4. Show the following theorem as a corollary®, noticing that Z,, is a Laplace
transform.

Theorem (Erdgs—Taylor theorem). Assume that p is a persistent renewal process,

with Uy = 25:1 P(n € p) diverging as a slowly varying function. Then, we have
the following convergence in distribution:
RS @
Ty 2 ten 5o ()
n=1

6This dates back to Erdés and Taylor [ET60], who proved this result for the returns to zero of the simple random
walk on Z2.
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