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I.1 General definitions: Lie algebras.

In this section, k is an arbitrary field.

Definition I.1.1 – A Lie algebra over k is a pair (g, [−,−]) where g is a k-vector space and
[−,−] : g× g −→ g a map that satisfy the following conditions:
1. [−,−] is bilinear,
2. [−,−] is alternate: ∀x ∈ g,[x, x] = 0,
3. for all x, y, z ∈ g, [x, [y, z]] + [z, [x, y]] + [y, [z, x]] = 0.
The dimension of a Lie algebra is the dimension of its underlying k-vector space. A lie algebra
(g, [−,−]) is called commutative or abelian whenever [−,−] is identically zero.

Remark I.1.2 – Let (g, [−,−]) be a Lie algebra.
1. By conditions 1 and 2 of Definition I.1.1, the map [−,−] is antisymmetric: ∀x, y ∈ g, [x, y] =
−[y, x].
2. If the characteristic of k is different from 2, condition 2 in Definition I.1.1 is equivalent to the
antisymmetry of [−,−] (under condition 1).
3. The identity in the third point of the Definition I.1.1 is called the Jacobi identity.

Definition I.1.3 – Let (g, [−,−]) be a Lie algebra.
1. A Lie subalgebra l of (g, [−,−]) is a vector subspace l of g stable under [−,−], that is: for all
x, y ∈ l, [x, y] ∈ l. (The pair (l, [−,−]|l) is then a Lie algebra in its own right.)
2. A Lie ideal i of (g, [−,−]) is a subspace i of g such that, for all (x, y) ∈ g × i, [x, y] ∈ i. (In
particular: a Lie ideal of g is a Lie subalgebra of g.)

Exercise I.1.4 – Let g be a Lie algebra and i an ideal of g.
1. There is a unique map [−,−] : g/i× g/i −→ g/i such that, for all x, y ∈ g,

[x+ i, y + i] = [x, y] + i.

2. The pair (g/i, [−,−]) is a Lie algebra over k, called the quotient Lie algebra of g by i.

Exercise I.1.5 – Let g be a Lie algebra and i, j be Lie ideals of g. The subspaces

i + j = {x+ y |x ∈ i, y ∈ j} and [i, j] = Span{[x, y] |x ∈ i, y ∈ j}

are Lie ideals of g.

Definition I.1.6 – Let g be a Lie algebra. The ideal [g, g], denoted D(g), of g is called the
derived ideal of g.

Exercise I.1.7 – Lie subalgebra generated by a subset. Let g be a Lie algebra.
1. The intersection of any family of Lie subalgebras of g is a Lie subalgebra of g.
2. Let X be a subset of g.
2.1. The intersection of all the Lie subalgebras of g containing X is a Lie subalgebra of g; it is
called the Lie subalgebra of g generated by X .
2.2. The set of all Lie subalgebras of g containing X , ordered by inclusion, has a minimum
element which is the Lie subalgebra generated by X .
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Definition I.1.8 – Let g be a Lie algebra, I be a nonempty set and X = (xi)i∈I be a family of
elements of g indexed by I.
1. The Lie subalgebra generated by X is the Lie subalgebra generated by the underlying set of X
(that is by the image of the map I −→ g, i 7→ xi).
2. We say that X generates g if the Lie subalgebra of g generated by X is g.

Exercise I.1.9 – Lie ideal generated by a subset. Let g be a Lie algebra.
1. The intersection of any family of Lie ideals of g is a Lie ideal of g.
2. Let X be a subset of g.
2.1. The intersection of all the Lie ideals of g containing X is a Lie ideal of g; it is called the Lie
ideal of g generated by X .
2.2. The set of all Lie ideals of g containing X , ordered by inclusion, has a minimum element
which is the Lie ideal generated by X .

Definition I.1.10 – Let g be a Lie algebra, I be a nonempty set and X = (xi)i∈I be a family of
elements of g indexed by I.
1. The Lie ideal generated by X is the Lie ideal generated by the underlying set of X (that is by
the image of the map I −→ g, i 7→ xi).
2. If i is a Lie ideal of g, we say that X generates i if the Lie ideal of g generated by X is i.

Definition I.1.11 – Let (g, [−,−]) be a Lie algebra. The centre of g is the set, denoted Z(g),
defined by Z(g) = {x ∈ g | [x, y] = 0, ∀y ∈ g}.

Exercise I.1.12 – The center of a Lie algebra is an ideal.

Exercise I.1.13 – Center and decomposition as direct sum – Let g be a Lie algebra, I a
nonempty set and, for all i ∈ I, gi a Lie subalgebra of g. Suppose that g =

⊕
i∈I gi and for all

i, j ∈ I, i 6= j, [gi, gj ] = 0.
1. Let g =

∑
i∈I gi and h =

∑
i∈I hi be two elements of g (together with their decomposition

with respect to that of g). If [g, h] = 0, then, ∀i, j ∈ I, [gi, hj ] = 0.
2. We have Z(g) =

⊕
i∈I (Z(g) ∩ gi) =

⊕
i∈I Z(gi).

Exercise I.1.14 – Centraliser and normaliser Let g be a Lie algebra and X be a subspace
of g. Define the centraliser, Cg(X), and the normaliser, Ng(X), of X as follows:

Cg(X) = {y ∈ g|[y, x] = 0, ∀x ∈ X} and Ng(X) = {y ∈ g|[y, x] ∈ X, ∀x ∈ X}.

These two sets are Lie subalgebras of g.

We start with a list of examples that will be central in the sequel.

Example I.1.15 –
1. Let A be an associative algebra over k and consider the map [−,−] : A × A −→ A,
(x, y) 7→ xy − yx. Then (A, [−,−]) is a Lie algebra over k.
2. The general linear Lie algebras.
2.1. Let V be a vector space over k. The set Endk(V ) of endomorphisms of V is an associative
k-algebra. Point 1 above then shows that it may be endowed with a Lie algebra structure. To
stress that Endk(V ) is considered as a Lie algebra, we denote it gl(V ).
2.2. Let n ∈ N∗. The set Mn(k) of n × n matrices with entries in k is an associative k-algebra.
Point 1 above then shows that it may be endowed with a Lie algebra structure. To stress that
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Mn(k) is considered as a Lie algebra, we denote it gln(k).
3. The special linear Lie algebras.
3.1. Let V be a finite dimensional vector space over k. The set of trace zero endomorphisms of
V is a Lie subalgebra of gl(V ). It is denoted by sl(V ).
3.2. Let n ∈ N∗. The set of trace zero n × n matrices with entries in k is a Lie subalgebra of
gln(k). It is denoted by sln(k).
4. Lie algebras associated to flags.
4.1. Let V be a finite dimensional vector space over k of dimension n ∈ N∗ and

(0) = V0 ⊂ V1 ⊂ . . . ⊂ Vn = V

be a full flag of V , which we denote by F . The subset nF (V ) of the endomorphisms x of V such
that, for all 1 ≤ i ≤ n, x(Vi) ⊆ Vi−1 is a Lie subalgebra of gl(V ). It is included in sl(V ). The
subset bF (V ) of the endomorphisms x of V such that, for all 1 ≤ i ≤ n, x(Vi) ⊆ Vi is a Lie
subalgebra of gl(V ). Clearly: nF (V ) ⊆ bF (V ) ⊆ gl(V ).
4.2. Let n ∈ N∗. The set nn(k) of n×n strict upper triangular matrices with entries in k is a Lie
subalgebra of gln(k). The set bn(k) of n× n upper triangular matrices with entries in k is a Lie
subalgebra of gln(k).

Exercise I.1.16 – Let s ∈ N∗ and let (g1, [−,−]1), . . . , (gs, [−,−]s) be Lie algebras. Put g =⊕
1≤i≤s gi. The map

[−,−] : g× g −→ g
((x1, . . . , xs), (y1, . . . , ys)) 7→ ([x1, y1]1, . . . , [xs, ys]s)

.

Then (g, [−,−]) is a Lie algebra called the direct sum of the family ((g1, [−,−]1), . . . , (gs, [−,−]s))
of Lie algebras.

We now define morphisms between Lie algebras.

Definition I.1.17 – Let (g, [−,−]) and (h, [−,−]) be Lie algebras. A morphism of Lie algebras
from g to h is a morphism of vector spaces f : g −→ h such that, for all x, y ∈ g, [f(x), f(y)] =
f([x, y]). An isomorphism of Lie algebras from g to l is a bijective morphism of Lie algebras from
g to l. An endomorphism of the Lie algebra (g, [−,−]) is a morphism of Lie algebras from g to
itself. An automorphism of the Lie algebra (g, [−,−]) is a bijective endomorphism of Lie algebra
of g.

Exercise I.1.18 – Let (g, [−,−]) and (h, [−,−]) be Lie algebras, let f : g −→ h be a morphism
of Lie algebras. The image under f of a Lie subalgebra of g is a Lie subalgebra of h. The inverse
image under f of a Lie ideal of h is a Lie ideal of g. In particular, the image of f is a Lie
subalgebra of h and its kernel a Lie ideal of g.

Exercise I.1.19 – Let (g, [−,−]) be Lie algebras and i a Lie ideal of g. The canonical projection
π : g −→ g/i, x 7→ x+ i of vector spaces is a morphism of Lie algebras.

Exercise I.1.20 – Isomorphism Theorems –
1. Let (g, [−,−]) and (h, [−,−]) be Lie algebras, let f : g −→ h be a morphism of Lie algebras
and let i be a Lie ideal of g included in ker(f).
1.1. There is a unique Lie algebra morphism f : g/i −→ h such that π◦f = f , where π : g −→ g/i
is the canonical projection.
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1.2. If i = ker(f), then f is injective and induces an isomorphism of Lie algebras g/ ker(f) ∼=
im(f).
2. Let g be a Lie algebra, i be a Lie ideal of g and denote by π : g −→ g/i the canonical
projection. Then, there is a one-to-one correspondence between Lie ideals of g containing i and
Lie ideals of g/i, given by direct and inverse image under π. Further, if j is an ideal of g containing
i, then there is an isomorphism of Lie algebras (g/i)/π(j) ∼= g/j.
3. Let g be a Lie algebra. If i and j are Lie ideals of g, then there is an isomorphism of Lie
algebras (i + j)/j ∼= i/i ∩ j.

Definition I.1.21 – Linear Lie algebra – A Lie algebra g is called linear if there exists a
vector space V over k such that g is isomorphic to a Lie subalgebra of gl(V ).

Exercise I.1.22 – Let (g, [−,−]) and (h, [−,−]) be Lie algebras, let f : g −→ h be a morphism
of k-vector spaces, let (bi)i∈I be a generating set of the k-vector space g (where I is any nonempty
set). If, for all i, j ∈ I, [f(bi), f(bj)] = f([bi, bj ]), then f is a morphism of Lie algebras.

Example I.1.23 – Classical Lie algebras –
0. The General Lie algebra. Let n ∈ N∗. We already defined the Lie algebra associated to the
associative algebra Mn(k) of n×n matrices with entries in k; it is denoted gln(k). For 1 ≤ i, j ≤ n,
denote by Eij (or sometimes Ei,j) the elementary matrix whose only nonzero entry is located in
row i and column j and equals 1. Then, the subset {Eij , 1 ≤ i, j ≤ n} is a basis of the k-vector
space gln(k) and the bracket is given by the following formula:

∀ 1 ≤ i, j, k, l ≤ n, [Eij , Ekl] = δjkEil − δliEkj . (I.1.1)

1. The special linear Lie algebra. Let n ∈ N∗. Denote by sln+1(k) the subspace of gln+1(k) whose
elements are the matrices whose trace is zero. It is clear that sln+1(k) is a Lie subalgebra of
gln+1(k). It is not difficult to see that the set

{Eij , 1 ≤ i 6= j ≤ n} ∪ {Hi, 1 ≤ i ≤ n}

is a basis of the k-vector space sln+1(k), where, for 1 ≤ i ≤ n, Hi = Eii − Ei+1,i+1. Hence,

dimk(sln+1(k)) = n2 + 2n.

2. The symplectic Lie algebra. Suppose k has characteristic different from 2 and let n ∈ N∗.
Consider the 2n× 2n matrix with entries in k (written in n× n blocs form):

B =

(
0 In
−In 0

)
(here, In stands for the identity matrix of Mn(k)). We put

sp2n(k) = {A ∈ gl2n | tAB +BA = 0}.

It is easy to check that sp2n(k) is a Lie subalgebra of gl2n(k).

Now, let A ∈ gl2n(k) and write A in n× n blocs form:

A =

(
A1 A2

A3 A4

)
.
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Then, A belongs to sp2n(k) if and only if A4 = −tA1, tA2 = A2 and tA3 = A3. Here is a list of
elements in sp2n(k):

Xij = Ei,j − Ej+n,i+n, 1 ≤ i, j ≤ n;

Ui = Ei,i+n, 1 ≤ i ≤ n;

Yij = Ei,j+n + Ej,i+n, 1 ≤ i < j ≤ n;

Vi = Ei+n,i, 1 ≤ i ≤ n;

Zij = Ei+n,j + Ej+n,i, 1 ≤ i < j ≤ n.

It is clear from the above that the set

{Xij , 1 ≤ i, j ≤ n}∪{Ui, 1 ≤ i ≤ n}∪{Yij , 1 ≤ i < j ≤ n}∪{Vi, 1 ≤ i ≤ n}∪{Zij , 1 ≤ i < j ≤ n}

is a basis of the k-vector space sp2n(k), so that

dimk(sp2n(k)) = 2n2 + n.

3. The orthogonal Lie algebra (odd case). Suppose k has characteristic different from 2 and let
n ∈ N∗. Consider the (2n+ 1)× (2n+ 1) matrix with entries in k (written in 1× 1, 1× n, n× 1
and n× n blocs form):

B =

 1 0 0
0 0 In
0 In 0

 .

We put
so2n+1(k) = {A ∈ gl2n+1(k) | tAB +BA = 0}.

This is a Lie subalgebra of gl2n+1(k). It is not difficult to check that the elements of so2n+1(k)
are the matrices of the form  0 L1 L2

−tL2 A1 A2

−tL1 A3 −tA1

 ,

where L1, L2 ∈M1,n(k), A1 ∈Mn(k) and A2, A3 are antisymmetric matrices of Mn(k). It is then
clear that

so2n+1(k) ⊆ sl2n+1(k) and dimk(so2n+1(k)) = 2n2 + n.

4. The orthogonal Lie algebra (even case). Suppose k has characteristic different from 2 and let
n ∈ N∗. Consider the 2n× 2n matrix with entries in k (written in n× n blocs form):

B =

(
0 In
In 0

)
.

We put
so2n(k) = {A ∈ gl2n(k) | tAB +BA = 0}.

This is a Lie subalgebra of gl2n(k). It is not difficult to check that the elements of so2n(k) are
the matrices of the form (

A1 A2

A3 −tA1

)
,

where A1 ∈Mn(k) and A2, A3 are antisymmetric matrices of Mn(k). It is then clear that

so2n(k) ⊆ sl2n(k) and dimk(so2n(k)) = 2n2 − n.
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Remark I.1.24 – The classical Lie algebras may be introduced in a more intrinsic manner.
1. Suppose k has characteristic different from 2 and let n ∈ N∗. Let V be a 2n dimensional
vector space together with a basis {e1, . . . , e2n} and consider the bilinear form b : V × V −→ k
whose matrix in the chosen basis is the matrix B of Example I.1.23, Point 2. Then, clearly, b is
skew-symmetric and nondegenerate. We may then consider the subspace

sp(V, b) = {f ∈ gl(V ) | , ∀v, w ∈ V, b(f(v), w) + b(v, f(w)) = 0}

of gl(V ). It is easy to check that sp(V, b) is a Lie subalgebra of gl(V ). More precisely, the map

gl(V ) 7→ gl2n(k)

that sends an element of gl(V ) to its matrix relative to the above basis is a Lie algebra isomorphism
that sends sp(V, b) onto sp2n(k).
2. Suppose k has characteristic different from 2 and let n ∈ N∗. Let V be a 2n+ 1 dimensional
vector space together with a basis {e1, . . . , e2n+1} and consider the bilinear form b : V ×V −→ k
whose matrix in the chosen basis is the matrix B of Example I.1.23, Point 3. Then, clearly, b is
symmetric and nondegenerate. We may then consider the subspace

so(V, b) = {f ∈ gl(V ) | ,∀v, w ∈ V, b(f(v), w) + b(v, f(w)) = 0}

of gl(V ). It is easy to check that so(V, b) is a Lie subalgebra of gl(V ), isomorphic to so2n+1(k)
via the map sending an endomorphism of V to its matrix relative to the chosen basis. Clearly,
the same holds when V is of dimension 2n and b is the bilinear form of V whose matrix is the
matrix B of Example I.1.23, Point 4 relative to an arbitrary choice of basis.

I.2 General definitions: representations of a Lie algebra.

In this section, k is an arbitrary field.

Definition I.2.1 – Representation of a Lie algebra – Let g be a Lie algebra. A represen-
tation of g is a pair (V, ρ) where V is a vector space over k and ρ : g −→ gl(V ) a morphism
of Lie algebras. A finite dimensional representation of g is a representation (V, f) with V finite
dimensional.

Example I.2.2 – Trivial representations – Let g be a Lie algebra and V be a vector space
over k. The map g −→ gl(V ) which send any x ∈ g to the zero endomorphism of V is a morphism
of Lie algebra. This defines the trivial representation of g on V .

Definition I.2.3 – Let g be a Lie algebra. A representation (V, ρ) of g is said to be faithful if
the morphism ρ : g −→ gl(V ) is injective.

Definition I.2.4 – Module over a Lie algebra – Let g be a Lie algebra. A module over g is a
pair (V, f) where V is a vector space over k and f : g× V −→ V , (x, v) 7→ x.v, a map satisfying
the following conditions, for all λ, µ ∈ k, for all x, y ∈ g and for all v, w ∈ V :
(i) (λx+ µy).v = λ(x.v) + µ(y.v);
(ii) x.(λv + µw) = λ(x.v) + µ(x.w);
(iii) [x, y].v = x.(y.v)− y.(x.v).
A finite dimensional module over g is a module over g whose underlying vector space is finite
dimensional.
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Exercise I.2.5 – Modules versus representations – Let g be a Lie algebra.
1. Let (V, f) be a module over g. Then (V, ρf ) is a representation of g, where

ρf : g −→ gl(V )
x 7→ f(x,−)

and, for all x ∈ g, f(x,−) : v 7→ x.v.
2. Let (V, ρ) be a representation of g. Then (V, fρ) is a module over g, where

fρ : g× V −→ V
(x, v) 7→ ρ(x)(v)

.

3. The processes that associate a representation to a module (Point 1 above) and a module to a
representation (Point 2 above) are inverse to each other.

Exercise I.2.6 – Direct sum of representations – Let g be a Lie algebra, let I be a nonempty
set and, for all i ∈ I, let (Vi, ρi) be a representation of the Lie algebra g. If V =

⊕
i∈I Vi, the

map
ρ : g −→ gl(V )

x 7→
⊕

i∈I ρi(x)

is a Lie algebra morphism. The representation (V, ρ) is called the direct sum of the representations
(Vi, ρi), i ∈ I.

Exercise I.2.7 – Tensor product and duals of representations – Let (V, ρ) and (V ′, ρ′) be
two representations of the Lie algebra g.
1. The map

τ : g −→ gl(V ⊗ V ′)
x 7→ ρ(x)⊗ idV ′ + idV ⊗ ρ′(x)

is a morphism of Lie algebras, so that (V ⊗ V ′, τ) is a representation of g. This representation is
called the tensor product of the representations (V, ρ) and (V ′, ρ′).
2. The map

µ : g −→ gl(Homk(V, V ′))
x 7→ µ(x)

where, for all x ∈ g, µ(x) : Homk(V, V ′) −→ Homk(V, V ′), φ 7→ ρ′(x) ◦φ−φ ◦ ρ(x) is a morphism
of Lie algebras, so that (Homk(V, V ′), µ) is a representation of g.

This applies in particular to the case where V ′ = k and (ρ′, V ′) is the trivial representation
of g on V ′. Hence, we get a representation, (ρ∗, V ∗), of g defined by

ρ∗ : g −→ gl(V ∗)
x 7→ −tρ(x)

;

it is called the dual representation of (ρ, V ).

The following example of representation of an arbitrary Lie algebra will be fundamental to
the theory.

Proposition I.2.8 – Let g be a Lie algebra.
1. For all x ∈ g, the map adg(x) : g −→ g, y 7→ [x, y] is an endomorphism of the vector space g.
2. The map

adg : g −→ gl(g)
x 7→ adg(x)
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is a morphism of Lie algebras, so that (g, adg) is a representation of g.
3. We have, ker(adg) = Z(g).

Proof. Point 1 and 3 are clear. Point 2 follows from the Jacobi identity using antisymmetry.

Definition I.2.9 – Let g be a Lie algebra. The representation (g, adg) is called the adjoint
representation of g.

Exercise I.2.10 – Multibrackets and generating families. Let g be a Lie algebra. For all
finite sequence (x1, . . . , xt) of elements of g, t ∈ N∗, put

[x1] = x1 if t = 1 and [x1, . . . , xt] = adg(x1) ◦ . . . ◦ adg(xt−1)(xt) if t ≥ 2.

The element [x1, . . . , xt] is called the multibracket associated to the sequence (x1, . . . , xt).
1. Let (x1, . . . , xt) be a finite sequence of elements of g, t ∈ N∗. Then, adg([x1, . . . , xt]) =
[adg(x1), . . . , adg(xt)].
2. Let I be a nonempty set and F = (xi)i∈I be a family of elements of g. We denote by VF the
vector subspace of g generated by the elements [xi1 , . . . , xit ], where t ∈ N∗ and i1, . . . , it ∈ I.
2.1. For all [xi1 , . . . , xit ], t ∈ N∗ and i1, . . . , it ∈ I, VF is stable under adg([xi1 , . . . , xit ]). (Hint:
induction on t and adg is a morphism of Lie algebras).
2.2. The vector subspace VF is a Lie subalgebra of g; it is the Lie subalgebra of g generated by
F . (In particular, if F generates g, then VF = g.)
3. Let I be a nonempty set and F = (xi)i∈I be a family of elements of g which generates g. Let
i be a subspace of g such that adg(xi)(i) ⊆ i, for all i ∈ I.
3.1. For all [xi1 , . . . , xit ], t ∈ N∗ and i1, . . . , it ∈ I, adg([xi1 , . . . , xit ])(i) ⊆ i.
3.2. The subspace i is a Lie ideal of g.
4. Let I be a nonempty set and F = (xi)i∈I be a family of elements of g. We denote by WF the
vector subspace of g generated by the multibrackets whose rightmost term is in the family F ,
that is the elements [x1, . . . , xt], where t ∈ N∗, x1, . . . , xt−1 ∈ g and xt ∈ F .
4.1. For all x ∈ g, WF is stable under adg(x).
4.2. The vector subspace WF is a Lie ideal of g; it is the Lie ideal of g generated by F .

Exercise I.2.11 – Generalised eigenspaces – Let E , V be k-vector spaces and let ρ : E −→
Endk(V ) be a morphism of vector spaces. For all λ ∈ E∗, put

Vλ = {v ∈ V | ∀ f ∈ E , ρ(f)(v) = λ(f)v}.

Then, ∀λ ∈ E∗, Vλ is a k-vector subspace of V and further the sum of these subspaces is direct:∑
λ∈E∗

Vλ =
⊕
λ∈E∗

Vλ.

This applies in particular when E is a Lie algebra and (V, ρ) a representation of this Lie algebra.

Definition I.2.12 – Let g be a Lie algebra. Let (V, f) be a representation of g. A subrepresen-
tation of V is a subspace W of V stable under f(x) for all x ∈ g. (The map f then induces a
map g −→ gl(W ), x 7→ f(x)|W which is a representation of g.)

Exercise I.2.13 – Quotient by a subrepresentation – Let g be a Lie algebra, (V, f) be a
representation of g and W a subrepresentation of (V, f). Let π : V −→ V/W be the canonical
projection.
1. For all x in g, there is a unique element, ρ(x), of Endk(V/W ) such that π ◦ ρ(x) = ρ(x) ◦ π.
2. The map ρ : g −→ gl(V/W ), x 7→ ρ(x) is a morphism of Lie algebras. The representation
(V/W, ρ) is called the quotient representation of (V, ρ) by W .
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Definition I.2.14 – Let g be a Lie algebra. Let (V, f) and (W, g) be representations of g.
1. A morphism of representations from V to W is a morphism of vector spaces ϕ : V −→ W
such that, for all x ∈ g, the following diagram commutes:

V
ϕ //

f(x)
��

W

g(x)
��

V
ϕ //W

The subset of Homk(V,W ) consisting of morphisms of representations from V to W is denoted
Homg(V,W ). An isomorphism of representations from V to W is a bijective morphism of repre-
sentations.
2. An endomorphism of the representation (V, f) is a morphism of representations from (V, f) to
itself. An automorphism of the representation (V, f) is an isomorphism of representations from
(V, f) to itself.

Exercise I.2.15 – Let (V, ρ) and (V ′, ρ′) be two representations of the Lie algebra g. The natural
morphism of vector spaces

V ∗ ⊗ V ′ −→ Homk(V, V ′)
λ⊗ v′ 7→ λ(−)v′

is a morphism of representations. In addition, if V and V ′ are finite dimensional, then the above
map is an isomorphism of representations.

Definition I.2.16 – Let g be a Lie algebra. A representation (V, f) of g is called irreducible (or
simple) if V 6= {0} and {0} and V are the only subrepresentations of V .

Definition I.2.17 – Let g be a Lie algebra. A representation (V, f) of g is called completely
reducible (or semisimple) if there exists a set I and a family of simple subrepresentations (Vi)i∈I
of V such that V =

⊕
i∈Y Vi.

Remark I.2.18 – Let g be a Lie algebra. According to Definition I.2.17, the trivial representa-
tion of g on the vector space {0} is completely reducible, as it is the direct sum of a family of
simple subrepresentations indexed by the empty set.

Definition I.2.19 – Let g be a Lie algebra and (U, f) a representation of g. We say that (U, f)
has the direct summand property if, for every subrepresentation V of (U, f), there exists a sub-
representation W of (U, f) such that U = V ⊕W .

Remark I.2.20 – Let g be a Lie algebra and (U, f) a representation of g. If (U, f) has the direct
summand property, then the same holds for every subrepresentation V of (U, f). Indeed, given
a subrepresentation V of U and a subrepresentation W of V . If X is a subrepresentation of U
such that U = W ⊕X, then V = W ⊕ (X ∩ V ).

Theorem I.2.21 – Let g be a Lie algebra and (U, f) a representation of g. The following state-
ments are equivalent:
(i) (U, f) is completely reducible;
(ii) (U, f) has the direct summand property.
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Proof. If U = {0}, it satisfies (i) and (ii) (cf. Remark I.2.18). Hence, we may assume U 6= {0}.
Suppose U satisfies (i). By hypothesis, there exists a nonempty set I and a family (Si)i∈I of

irreducible subrepresentations of U such that

U =
⊕
i∈I

Si.

For any subset J of I, put SJ =
⊕

i∈J Si. Let now V be a subrepresentation of U . We consider
the set

E = {J, J ⊆ I |SJ ∩ V = (0)},

ordered by inclusion. Clearly, E is not empty since it contains the empty set. We want to prove
that the ordered set (E ,⊆) is inductively ordered. For this, consider a totally ordered subset F
of E and put K = ∪J∈FJ . It is not difficult to check that, F being totally ordered, we have that
SK = ∪J∈FSJ , from which we get that K ∈ E . Hence, indeed, (E ,⊆) is inductively ordered. By
Zorn’s Lemma, it follows that E has a maximal element. Let M be such an element. We claim
that

U = V
⊕

SM .

To show this equality, it is enough to show that

∀ i ∈ I, Si ⊆ V
⊕

SM . (I.2.1)

Of course, (I.2.1) holds for i ∈M . Let now i ∈ I \M . By the maximality of M , we have that

(Si ⊕ SM ) ∩ V = SM∪{i} ∩ V 6= (0).

Thus, there exists v ∈ V , si ∈ Si and sM ∈ SM such that 0 6= v = si + sM . And, si must
be nonzero for, otherwise we would have that sM is a nonzero element in SM ∩ V . Therefore,
0 6= si = v−sM ∈ Si∩(V ⊕SM ), which shows that Si∩(V ⊕SM ) 6= (0). But, Si being irreducible,
this leads to Si ∩ (V ⊕ SM ) = Si, that is Si ⊆ V ⊕ SM , as requierred. We have shown that U
satisfies (ii).

Conversally, suppose that U satisfies (ii).

We first show that any nonzero subrepresentation of U contains an irreducible subrepresen-
tation. Let V be a nonzero subrepresentation of U . Take 0 6= v ∈ V . Applying Zorn’s Lemma
to the set of subrepresentations of V which do not contain v, we get that there exists a maximal
such subrepresentation, say Z. By Remark I.2.20, there exists a subrepresentation Y of V such
that V = Z ⊕ Y . Clearly, Y 6= (0). Further, if Y ′ is a nonzero subrepresentation of Y such that
Y ′ ⊂ Y , by Remark I.2.20 again, there is a subrepresentation Y ′′ of Y such that Y = Y ′ ⊕ Y ′′,
and (0) ⊂ Y ′′ ⊂ Y . But, since V = Z ⊕ Y ′ ⊕ Y ′′, we have (Z ⊕ Y ′) ∩ (Z ⊕ Y ′′) = Z. Therefore
v cannot be in both Z ⊕ Y ′ and Z ⊕ Y ′′. But, this contradicts the maximality property of Z.
Hence, such a subrepresentation Y ′ of Y does not exist. This shows that Y is irreducible.

By the above, the set of irreducible subrepresentations of U is not empty. Therefore, there
exists a non empty set I and for all i ∈ I an irreducible subrepresentation Si of U such that
{Si, i ∈ I} is the set of the irreducible subrepresentations of U . Let now S be the set of those
subsets J of I such that the sum of the Sj , j ∈ J , is direct. Clearly, S is not empty and we order
it by inclusion. It is easy to see that S is actually inductive. Therefore, by Zorn’s Lemma, there
is a subset J of I such that J is maximal as an element of S. Consider then

V = ⊕j∈JSj .
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By the hypothesis on U , there exists a subrepresentation W of U such that U = V ⊕W . Now,
if W were nonzero, by the above, it would contain an irreducible subrepresentation S and this
would contradict the maximality of J . Therefore, U = ⊕j∈JSj .

Corollary I.2.22 – Let g be a Lie algebra. Every subrepresentation and every quotient repre-
sentation of a completely reducible representation is completely reducible.

Proof. The case of subrepresentations follows at once from Theorem I.2.21 and Remark I.2.20.
Now, if U is a completely reducible representation of g and V is a subrepresentation of U , by
Theorem I.2.21, there exists a subrepresentation W of U such that U = V ⊕W . Clearly then,
U/V and W are isomorphic representations. By the above, W is completely reducible, therefore,
so is U/V .

Lemma I.2.23 – (Schur’s Lemma) – Let g be a Lie algebra. Let (V, f) and (W, g) be irre-
ducible representations of g.
1. If V and W are not isomorphic representations of g, then Homg(V,W ) = 0.
2. The k-algebra Endg(V ) is a division ring.
3. If k is algebraically closed and V finite dimensional, then Endg(V ) = k.idV .

Proof. Let ϕ : V −→ W be a nonzero morphism of representations. Since the kernel and image
of ϕ are subrepresentations, ϕ must be surjective and injective, hence an isomorphism. This
shows the two first points of the statement.

Suppose in addition that k is algebraically closed and V finite dimensional. Let ϕ ∈ Endg(V ).
Then ϕ must have an eigenvalue. Let λ be such an eigenvalue. Then, ker(ϕ − λidV ) is a
subrepresentation of V ; as it is nonzero, it must equal V . So ϕ = λidV .

I.3 Lie algebras of derivations.

In this section, k is an arbitrary field and, by a k-algebra, we mean a k-vector space A, equipped
with a bilinear map

A×A −→ A
(a, b) 7→ ab

.

This notion then includes both Lie algebras and associative algebras (with or without a unit).

Beware: unless otherwise specified, outside the present section, k-algebra means associative unital
k-algebra. The reason here to introduce this more general notion is that it allows to deal with
derivations of Lie algebras and associative algebras all together.

Remark I.3.1 – Let A be a k-algebra. The map

[−,−] : A×A −→ A
(a, b) 7→ ab− ba

is bilinear and alternate. However, it need not satisfy the Jacobi identity.

Definition I.3.2 – Let A be a k-algebra. A derivation of A is an element d of Endk(A) satisfying
the Leibniz rule, namely:

∀(a, b) ∈ A×A, d(ab) = a d(b) + d(a)b.

The set of all derivations of A will be denoted Derk(A).
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Exercise I.3.3 – Generalised Leibniz formula – Let A be a k-algebra and d ∈ Derk(A).
Then, for all n ∈ N, and for all x, y ∈ A,

dn(xy) =
∑

0≤i≤n

(
n

i

)
di(x)dn−i(y).

(For all 0 ≤ i ≤ n,
(
n
i

)
stands for the number of subsets with i elements in the set {1, . . . , n}.)

Exercise I.3.4 – Variant of generalised Leibniz formula – Let A be a k-algebra and d ∈
Derk(A). Then, for all n ∈ N, λ, µ ∈ k and for all x, y ∈ A,

(d− (λ+ µ)idA)n(xy) =
∑

0≤i≤n

(
n

i

)
(d− λidA)i(x)(d− µidA)n−i(y).

(For all 0 ≤ i ≤ n,
(
n
i

)
stands for the number of subsets with i elements in the set {1, . . . , n}.)

Exercise I.3.5 – Generalised eigenspaces of derivations – Let A be a k-algebra and d ∈
Derk(A). For all λ ∈ k, let Aλ be the generalised eigenspace of the endomorphism d associated
to λ:

Aλ =
{
x ∈ A | ∃k ∈ N, (d− λidA)k(x) = 0

}
.

For all λ, µ ∈ k, AλAµ ⊆ Aλ+µ.
Hint: use Exercise I.3.4.

Exercise I.3.6 – Locally nilpotent derivations – Assume k has characteristic 0.
1. Let V be a k-vector space. An endomorphism f : V −→ V is called locally nilpotent if
it satisfies the following condition: for all v ∈ V , there exists k ∈ N such that fk(v) = 0. Let
f : V −→ V be a locally nilpotent endomorphism of f . We define its exponential as the following
map:

exp(f) : V −→ V

v 7→
∑

k≥0

1

k!
fk(v)

.

1.1. If f ∈ Endk(V ) is locally nilpotent, then exp(f) ∈ Endk(V ).
1.2. If f, g ∈ Endk(V ) are locally nilpotent and commute, then f + g is locally nilpotent.
1.3. If f, g ∈ Endk(V ) are locally nilpotent and commute, then exp(f + g) = exp(f) ◦ exp(g).
1.4. If f ∈ Endk(V ) is locally nilpotent, then exp(f) ∈ Autk(V ).
2. Let A be a k-algebra and d ∈ Derk(A). Assume that d is a locally nilpotent endomorphism
of A. Then, exp(d) is an automorphism of the algebra A; that is, exp(d) is an automorphism of
the k-vector space A such that, for all x, y ∈ A, exp(d)(xy) = exp(d)(x) exp(d)(y).

Exercise I.3.7 – Let A be a k-algebra. Then, Derk(A) is a Lie subalgebra of the Lie algebra
gl(A). (Since A is a vector space, Endk(A) is of course an associative algebra and it is thus a Lie
algebra by means of the commutator.)

Remark I.3.8 – Let g be a Lie algebra. Recall the k-linear map adg : g −→ gl(g).
1. The Jacobi identity exactly says that, for all x ∈ g, adg(x) is a derivation of g, that is,

adg(g) ⊆ Derk(g) ⊆ gl(g).

2. Exercise I.3.7 shows that Derk(g) is a Lie subalgebra of gl(g); by the above, adg(g) is thus a
Lie subalgebra of Derk(g). But, actually, an easy calculation shows that,

∀d ∈ Derk(g), ∀x ∈ g, [d, adg(x)] = adg(d(x)),

so that adg(g) is actually an ideal of Derk(g).
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Definition I.3.9 – Let g be a Lie algebra. A derivation of g is called inner if it belongs to adg(g)
and outer otherwise.

We finish this section by the following result which shows that, provided k is algebraically
closed, the semisimple and nilpotent part of a derivation are again derivations. It will be at the
heart of the proof of the existence of an abstract Jordan-Chevalley decomposition.

Proposition I.3.10 – Assume k is algebraically closed. Suppose A is a finite dimensional k-
algebra. If d is a derivation of A and if s and n are endomorphisms of A with s diagonalisable,
n nilpotent, s ◦n = n ◦ s and d = s+n (that is, d = s+n is the Jordan-Chevalley decomposition
of d as an endomorphism of A), then s and n are derivations of A.

Proof. Let Spec(d) be the set of eigenvalues of d. For all λ ∈ Spec(d), let Aλ be the generalised
eigenspace of d associated to λ (see Exercise I.3.5). Then, as is well known,

∀λ ∈ Spec(d), Aλ =
{
x ∈ A | ∃k ∈ N, (d− λidA)k(x) = 0

}
and A =

⊕
λ∈Spec(d)

Aλ.

In addition, for all λ ∈ Spec(d), s, n leave Aλ stable and, actually, Aλ = ker(s− λidA).

By Exercise I.3.5,

∀λ, µ ∈ Spec(d), AλAµ ⊆ Aλ+µ. (I.3.1)

As a consequence, for all λ, µ ∈ Spec(d), for all x ∈ Aλ and for all y ∈ Aµ,

s(xy) = (λ+ µ)xy = (λx)y + x(µy) = s(x)y + xs(y).

And, as A =
⊕

λ∈Spec(f)Aλ and the multiplication on A is bilinear, the above formula extends
to any (x, y) ∈ A×A.

We have shown that s is a derivation and, since n = d− s, so is n.

I.4 Nilpotent Lie algebras.

In this section, k is an arbitrary field.

Definition I.4.1 – Let g be a Lie algebra. The descending (or lower) central series of g,
(Ci(g))i∈N, is the sequence of ideals of g defined recursively by: C0(g) = g and, for i ∈ N,
Ci+1(g) = [g, Ci(g)]. Then, g is called nilpotent if there exists n ∈ N such that Cn(g) = (0).

Exercise I.4.2 –
1. Any abelian Lie algebra is nilpotent.
2. Any subalgebra or homomorphic image of a nilpotent Lie algebra is nilpotent.
3. Let g be a Lie algebra. If g/Z(g) is nilpotent, then so is g.

Exercise I.4.3 – Let g be a Lie algebra and i be a Lie ideal of g. Then all the terms in the
descending central series of the Lie algebra i are Lie ideals of g.

Example I.4.4 – We use the notation of Example I.1.15.
1. If V is a finite dimensional vector space and F is a full flag of V , then nF (V ) is nilpotent.
2. For all n ∈ N∗, nn(k) is nilpotent.
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The following exercise is easy. It connects nilpotency in the sense of Lie algebras and the
nilpotency of endomorphisms. The necessary condition it states will turn out to be sufficient
(this is the content of Engel’s Theorem below).

Definition I.4.5 – Let g be any finite dimensional Lie algebra. An element x ∈ g is said to be
ad-nilpotent if the endomorphism ad(x) : g −→ g is nilpotent.

Exercise I.4.6 – Let g be a Lie algebra. If g is nilpotent, then any elements of g is ad-nilpotent.

Theorem I.4.8 below will be of central importance in the sequel. It shows that the Lie
algebras nF (V ) (cf. Example I.1.15) are prototypes of nilpotent Lie algebras. Its proof needs
some preparatory statements.

Lemma I.4.7 – Let V be a vector space over k. If x ∈ gl(V ) is a nilpotent endomorphism, then
adgl(V )(x) ∈ gl(gl(V )) is a nilpotent endomorphism.

Proof. To any x ∈ gl(V ), we may associate the two endomorphisms of gl(V ) given by left and
right composition with x:

λx : gl(V ) −→ gl(V )
y 7→ x ◦ y and

ρx : gl(V ) −→ gl(V )
y 7→ y ◦ x

Of course, these two endomorphisms commute. Clearly, if x is nilpotent, the elements λx and ρx
of the algebra gl(gl(V )) are also nilpotent (with the same nilpotency index as x). But then, by
standard arguments, adgl(V )(x) = λx − ρx is nilpotent (of index bounded above by twice that of
x).

Theorem I.4.8 – (Preparatory to Engel’s Theorem.) Let V be a nonzero finite dimensional
vector space and g be a Lie subalgebra of gl(V ) consisting of nilpotent endomorphisms.
1. There exists a nonzero vector in V which is in the kernel of all the endomorphisms lying in g.
2. There exists a full flag F of V such that g ⊆ nF (V ).

Proof. Notice that the hypotheses imply that g is finite dimensional.
1. We proceed by induction on the dimension of g. The result is obvious when dimk(g) = 0.

Suppose now that dimk(g) > 0.
Let h be any Lie subalgebra of g such that h ⊂ g. Consider the adjoint action of gl(V ) on

itself: ad : gl(V ) −→ gl(gl(V )). It induces an action of g on g and further an action of h on g:

h −→ gl(g)
y 7→ (x 7→ [y, x])

which stabilises h. We get that way an action as follows

h −→ gl(g/h)
y 7→ (x+ h 7→ [y, x] + h)

. (I.4.1)

Now, by Lemma I.4.7, for all x ∈ h, ad(x) is a nilpotent endomorphism of the vector space gl(V ).
Hence the image of the map (I.4.1) consists of nilpotent endomorphisms of the vector space g/h.
Therefore, we are in position to apply the induction hypothesis to this image:

∃x ∈ g \ h such that, ∀ y ∈ h, [y, x] ∈ h.
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In other words, h is properly included in its normaliser in g: h ⊂ Ng(h).

Now, choose h maximal among proper subalgebras of g. The above then shows that g is the
normaliser of h in g. That is, h is an ideal of g. As a consequence, we get that

∀z ∈ g \ h, g = h⊕ kz.

By the induction hypothesis, the vector space

W = {v ∈ V |∀h ∈ h, h(v) = 0}

is nonzero and, as h is an ideal of g, this subspace is stable under any element of g. But, any z
as above is a nilpotent endomorphism of V , hence induces a nilpotent element of W . This forces
z to have a non zero element w of W in its kernel. Such a w is now an element in the kernel of
any element of g. The proof of point 1 is now complete.
2. To prove point 2, we use induction on the dimension of V . The result is true by Point 1 in case
V is one dimensional. Take now any finite dimensional vector space V of dimension n ≥ 2. By
point 1, there exists a nonzero element v ∈ V that is in the kernel of any element of g. Clearly,
the line kv is a subrepresentation of V for the obvious action of g and we get a morphism of Lie
algebras

r : g −→ gl(V/kv).

By the induction hypothesis, There is a full flag (0) = W0 ⊂ . . . ⊂ Wn−1 = V/kv of V/kv such
that, ∀x ∈ g, r(x)(Wi) ⊆Wi−1, 1 ≤ i ≤ n− 1. Let now Vi+1, 0 ≤ i ≤ n− 1, be the inverse image
of Wi under the canonical projection V −→ V/kv and put V0 = (0). It is then clear that, for all
x ∈ g, and for all 1 ≤ i ≤ n, x(Vi) ⊆ Vi−1. Therefore, the full flag V0 ⊂ . . . ⊂ Vn of V has the
required property and the proof is complete.

Remark I.4.9 – It is worth mentioning that Theorem I.4.8 is a theorem about simultaneous
trigonalisation. Indeed, as is well known, if V is a finite dimensional vector space and f a
nilpotent endomorphism of V , there exists a basis of V relatively to which the matrix of f is
strictly upper triangular. Theorem I.4.8 generalises this result.

Here is a first consequence of Theorem I.4.8.

Exercise I.4.10 – Let g be a finite dimensional nilpotent Lie algebra.
1. If i is a nonzero ideal of g, then i intersect Z(g) nontrivialy. (Hint: Consider the representation
ad : g −→ gl(i) and apply Theorem I.4.8 to its image.)
2. If g is nonzero, then Z(g) is nonzero.

We are now in position to establish Engel’s Theorem, which characterises the nilpotency of a
Lie algebra by means of its image under the adjoint representation (see Exercise I.4.6).

Theorem I.4.11 – (Engel’s Theorem.) Let g be a finite dimensional Lie algebra. Then g is
nilpotent if and only if every x ∈ g is ad-nilpotent.

Proof. Exercice I.4.6 proves the necessity. Conversaly, consider the adjoint representation and
suppose that its image consist in nilpotent endomorphisms. Then, by Theorem I.4.8, the image
of g under the adjoint representation is a nilpotent Lie algebra. But the latter is isomorphic to
g/Z(g). Hence, g is nilpotent (see Exercise I.5.3).
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Remark I.4.12 – At this stage, a comment may be useful which underlines a certain lack of
symmetry between Theorem I.4.8 and Theorem I.5.7 below.

Let V be a finite dimensional nonzero vector space and g be a Lie subalgebra of gl(V ). By
Theorem I.4.8, the nilpotency of the endomorphisms contained in g forces the nilpotency of g.
But, the converse is trivialy false. Indeed, for all n ∈ N∗, the set of diagonal matrices in gln(C) is
an abelian, hence nilpotent, Lie algebra. However, none of its elements is nilpotent except zero.

I.5 Solvable Lie algebras.

In this section, unless otherwise specified, k is an arbitrary field.

Definition I.5.1 – Let g be a Lie algebra. Define inductively the decreasing sequence (Di(g))i∈N
of ideals of g, called the derived series of g by: D0(g) = g and, for i ∈ N, Di+1(g) = [Di(g), Di(g)].
Then, g is called solvable if there exists n ∈ N such that Dn(g) = (0).

Example I.5.2 – Let g be a Lie algebra. It is clear that, for all i ∈ N, Ci(g) ⊇ Di(g). Hence,
any nilpotent Lie algebra is solvable.

Exercise I.5.3 –
1. Any Lie subalgebra or homomorphic image of a solvable Lie algebra is solvable.
2. Let g be a Lie algebra and i a Lie ideal of g. If i and g/i are solvable, then so is g.
3. Let g be a Lie algebra. The sum of two solvable ideals is a solvable ideal.
4. Let g be a Lie algebra. If the derived ideal of g is solvable, then so is g.

Exercise I.5.4 – Let g be a Lie algebra and i be a Lie ideal of g. Then all the terms in the
derived series of the Lie algebra i are Lie ideals of g.

Example I.5.5 – (For the notation, see Example I.1.15.)
1. For any finite dimensional vector space V and any full flag F of V , bF (V ) is solvable.
2. For all n ∈ N∗, bn(k) is solvable.

The following Theorems I.5.6 and I.5.7 will be of central importance in the sequel. They show
that the Lie algebras bF (V ) (cf. Example I.1.15) are prototypes of solvable Lie algebras.

Theorem I.5.6 – (Preparatory to Lie’s Theorem.) Assume that k is algebraically closed
and of characteristic 0. Let V be a nonzero vector space of finite dimension. If g is a solvable
Lie subalgebra of gl(V ), there exists a nonzero common eigenvector for all the elements of g.

Proof. We proceed by induction on the dimension of g. The case where dimk(g) = 0 is trivial.
The case where dimk(g) = 1 is easy. Indeed, any nonzero element x of g must have a nonzero
eigenvector by the hypothesis that k is algebraicaly close and, since g = kx, it is an eigenvector
for all the elements of g.

Fix n ≥ 1 and suppose that the result is true whenever dimk(g) ≤ n.

Suppose now that dimk(g) = n + 1. Since g is solvable, we have that [g, g] ⊂ g (strict
inclusion). Thus, the Lie algebra g/[g, g] is abelian and nonzero, so that it contains a Lie ideal
of codimension 1. Now, the inverse image of such an ideal under the canonical projection is a
codimension 1 ideal of g. Let i be such a codimension one ideal of g.
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By the induction hypothesis, there exists a nonzero element v ∈ V which is a common
eigenvector for all the elements of i. Hence, there exists a linear form λ on i such that, for all
x ∈ i, x(v) = λ(x)v. Put now

(0) ⊂W = {w ∈ V |x(w) = λ(x)w, ∀x ∈ i} ⊆ V.

We now proceed to show that all the elements of g leave W invariant. An easy calculation
shows that this is equivalent to showing that, for all x ∈ g and y ∈ i, λ([x, y]) = 0.

To this aim, fix x ∈ g and w ∈W \ {0}. Put W0 = (0) and, for all i ∈ N∗, put

Wi = Span{w, x(w), . . . , xi−1(w)}.

Then (Wi)i∈N is an increasing sequence of subspaces of V . Let then d ∈ N∗ denote the least
integer such that

W0 ⊂W1 ⊂ . . . ⊂Wd = Wd+1 = Wd+2 = . . . .

It is clear by definition that, for all i ∈ N, x(Wi) ⊆Wi+1.
An easy induction on i shows that,

∀ z ∈ i, ∀i ∈ N, z(xi(w))− λ(z)xi(w) ∈Wi.

From this, it follows that any z ∈ i stabilises Wd and that the trace of its restriction to Wd is
dλ(z). Take now any element y ∈ i and apply this trace calculation to the element [x, y] ∈ i. We
get that dλ([x, y]) = 0; indeed, since x and y stabilize Wd, the endomorphism induced by [x, y]
on Wd must be a commutator and hence have trace 0. As the characteristic of k is assumed to
be 0, we end up with the desired equality: λ([x, y]) = 0.

At this stage, summing up the above, i is a codimension 1 Lie ideal of g and g leaves the
subspace

(0) ⊂W = {w ∈ V |x(w) = λ(x)w, ∀x ∈ i} ⊆ V

invariant. Take any z ∈ g\ i, take a nonzero eigenvector of the restriction of z to W . This nonzero
eigenvector is clearly a common eigenvector of all the elements of g, since g = i + kz. Hence, we
have proved that the result is true for g, which finishes the induction.

Theorem I.5.7 – (Lie’s Theorem.) Assume that k is algebraically closed and of characteristic
0. Let V be a nonzero vector space of finite dimension. If g is a solvable Lie subalgebra of gl(V ),
then there exists a full flag F of V such that g ⊆ bF (V ).

Proof. The result follows easily from Theorem I.5.6 using an induction on the dimension of V
based on an argument similar to that of the proof of the second Point in Theorem I.4.8.

Remark I.5.8 – It is worth mentioning that Lie’s theorem is a theorem about simultaneous
trigonalisation. Indeed, as is well known, if V is a finite dimensional vector space over an alge-
braically closed field, pairwise commuting endomorphisms are simultaneously trigonalisable. In
the case where the base field has characteristic zero, Lie’s theorem provides a proof of this result.

We finish this section by two corollaries derived from Lie’s Theorem.

Corollary I.5.9 – Assume that k is algebraically closed and of characteristic 0. Let g be a finite
dimensional solvable Lie algebra. Then, there exists an increasing sequence (gi)0≤i≤dimk(g) of
ideals of g such that, for all 0 ≤ i ≤ dimk(g), dimk(gi) = i.
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Proof. Consider the adjoint representation of g, adg : g −→ gl(g). Since g is finite dimensional,
we may apply Lie’s Theorem to the solvable Lie algebra adg(g) ⊆ gl(g). It asserts that there
exists a full flag (gi)0≤i≤dimk(g) of g whose subspaces are left stable by adg(x), for all x ∈ g. But
this last property just means that, for 0 ≤ i ≤ dimk(g), gi is a Lie ideal of g.

Corollary I.5.10 – Assume that k is algebraically closed and of characteristic 0. Let g be a
finite dimensional solvable Lie algebra.
1. For all x ∈ [g, g], adg(x) is a nilpotent endomorphism of gl(g).
2. The Lie subalgebra [g, g] of g is nilpotent

Proof. Since g is finite dimensional, we may apply Lie’s Theorem to the solvable Lie algebra
adg(g) ⊆ gl(g). There exists a full flag F = (gi)0≤i≤dimk(g) of g such that adg(g) ⊆ bF (g).

But then, if x ∈ [g, g], adg(x) ∈ [bF (g), bF (g)] ⊆ nF (g), so that adg(x) is a nilpotent endo-
morphism of gl(g). This shows that the image of the adjoint action

ad[g,g] : [g, g] −→ gl([g, g])

of [g, g] consists in nilpotent endomorphisms. By Engel’s Theorem, it follows that [g, g] is nilpo-
tent.

I.6 Cartan’s criterion for solvability.

In this section, unless otherwise specified, k is an arbitrary field.

Definition I.6.1 – An endomorphism f of a vector space U over k is called semisimple if, for
all subspace V of U stable under f , there exists a subspace W of U stable under f and such that
U = V ⊕W .

Remark I.6.2 – Suppose k is algebraically closed, and let V be a finite dimensional vector
space over k. Then, as is well known, an endomorphism of V is semisimple if and only if it is
diagonalisable.

We begin with a Lemma which relates the Jordan-Chevalley decomposition of an endomor-
phism and that of its image under the adjoint representation.

Lemma I.6.3 – Let V be a finite dimensional vector space.
1. If x is a nilpotent element of gl(V ), then adgl(V )(x) is a nilpotent element of gl(gl(V )).
2. If x is a diagonalisable element of gl(V ), then adgl(V )(x) is a diagonalisable element of
gl(gl(V )).
3. Assume k is algebraicaly closed. Let x ∈ gl(V ) and suppose d, n are elements of gl(V ) such that
d is semisimple, n nilpotent, [d, n] = 0 and x = d+ n (that is, x = d+ n is the Jordan-Chevalley
decomposition of x as an endomorphism of V ). Then, adgl(V )(x) = adgl(V )(d) + adgl(V )(n) is the
Jordan-Chevalley decomposition of adgl(V )(x) as an endomorphism of gl(V ).

Proof. 1. This statement is the content of Lemma I.4.7.
2. Let B = (v1, . . . , vm) be a basis of V consisting of eigenvectors of x whose respective eigenvalues
are λ1, . . . , λm. For 1 ≤ i, j ≤ m, let ei,j be the endomorphism of V that sends vj to vi and any
other vector in B to zero. Then (ei,j)1≤i,j≤m is a basis of gl(V ). A straightforward calculation
shows that:

adgl(V )(x) : gl(V ) −→ gl(V )

ei,j 7→ (λi − λj)ei,j
,
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so that adgl(V )(x) is diagonalisable.
3. We have that adgl(V )(x) = adgl(V )(d) + adgl(V )(n) and by Points 1 and 2 above, adgl(V )(d) is
semisimple and adgl(V )(n) is nilpotent. In addition, [adgl(V )(d), adgl(V )(n)] = adgl(V )([d, n]) = 0.
Hence, indeed, adgl(V )(x) = adgl(V )(d) + adgl(V )(n) is the Jordan-Chevalley decomposition of
adgl(V )(x) as an endomorphism of gl(V ).

Lemma I.6.4 – Assume that k is algebraically closed and of characteristic 0. Let V be a finite
dimensional vector space and consider subspaces A and B of gl(V ) such that A ⊆ B ⊆ gl(V ).
Put

M = {x ∈ gl(V )|∀y ∈ B, [x, y] ∈ A}.

If x is an element of M such that, for all y ∈M , Tr(xy) = 0, then x is nilpotent.

Proof. Fix an element x of M such that, for all y ∈M , Tr(xy) = 0.
Let x = xs + xn be the Jordan-Chevalley decomposition of x. That is, xs is a diagonalis-

able endomorphism of V , xn is a nilpotent endomorphism of V and these two endomorphisms
commute. Let B = (v1, . . . , vm) be a basis of V consisting of eigenvectors of xs whose respective
eigenvalues we denote λ1, . . . , λm.

We consider the following vector subspace of the Q-vector space k:

E =
∑

1≤i≤m
Qλi.

Let now f : E −→ Q be any linear form on the Q-vector space E. We consider the endomor-
phism y of V defined by

y : V −→ V
vi 7→ f(λi)vi, 1 ≤ i ≤ m .

We equip the vector space gl(V ) with the basis associated to B: this is the familly (ei,j)1≤i,j≤m
of endomorphisms such that, for all 1 ≤ i, j ≤ m, ei,j sends vj to vi and any other vector in B to
zero. It is straightforward to verify (see also the proof of Lemma I.6.3) that:

adg(xs) : gl(V ) −→ gl(V )
ei,j 7→ (λi − λj)ei,j

and
adg(y) : gl(V ) −→ gl(V )

ei,j 7→ (f(λi)− f(λj))ei,j
.

Now, by Lagrange interpolation, there exists a polynomial P ∈ k[T ]; without constant term and
such that P (λi − λj) = f(λi)− f(λj), for all 1 ≤ i, j ≤ m. But then, clearly,

adg(y) = P (adg(xs)).

On the other hand, by Lemma I.6.3, adg(x) = adg(xs) + adg(xn) is the Jordan-Chevalley de-
composition of adg(x) ∈ gl(gl(V )). Hence, there exists a polynomial Q in k[T ], without constant
term, such that

adg(xs) = Q(adg(x)).

Therefore, there exists a polynomial R in k[T ], without constant term, such that

adg(y) = R(adg(x)).

From this, since x ∈M , it follows that y ∈M . By hypothesis on x, we thus get that

0 = Tr(xy) =
∑

1≤i≤m
λif(λi).
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The right hand side is an element of E, so that we may apply f to it and get 0 =
∑

1≤i≤m f(λi)
2,

which entails that f(λi) = 0, for all 1 ≤ i ≤ m, since this sum is a sum of positive rational
numbers.

At this stage, we have proved that f is zero. Hence, the dual of E, and therefore E, is zero.
It follows that all the eigenvalues of xs are zero and that xs is thus zero, which proves that x is
nilpotent.

Theorem I.6.5 – Cartan’s criterion for solvability – Assume that k is algebraically closed
and of characteristic 0. Let V be a finite dimensional vector space and g a Lie subalgebra of
gl(V ). Suppose that, for all x ∈ [g, g] and all y ∈ g, Tr(x ◦ y) = 0, then g is solvable.

Proof. We are in position to apply Lemma I.6.4 with A = [g, g], B = g. Put M = {x ∈ gl(V )|∀y ∈
B, [x, y] ∈ A}, as in this Lemma. It is clear that g ⊆M . Thus

[g, g] ⊆ g ⊆M ⊆ gl(V ).

Take x ∈ [g, g], y ∈M . As is easily verified,

∀a, b, c ∈ gl(V ), Tr([a, b] ◦ c]) = Tr(a ◦ [b, c]).

From this equality, we easily get that Tr(x◦y) = 0. Hence, Lemma I.6.4 proves that x is nilpotent.
Applying now Engel’s Theorem (in the form of Theorem I.4.8), we get that [g, g] is nilpotent,
hence solvable. Thus g is solvable by Exercise I.5.3.

Corollary I.6.6 – Assume that k is algebraically closed and of characteristic 0. Let g be a finite
dimensional Lie algebra. Suppose that, for all x ∈ [g, g] and all y ∈ g, Tr(adg(x) ◦ adg(y)) = 0,
then g is solvable.

Proof. Consider the adjoint representation of g, adg : g −→ gl(g). By the hypothesis on g, we
are in position to apply Cartan’s criterion to the Lie subalgebra adg(g) of gl(g). Hence, adg(g) is
solvable. But adg(g) is isomorphic to g/Z(g). Hence, g is solvable.

I.7 Simple and semisimple Lie algebras.

In this section, k is an arbitrary field and Lie algebras are assumed to be finite dimensional.

Definition I.7.1 – A Lie algebra g is called simple if it is nonabelian and if it has no other
ideals than {0} and g.

Exercise I.7.2 – A simple Lie algebra is not solvable.

Exercise I.7.3 – Let n ∈ N∗. If the characteristic of k is different from 2 and does not divide
n, then sln(k) is a simple Lie algebra.

We now introduce semisimple Lie algebras.

We have already mentionned (cf. Exercise I.5.3) that the sum of two solvable ideals of a Lie
algebra is a solvable ideal. It follows that, for any Lie algebra, the set of solvable ideals, ordered
by inclusion, as a greatest element. This justifies the following definition.
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Definition I.7.4 – Let g be a Lie algebra. The radical of g, denoted Rad(g), is the greatest
solvable ideal of g.

Definition I.7.5 – A Lie algebra g is semisimple if Rad(g) = (0).

Example I.7.6 – Let g be a nonzero Lie algebra. Then, using the second point in Exercise I.5.3,
we get that g/Rad(g) is semisimple.

Exercise I.7.7 – A simple Lie algebra is semisimple (see Exercise I.7.2). The Lie algebra (0) is
semisimple (though not simple).

Exercise I.7.8 – Let g be a Lie algebra.
1. We have Z(g) ⊆ Rad(g).
2. If g is semisimple, its adjoint representation is faithful, i.e., adg : g −→ gl(g) is injective.

Actually, abelian ideals detect semisimplicity.

Lemma I.7.9 – Let g be a nonzero Lie algebra. Then, g is semisimple if and only if it has no
nonzero abelian ideal.

Proof. Clearly, any abelian ideal of g is contained in Rad(g). So, the condition is necessary.
Conversally, if Rad(g) is nonzero, the last nonzero term in the derived series of Rad(g) is an
abelian ideal of Rad(g). But, by Exercise I.5.4, this last nonzero term is actually an ideal of g.

Remark I.7.10 – Levi decomposition – Exercise I.7.6 shows that any Lie algebra is the
extension of a semisimple Lie algebra by a solvable Lie algebra. It turns out that, actually, under
mild hypotheses on the base field, such an extension may be choosen to be split. In other words,
any Lie algebra g is the semi-direct product of its radical and a Lie subalgebra isomorphic to
g/Rad(g). This is the Levi decomposition. It clearly emphesises the importance of solvable and
semisimple Lie algebras.

We now introduce a major tool to characterise semisimplicity: the Killing form.

Definition I.7.11 – Let g be a Lie algebra. The Killing form of g is the map:

κg : g× g −→ k
(x, y) 7→ Tr(ad(x) ◦ ad(y))

,

where Tr stands for the usual trace map on gl(g).

Exercise I.7.12 – Let g be a Lie algebra.
1. Show that the Killing form of g is is a symmetric bilinear form, and that, for all x, y, z ∈ g:

κg(x, [y, z]) = κg([x, y], z).

(A symmetric bilinear form over a Lie algebra satisfying the above compatibility condition with
the Lie bracket is called invariant.)
2. Show that the radical of the Killing form:

Rad(κg) := g⊥ = {x ∈ g | κg(x, y) = 0, ∀y ∈ g}

is an ideal of g.
3. Show that, more generaly, the orthogonal for κg of an ideal of g is an ideal of g.
4. Let i be an ideal of g. Then, κi = (κg)|i×i. (The same result does not hold if i is just a Lie
subalgebra of g.)
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Remark I.7.13 – (Cartan’s criterion for solvability revisited) – Assume k is algebraically
closed and of characteristic 0. Let g be a Lie algebra. Corollary I.6.6 actually states the following.
If [g, g] ⊆ Rad(κg), then g is solvable.

Lemma I.7.14 – Assume k is algebraically closed and of characteristic 0. Let g be a Lie algebra.
Then Rad(κg) ⊆ Rad(g).

Proof. Put i = Rad(κg) and recall that i is an ideal of g (see Exercise, I.7.12).
Let x ∈ i, by definition, we have κg(x, y) = 0, for all y ∈ i. By Point 4 of Exercise, I.7.12, this

entails that κi = 0. In particular, [i, i] ⊆ Rad(κi). By Cartan’s criterion for solvability (under
the form of Remark I.7.13), this means that i is solvable. Hence, being an ideal, i ⊆ Rad(g) by
definition of the radical of a Lie algebra.

Exercise I.7.15 – Let g be a Lie algebra.
1. Let i be an abelian ideal of g. For all (x, y) ∈ g× i, the endomorphism ad(x)◦ad(y) is nilpotent
(of index bounded above by 2), hence has zero trace.
2. Thus Rad(κg) contains any abelian ideal of g.

The following Theorem is fundamental; it connects the Killing form and semisimplicity.

Theorem I.7.16 – (Cartan-Killing’s criterion.) – Assume k is algebraically closed and of
characteristic 0. Let g be a Lie algebra. Then, g is semisimple if and only if κg is nondegenerate.

Proof. It follows immediately from Lemma I.7.14 that, if g is semisimple, then its Killing form
must be nondegenerate.

Conversaly, suppose that κg is nondegenerate. By Exercise I.7.15, then g has no nontrivial
abelian ideal. But then, Lemma I.7.9 shows that g is semisimple.

Exercise I.7.17 – Assume k is algebraically closed and of characteristic 0. The direct sum of
two semisimple Lie algebras is again semisimple. (Hint. use the Cartan-Killing criterion.) In
particular, the (finite) direct sum of simple Lie algebras is semisimple.

We then get a structure Theorem for semisimple Lie algebras which reduces their study to
that of simple Lie algebras.

Lemma I.7.18 – Assume k is algebraically closed and of characteristic 0. Let g be a semisimple
Lie algebra. If i is a Lie ideal of g, then
1. g = i⊕ i⊥ and [i, i⊥] = 0;
2. i and i⊥ are semisimple as Lie algebras.

Proof. Let i be a Lie ideal of g. By Exercise I.7.12, we know that i⊥ is a Lie ideal of g. Consider
the ideal j = i ∩ i⊥. We have that

κj = (κg)|j×j = 0 ;

the first equality is Exercise I.7.12, Point 4, the second is trivial. Hence, [j, j] ⊆ Rad(κj) and
Cartan’s criterion gives that j is solvable. But, being an ideal of the semisimple Lie algebra g,
this forces j to be trivial. That is, i ∩ i⊥ = 0, and thus

g = i⊕ i⊥

since κg is nondegenerate. Moreover, [i, i⊥] ⊆ i ∩ i⊥, so that [i, i⊥] = 0.
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But, this last equality shows that any ideal of the Lie algebra i (resp. i⊥) is actually an ideal
of g. Hence, the existence of a non trivial solvable ideal of the Lie algebra i (resp. i⊥) would
imply the existence of a non trivial solvable ideal of g. Hence i and i⊥ are semisimple as Lie
algebras.

Theorem I.7.19 – Structure of semisimple Lie algebras – Assume k is algebraically closed
and of characteristic 0. Let g be a nonzero semisimple Lie algebra.
1. There exist t ∈ N∗, Lie ideals s1, . . . , st of g which are simple as Lie algebras, such that

g = s1 ⊕ . . .⊕ st

and, for 1 ≤ i < j ≤ t, [si, sj ] = 0.
2. If s is an ideal of g which is a simple Lie algebra, then there exists 1 ≤ i ≤ t such that s = si.

Proof. Suppose that g is a semisimple Lie algebra which is not simple. By definition, there exists
an ideal i of g such that (0) ⊂ i ⊂ g. By Lemma I.7.18, we know that i and i⊥ are semisimple Lie
algebras and that

g = i⊕ i⊥ and [i, i⊥] = 0.

Choose now i minimal among proper nontrivial ideals of g. We even have that i is a simple Lie
algebra (and i⊥ a semisimple one).

Let now d ∈ N∗ be the least integer for which there exists a semisimple Lie algebra of dimension
d. We are now ready to prove the theorem by induction on dimk(g). If g has dimension d, then
the above reasoning shows that g is actually simple. Hence the result is true. Suppose now that
dimk(g) > d. If g is simple, then the result holds for it. Otherwise, choose a minimal proper non
trivial ideal of g. Then, by the above, i⊥ is a semisimple Lie algebra of strictly lower dimension
and we may apply the induction hypothesis to it. By the above argument, we deduce that the
result holds for g.
2. Let s be an ideal of g which is a simple Lie algebra. Then, [s, g] is an ideal of s and it is
nonzero since Z(g) is zero. But then,

s = [s, g] =
⊕

1≤i≤t
[s, si],

(the first equality follows from the simplicity of s, the second is obvious). By the simplicity of s,
there must exist a unique 1 ≤ i ≤ t such that s = [s, si]. In particular, s ⊆ si and thus s = si by
the simplicity of si.

The following Corollary describes Lie ideals of semisimple Lie algebras.

Corollary I.7.20 – Assume k is algebraically closed and of characteristic 0. Let g be a semisim-
ple Lie algebra. Let t ∈ N∗ and s1, . . . , st be the Lie ideals of g which are simple (see Theorem
I.7.19). Then the following holds:
1. [g, g] = g;
2. any nonzero Lie ideal is a sum

⊕
j∈J sj for some subset J ⊆ {1, . . . , t};

3. any Lie ideal or homomorphic image of g is semisimple.

Proof. By Theorem I.7.19, we have that g = s1 ⊕ . . .⊕ st and, ∀ 1 ≤ i < j ≤ t, [si, sj ] = 0.
1. Clearly, [g, g] = [s1, s1]⊕ . . .⊕ [st, st]. But, for all 1 ≤ i ≤ t, [si, si] = si by the simplicity of si.
Hence Point 1.
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2. Let i be a nonzero ideal of g. By Lemma I.7.18, i is semisimple, so that [i, i] = i, by Point 1.
Thus,

i = [i, i] ⊆ [i, g] ⊆
⊕

1≤i≤t
[i, si] ⊆

⊕
1≤i≤t

i ∩ si ⊆ i.

Hence,

i =
⊕

1≤i≤t
i ∩ si.

On the other hand, for 1 ≤ i ≤ t, si is simple, so that i ∩ si equals si or (0). Hence Point 2.
3. This is now clear using Exercise I.7.17.

I.8 Engel and Cartan subalgebras.

In this section, k is an arbitrary field.

The main aim of this section is to introduce and study Cartan subalgebras of an arbitrary
(finite dimensional) Lie algebra g. This is done using other specific subalgebras, namely Engel
and Borel subalgebras.

We start with the notion of Engel subalgebra. The Engel subalgebras of the finite dimensional
Lie algebra g will be defined as generalised eigenspaces associated to the eigenvalue 0 of the
endomorphisms adg(x), x ∈ g. Hence, we introduce a notation for these subspaces: if V is a
vector space over k and f is an endomorphism of V , we put: V0(f) = {v ∈ V | fk(v) = 0, k � 0}.
More generally, for all λ ∈ k, we denote the generalised eigenspace of f associated to λ by

Vλ(f) = {v ∈ V | (f − λidV )k(v) = 0, k � 0} (I.8.1)

Remark I.8.1 – Suppose g is a finite dimensional Lie algebra. To each element x of g we
associate the endomorphism adg(x) : g −→ g of g. Clearly, x is in the kernel of adg(x) and (as
mentionned above) we denote its generalised eigenspace by g0(adg(x)):

g0(adg(x)) = {y ∈ g | (adg(x))k(y) = 0, k � 0}.

It turns out that, actually, for all x ∈ g, g0(adg(x)) is a Lie subalgebra of g as is easily proven
applying the generalised Leibniz formula (cf. Exercise I.3.3) to the derivation adg(x) of the Lie
algebra g.

Definition I.8.2 – Let g be a finite dimensional Lie algebra.
1. For all x ∈ g, the Lie subalgebra g0(adg(x)) is called the Engel subalgebra of g associated to x.
(See Remark I.8.1.)
2. An Engel subalgebra of g is a Lie subalgebra of g of the form g0(adg(x)), for some x ∈ g.

We now investigate the main properties of Engel subalgebras. We start showing that they
are self-normalising.

Proposition I.8.3 – Let g be a finite dimensional Lie algebra. If h is a Lie subalgebra of g
containing an Engel subalgebra of g, then h is its own normaliser. In particular, any Engel
subalgebra is its own normaliser.
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Proof. Consider x ∈ g such that, putting e = g0(adg(x)), e ⊆ h. We have:

x ∈ e ⊆ h ⊆ Ng(h) ⊆ g, adg(x)(e) ⊆ e, adg(x)(h) ⊆ h, adg(x)(Ng(h)) ⊆ h. (I.8.2)

Therefore, adg(x) induces endomorphisms of g/e and g/h. By definition of e, the former is an
automorphism and, as a consequence, so is the latter. But, the automorphism induced by adg(x)
on g/h sends the image of Ng(h) onto zero, by the last inclusion of (I.8.2). So, Ng(h) ⊆ h. The
rest is clear.

We now turn to properties of Engel subalgebras related to nilpotency.

Proposition I.8.4 – Let g be a finite dimensional Lie algebra and h be a Lie subalgebra of g.
Then h is nilpotent if and only if h ⊆

⋂
x∈h g0(adg(x)).

Proof. Suppose h is nilpotent, and consider x ∈ h. Then, by the very definition of nilpo-
tency, we have that h ⊆ g0(adg(x)). Hence, h ⊆

⋂
x∈h g0(adg(x)). Conversely, suppose that

h ⊆
⋂
x∈h g0(adg(x)). Then, for all x ∈ h, adg(x) induces a nilpotent endomorphism of h, which

is just adh(x). That is, all the elements of h are ad-nilpotent (as elements of h). By Engel’s
Theorem, h is therefore nilpotent.

Our next aim is Proposition I.8.6. It relies on the following elementary lemma in linear
algebra.

Lemma I.8.5 – Let V be a vector space over k, of finite dimension n ∈ N∗. Let f, g ∈ Endk(V ).
1. The subset of k of those scalars λ such that f + λg is nilpotent is either finite, of cardinality
bounded by n or equal to k.
2. The subset of k of those scalars λ such that f + λg is not an automorphism of V is either
finite, of cardinality bounded by n or equal to k.

Proof. For all λ ∈ k we denote by χλ the characteristic polynomial of the endomorphism f + λg.
It is easy to see that there exists pi ∈ k[U ], 1 ≤ i ≤ n, with either pi = 0 or deg(pi) ≤ i ≤ n,

for 1 ≤ i ≤ n, such that

∀λ ∈ k, χλ = (−1)nTn +
∑

1≤i≤n
pi(λ)Tn−i.

Now, for λ ∈ k, f + λg is nilpotent (resp. is not an automorphism) if and only if pi(λ) = 0, for
all 1 ≤ i ≤ n (resp. pn(λ) = 0). The result follows.

Proposition I.8.6 – Assume g is a finite dimensional Lie algebra and the field k has cardinality
greater than or equal to 2 dimk(g) + 1. Let h be a Lie subalgebra of g and let E be the set of Engel
subalgebras associated to elements of h:

E = {g0(adg(x)), x ∈ h} .

If there exists a minimal element of (E ,⊆) containing h, then this minimal element is a least
element and h is nilpotent.

Proof. Let z ∈ h be such that g0(adg(z)) is a minimal element in (E ,⊆) and h ⊆ g0(adg(z)). Put
e = g0(adg(z)).
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Let x ∈ h, λ ∈ k. As z, x and z + λx belong to h ⊆ e the endomorphisms adg(z), adg(x)
and adg(z + λx) stabilise e and therefore induce endomorphisms of g/e, respectively denoted by
adg(z), adg(x) and adg(z + λx). Of course, we have adg(z + λx) = adg(z) + λadg(x). Observe in
addition that, by definition of e, adg(z) is an automorphism of g/e.

Let x ∈ h. Seen the above, it follows from the second statement of Lemma I.8.5 that,
adg(z + λx) is not an automorphism of g/e for at most dimk(g) elements λ ∈ k. But, seen
the hypotheses on the cardinality of k, this entails that adg(z + λx) is an automorphism of
g/e for at least dimk(g) + 1 elements λ of k. So, for at least dimk(g) + 1 elements λ of k,
we have that g0(adg(z + λx)) ⊆ e and, by the minimality hypothesis on the Engel subalgebra
e, we get that, for at least dimk(g) + 1 elements λ of k, g0(adg(z + λx)) = e. Now, for any
λ ∈ k, we have that z + λx ∈ e, so adg(z + λx) stabilises e and induces on e the endomorphism
ade(z + λx). If, in addition, g0(adg(z + λx)) = e, then we get that ade(z + λx) is nilpotent. So,
at this stage, we have proved that, for at least dimk(g) + 1 elements λ of k, the endomorphism
ade(z+λx) = ade(z)+λade(x) is nilpotent. From this and the first statement of Lemma I.8.5, we
deduce that ade(z+λx) is nilpotent for all λ ∈ k. In particular, ade(z+x) is nilpotent. Summing
up, we get that,

∀x ∈ h, e ⊆ g0(adg(z + x)). (I.8.3)

Now, consider any element y ∈ h. The above inclusion applied with x = y−z establishes that
e ⊆ g0(adg(y)). Hence, e is indeed a least element of (E ,⊆). Now, applying the second point of
Lemma I.8.4, we deduce that h is nilpotent.

We are now in position to introduce and study the so-called Cartan subalgebras of an arbitrary
(finite dimensional) Lie algebra g. These are the self-normalising nilpotent subalgebras of g.

Definition I.8.7 – Let g be a finite dimensional Lie algebra. A Cartan subalgebra of g is a Lie
subalgebra of g which is nilpotent and equal to its normaliser.

Theorem I.8.8 – Let g be a finite dimensional Lie algebra and assume the field k has cardinality
greater than or equal to 2 dimk(g) + 1.
1. For a Lie subalgebra h of g, the following statements are equivalent:
(i) h is a Cartan subalgebra of g;
(ii) h is a minimal Engel subalgebra of g.
2. There exist Cartan subalgebras of g.

Proof. Suppose h is a minimal Engel subalgebra of g. By Proposition I.8.3, h is its own normaliser
and, by Proposition I.8.6, h is nilpotent. Therefore, h is a Cartan subalgebra.

Conversally, suppose h is a Cartan subalgebra of g. Put

E = {g0(adg(x)), x ∈ h} .

As h is nilpotent, h is included in any element of E . Therefore, by Proposition I.8.6, E has a least
element. Let z ∈ h be such that e = g0(adg(z)) is that least element of E .

We want to show that h = e. Suppose to the contrary that h ⊂ e (strict inclusion). Then,

∀x ∈ h, h ⊂ g0(adg(x)).

There is a natural representation of h on the nonzero vector space e/h given by the Lie algebra
morphism

ρ : h −→ gl(e/h)
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which sends h ∈ h to the endomorphism of e/h induced by adg(x). But, as

e ⊆ g0(adg(x)), ∀x ∈ h,

the endomorphisms in the image of ρ are all nilpotent. We may therefore apply Engel’s Theorem
to the image of ρ and get that there exists a nonzero element of e/h in the kernel of ρ(x), for all
x ∈ h. That is, there exists y ∈ e \ h such that, for all x ∈ h, [x, y] ∈ h. But, this contradicts
the equality h = Ng(h). Thus, we conclude that h = e; in particular h is an Engel subalgebra
of g. In addition, suppose x is an element of g such that g0(adg(x)) ⊆ h. Then, clearly, x ∈ h
and therefore, g0(adg(x)) ∈ E , so that g0(adg(x)) = h. We have shown that h is a minimal Engel
subalgebra.

All in all, point 1 of the statement is established. Clearly, point 2 follows at once.

Remark I.8.9 – Let g be a finite dimensional nilpotent Lie algebra. Then, clearly, g is a Cartan
subalgebra of itself. Therefore, by Theorem I.8.8, g is the unique Cartan subalgebra of g.

We now mention a couple of useful statements about the behavior of Cartan subalgebras with
respect to surjective morphisms of Lie algebras.

Proposition I.8.10 – Let g and g′ be finite dimensional Lie algebras and let π : g −→ g′ be a
surjective morphism of Lie algebras. Assume the field k has cardinality greater than or equal to
2 dimk(g) + 1.
1. If h is a Cartan subalgebra of g, then π(h) is a Cartan subalgebra of g′.
2. Let h′ be a Cartan subalgebra of g′. Then, any Cartan subalgebra of π−1(h′) is a Cartan
subalgebra of g.

Proof. 1. Let h is a Cartan subalgebra of g. Then, h is nilpotent and, therefore, so is π(h). Let
now y ∈ Ng′(π(h)) and let x ∈ g be such that y = π(x). Since [π(x), π(h)] ⊆ π(h), we have that
[x, h] ⊆ h+ker(π). But, clearly, [x, ker(π)] ⊆ ker(π). Hence, we get that [x, h+ker(π)] ⊆ h+ker(π).
On the other hand, the subalgebra h+ ker(π) is a subalgebra of g that contains the Engel subal-
gebra h, by Theorem I.8.8. Therefore, by Proposition I.8.3, h + ker(π) is its own normaliser. As
a consequence, we get that x ∈ h + ker(π), which gives that y = π(x) ∈ π(h). So, π(h) is its own
normaliser.
2. Let h be a Cartan subalgebra of π−1(h′). Then, by definition, h is nilpotent. On the other
hand, by Point 1, π(h) is a Cartan subalgebra of g′, included in the Cartan subalgebra h′. Thus,
by Theorem I.8.8, π(h) = h′. Now, let x ∈ Ng(h). Then, [π(x), π(h)] ⊆ π([x, h]) ⊆ π(h). There-
fore, as π(h) = h′ is a Catan subalgebra of g′, π(x) ∈ π(h), that is: x ∈ h + ker(π). But
h + ker(π) ⊆ h + π−1(h′) ⊆ π−1(h′). So, x ∈ π−1(h′). We have shown that x ∈ Nπ−1(h′)(h) and,
as h is a Cartan subalgebra of π−1(h′), x ∈ h.

Our final aim in this subsection is to show that, wken k is algebraically closed and of charac-
teristic 0, all the Cartan subalgebras of a solvable Lie algebra are conjugate under the action of
the group of Lie algebra automorphisms. Actually, a little bit more is true: they are conjugate
under the action of a group smaller than the group of all Lie algebra automorphisms and, since
this smaller group is easier to handle, we will work with it.

Remark I.8.11 – On some specific automorphisms of a Lie algebra – In this remark, we
suppose k is algebraically closed and of characteristic 0. We fix a finite dimensional Lie algebra
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g and denote by Aut(g) the group of Lie algebra automorphisms of g.
1. Consider now an element x in g such that the derivation adg(x) is nilpotent. Then, Exercise
I.3.6 shows that exp(adg(x)) ∈ Aut(g). We denote by Int(g) the subgroup of Aut(g) generated
by such automorphisms. Elements of Int(g) are called inner automorphisms of g.

Let now x ∈ g and φ ∈ Aut(g). Then, clearly, φ ◦ adg(x) ◦ φ−1 = adg(φ(x)). In addition, if
adg(x) is nilpotent, then so is adg(φ(x)) and

φ ◦ exp(adg(x)) ◦ φ−1 = exp(adg(φ(x))).

It follows that Int(g) is a normal subgroup of Aut(g).
2. Let y ∈ g and let λ ∈ k. We put:

gλ(adg(y)) = {x ∈ g | (adg(y)− λidg)
k (x) = 0, k � 0}

(this generalises the notation introduced in Remark I.8.1). As is well-known, gλ(adg(y)) 6= (0) if
and only if λ is an eigenvalue of adg(y) and

g =
⊕

λ∈Spec(adg(y))

gλ(adg(y)).

We are in the context of Exercise I.3.5 (with d = adg(y)) which gives:

∀λ, µ ∈ k, [gλ(adg(y)), gµ(adg(y))] ⊆ gλ+µ(adg(y)).

This shows that, for all λ ∈ k \ {0}, any element of gλ(adg(y)) is ad-nilpotent.
3. Put

N (g) =
⋃

y∈g,λ∈k\{0}

gλ(adg(y)).

The results of the previous point show that any element of N (g) is ad-nilpotent. Therefore,
we can consider the following subgroup of Int(g), generated by the automorphisms exp(adg(x)),
x ∈ N (g):

E(g) = 〈exp(adg(x)), x ∈ N (g)〉 ⊆ Int(g). (I.8.4)

It is easy to show that, for all σ ∈ Aut(g), y ∈ g and λ ∈ k, gλ(adg(σ(y))) = σ(gλ(adg(y)).
Therefore, N (g) is stable under Aut(g). Using the same arguments as in point 1 above, we
deduce that E(g) is a normal subgroup of Aut(g).

It turns out that the group E(g) has good properties with respect to subalgebras and homo-
morphic images, as we show now.
3.1. Consider a Lie subalgebra h of g. It is immediate that N (h) ⊆ N (g). Further, put

E(g; h) = 〈exp(adg(x)), x ∈ N (h)〉 ⊆ E(g).

Now, let x ∈ N (h). By definition, there exist y ∈ h and λ ∈ k \ {0} such that x ∈ hλ(adh(y)).
Then, x ∈ gλ(adg(y)). We have that adg(x) is a nilpotent endomorphism of g and that adh(x)
is a nilpotent endomorphism of h (with nilpotency index less than or equal to that of adg(x)).

Therefore, we may consider the linear automorphism τ = exp(adg(x)) =
∑

i∈N
1

i!
adg(x)i of g. Of

course, τ stabilises h and we have

τ|h =
∑
i∈N

1

i!
adh(x)i = exp(adh(x)).
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It follows that any element of E(g; h) stabilises h and that

E(h) = {σ|h, σ ∈ E(g; h)}.

3.2. Consider now a Lie algebra h and a surjective morhism φ : g −→ h of Lie algebras.
An immediate observation shows that:

∀x ∈ g, ∀λ ∈ k, ∀k ∈ N, φ ◦ (adg(x)− λidg)
k = (adh(φ(x))− λidh)

k ◦ φ. (I.8.5)

Hence, ∀x ∈ g, ∀λ ∈ k, φ(gλ(adg(x))) ⊆ hλ(adh(φ(x))). But, we have g =
⊕

λ∈k gλ(adg(x)),
h =

⊕
λ∈k hλ(adh(φ(x))) and φ is surjective, thus

∀x ∈ g, ∀λ ∈ k, φ(gλ(adg(x))) = hλ(adh(φ(x))).

It follows that
φ(N (g)) = N (h).

Now, let y ∈ N (h). By the above, there exists x ∈ N (g) such that y = φ(x). Now, applying
(I.8.5), we get that: exp(adh(y)) ◦ φ = φ ◦ exp(adg(x)).

Now, clearly, the following statement follows: For all τ ∈ E(h), there exists σ ∈ E(g) such
that the diagram

g
φ //

σ

��

h

τ

��
g

φ // h

commutes.

We are now in position to establish the following statement.

Theorem I.8.12 – Assume k is algebraically closed and of characteristic 0. Let g be a finite
dimensional solvable Lie algebra g and denote by E(g) the group of Lie algebra automorphisms of
g introduced in (I.8.4). If h1 and h2 are Cartan subalgebras of g, then there exists σ ∈ E(g) such
that h2 = σ(h1).

Proof. We procede by induction on the dimension of g. As g is solvable and non-zero, we cannot
have [g, g] = g and it is therefore abelian. Hence, by Remark I.8.9, the result holds.

Assume now that n ∈ N∗ is an integer such that the result holds for all solvable Lie algebra of
dimension bounded by n and consider a solvable Lie algebra of dimension n+ 1. If g is nilpotent,
then the result holds by Remark I.8.9. We thus assume that g is solvable but not nilpotent. The
last nonzero term in the derived series of g is therefore a proper, non-zero abelian ideal of g.
Hence, g posseses non-zero, proper, abelian ideals. Let i be a non-zero, proper, abelian ideals
of g, of minimal dimension. We denote by π : g −→ g/i the canonical projection and notice
that, by the induction hypothesis, the Cartan subalgebras of g/i are conjugate under E(g/i). By
Proposition I.8.10, π(h1) and π(h2) are Cartan subalgebras of g/i. Hence, there exists τ ∈ E(g/i)
such that

π(h2) = τ(π(h1)).

On the other hand, by Remark I.8.11, there exists σ ∈ E(g) such that the diagram

g
π //

σ

��

g/i

τ

��
g

π // g/i
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commutes. Now, from the identities τ(π(h1)) = π(h2) and τ◦π = π◦σ, we get that π(σ(π−1(π(h1)))) =
π(h2). Since ker(π) ⊆ σ(π−1(π(h1))), it follows that

σ(π−1(π(h1))) = π−1(π(h2)). (I.8.6)

First case: suppose that we have a strict inclusion

π−1(π(h2)) ⊂ g. (I.8.7)

Of course, the Lie subalgebra π−1(π(h2)) of g is solvable, as g is. Further, it contains the Cartan
subalgebras h2 and σ(h1) of g. Hence, h2 and σ(h1) are Cartan subalgebras of the solvable Lie
algebra π−1(π(h2)). Thus, under our assumption that π−1(π(h2)) ⊂ g, the induction hypothesis
apply to show that there exists an element of E(π−1(π(h2))) that sends σ(h1) to h2. But, as
shown in Point 3 of Remark I.8.11, elements of E(π−1(π(h2))) are restrictions to π−1(π(h2)) of
elements of E(g). So, there exists ν ∈ E(g) such that h2 = ν(σ(h1)). Thus, under assumption
(I.8.8), we are done.
Second case: suppose, alternatively, that we have

π−1(π(h2)) = g. (I.8.8)

Thus, by (I.8.6), we have that σ(π−1(π(h1))) = π−1(π(h2)) = g and, hence, π−1(π(h1)) =
π−1(π(h2)) = g. So,

g = h1 + i = h2 + i.

On the other hand, by Theorem I.8.8, h2 is a minimal Engel subalgebra. In particular, there
exists x ∈ g such that h2 = g0(adg(x)). Now, the endomorphism adg(x) of g stabilises i. So, i
decomposes as the direct sum of generalised eigenspaces for adg(x)|i:

i = ⊕λ∈kiλ(adg(x)|i) = i0(adg(x)|i)⊕ i∗(adg(x)|i), (I.8.9)

where i∗(adg(x)|i) stands for the sum of all the generalised eigenspaces associated to nonzero
eigenvalues (see the notation introduced in (I.8.1). Similarly, we have the decomposition of g as
the direct sum of the generalised eigenspaces of adg(x):

g = ⊕λ∈kgλ(adg(x)) = g0(adg(x))⊕ g∗(adg(x)) = h2 ⊕ g∗(adg(x)), (I.8.10)

where g∗(adg(x)) stands for the sum of all the generalised eigenspaces associated to nonzero
eigenvalues. Of course, we have that:

∀λ ∈ k, iλ(adg(x)|i) = gλ(adg(x)) ∩ i.

In addition, by Exercise I.3.5 (applied with A = g and d = adg(x)):

∀λ, µ ∈ k, [gλ(adg(x)), gµ(adg(x))] ⊆ gλ+µ(adg(x)). (I.8.11)

Hence, as i is an abelian ideal,we have that

∀λ ∈ k, [g, iλ(adg(x)|i] = [h2 + i, iλ(adg(x)|i]

= [h2, iλ(adg(x)|i]

= [g0(adg(x)), iλ(adg(x)|i]

⊆ gλ(adg(x)) ∩ i
= iλ(adg(x)|i).
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That is: all the summands in (I.8.9) are abelian ideals of g. Now, as i is minimal among
nonzero abelian ideals of g, there must exist λ ∈ k such that i = iλ(adg(x)|i). But, the equality
i = i0(adg(x)|i) would entail i ⊆ h2 and thus g = h2, contradicting the assumption that g is
not nilpotent, so such a λ is nonzero. But then, g = h2 ⊕ i and it follows from (I.8.10) that
i = gλ(adg(x)). We have shown that:

∃λ ∈ k \ {0}, such that i = gλ(adg(x)).

We are now in position to exhibit an element of E(g) that sends h1 to h2. First, as g = h1 + i,
there exist y ∈ h1 and z ∈ i such that x = y + z. On the other hand, adg(x) acts invertibly on i
since i is a generalised eigenspace of adg(x) associated to a nonzero eigenvalue. Thus, there exists
z′ ∈ i such that z = [x, z′]. Now, z′ being in a generalised eigenspace of adg(x) associated to a
nonzero eigenvalue, its action on g is nilpotent, by (I.8.11). So, we can consider the automorphism
σ = exp(adg(z

′)) of the Lie algebra g, and σ ∈ E(g). But clearly, i being abelian, adg(z
′)2 = 0.

Hence,
σ = exp(adg(z

′)) = idg + adg(z
′).

In particular, σ(x) = y. But, using (I.8.5) we have that σ(g0(adg(x)) = g0(adg(σ(x)). So

σ(h2) = σ(g0(adg(x)) = g0(adg(σ(x)) = g0(adg(y)).

Therefore, g0(adg(y)) is a Cartan subalgebra of g. On the other hand, h1 being nilpotent, since
y ∈ h1, h1 ⊆ g0(adg(y)). As both h1 and g0(adg(y)) are Cartan subalgebras of g, they must
be equal (see Point 1 of Theorem I.8.8). All in all, we get that h1 = σ(h2). The proof is now
complete.

We will eventually show that Theorem I.8.12 extends to the case of an arbitrary finite dimen-
sional Lie algebra. This will be done using Borel subalgebras. We thus introduce the latter right
now. However, their detailled study will be postponed since it uses properties of semisimple Lie
algebras that are not yet established.

Definition I.8.13 – Let g be a finite dimensional Lie algebra. A Borel subalgebra of g is a Lie
subalgebra of g that is maximal among solvable Lie subalgebras of g.

Lemma I.8.14 – Let g be a finite dimensional Lie algebra and b be a Borel subalgebra of g.
Then, b = Ng(b).

Proof. Let x ∈ Ng(b). Then, the Lie subalgebra b + kx of g satisfies [b + kx, b + kx] ⊆ b. It
follows, b being solvable, that b + kx is solvable. Therefore b = b + kx, so that x ∈ b.

Lemma I.8.15 – Let g be a finite dimensional Lie algebra and let π : g −→ g/Rad(g) be the
canonical projection. Then, direct and inverse image under π establish a bijective correspondence
between Borel subalgebras of g and Borel subalgebras of g/Rad(g).

Proof. Notice first that, since Rad(g) is a solvable ideal of g, then any Borel subalgebra of
g must contain Rad(g). Now, direct and inverse image establish a bijective correspondence
between subalgebras of g and subalgebras of g/Rad(g), and, by the previous observation, this
correspondence preserves solvability (see Exercise I.5.3). The rest is clear.
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Part II

Semisimple Lie algebras.
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II.1 Complete reducibility of finite dimensional representations.

Assume k is algebraically closed of characteristic 0.

Definition II.1.1 – Let g be a Lie algebra and β : g × g −→ k be a symmetric bilinear form
over g. Then, β is called invariant if

x, y, z ∈ g, β(x, [y, z]) = β([x, y], z).

Lemma II.1.2 – Let g be a finite dimensional semisimple Lie algebra and (V, f) a faithful finite
dimensional representation of g. Consider

βf : g× g −→ k
(x, y) 7→ Tr(f(x) ◦ f(y))

.

Then, βf is an invariant, nondegenerate and symmetric bilinear form on g.

Proof. Bilinearity and symmetry of the form βf are clear. The invariance of βf is easy. Let
now Rad(βf ) be the radical of βf . By the invariance of βf , Rad(βf ) is a Lie ideal of g. Now,
f(Rad(βf )) is a Lie subalgebra of gl(V ), isomorphic to Rad(βf ), since f is faithful. On the
other hand, Cartan’s criterion for solvability clearly applies to f(Rad(βf )) and shows that it is
solvable. It follows that f(Rad(βf )) is solvable and hence that so is Rad(βf ). But g is semisimple,
so Rad(βf ) = (0).

Lemma II.1.3 – Let g be a finite dimensional Lie algebra, β : g × g −→ k be an invariant,
nondegenerate, symmetric bilinear form on g and (V, f) a representation of g. Let (x1, . . . , xn)
be a basis of g and (y1, . . . , yn) be its dual basis with respect to β. Then, the element

c =
∑

1≤i≤n
f(xi) ◦ f(yi) ∈ Endk(V )

is a morphism of representation of (V, f).

Proof. Let z be an element of g. Consider elements ai,j , bi,j ∈ k, 1 ≤ i, j ≤ n, such that

[z, xi] =
∑

1≤j≤n
ai,jxj and [z, yi] =

∑
1≤j≤n

bi,jyj .

By the invariance of β, we have that, for all 1 ≤ i, j ≤ n,

ai,j = β([z, xi], yj) = −β([xi, z], yj) = −β(xi, [z, yj ]) = −bj,i.

Recall now that [f(z),−] : Endk(V ) −→ Endk(V )) is a derivation of the associative algebra
Endk(V ). So,

[f(z), c] =
∑

1≤i≤n[f(z), f(xi) ◦ f(yi)]

=
∑

1≤i≤n[f(z), f(xi)] ◦ f(yi) +
∑

1≤i≤n f(xi) ◦ [f(z), f(yi)]

=
∑

1≤i≤n f([z, xi]) ◦ f(yi) +
∑

1≤i≤n f(xi) ◦ f([z, yi])

=
∑

1≤i,j≤n ai,jf(xj) ◦ f(yi) +
∑

1≤i,j≤n bi,jf(xi) ◦ f(yj)

=
∑

1≤i,j≤n ai,jf(xj) ◦ f(yi) +
∑

1≤i,j≤n bj,if(xj) ◦ f(yi)

=
∑

1≤i,j≤n(ai,j + bj,i)f(xj) ◦ f(yi)

= 0.

Which proves that c is a morphism of representation of (V, f).
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Remark II.1.4 – Let g be a finite dimensional semisimple Lie algebra and (V, f) a faithful finite
dimensional representation of g. Lemma II.1.2 proves that

βf : g× g −→ k
(x, y) 7→ Tr(f(x) ◦ f(y))

is an invariant, nondegenerate, symmetric bilinear form on g. Let (x1, . . . , xn) be a basis of g and
(y1, . . . , yn) be its dual basis with respect to βf . Then the element,

c =
∑

1≤i≤n
f(xi) ◦ f(yi) ∈ Endk(V ) (II.1.1)

is a morphism of representation of (V, f), by Lemma II.1.3. In addition, we have

Tr(c) =
∑

1≤i≤n
Tr(f(xi) ◦ f(yi)) =

∑
1≤i≤n

βf (xi, yi) = dimk(g). (II.1.2)

Suppose in addition that (V, f) is simple. Then, by Schur’s Lemma, c ∈ kidV . It follows that

c =
dimk(g)

dimk(V )
idV .

In particular, the above element is independant of the choice of the basis (x1, . . . , xn). For this
reason, we denote it cf and call it the Casimir element associated to f .

We are now ready to prove Weyl’s Theorem of complete reducibility of finite dimensional
representations of finite dimensional semisimple Lie algebras. According to Theorem I.2.21, the
complete reducibility of a representation is equivalent to the fact that it satisfies the direct sum-
mand property. Hence, we prove that any finite dimensional representation of a finite dimensional
semisimple Lie algebra does satisfy the direct summand property.

Lemma II.1.5 – Let g be a finite dimensional semisimple Lie algebra and let (V, ρ) be a finite
dimensional representation of g. If W is a codimension 1 subrepresentation of (V, ρ), then there
exists a subrepresentation X of (V, ρ) such that V = W ⊕X.

Proof. We proceed by induction on the dimension of V . The result is trivial whenever V has
dimension less than or equal to 1. We now consider a finite dimensional representation (V, ρ) of
g with dimk(V ) > 1 and a codimension 1 subrepresentation W of V .

Suppose W is not simple. Then, there exists a subrepresentation W ′ of V such that

(0) ⊂W ′ ⊂W ⊂ V.

We consider the quotient representation (V/W ′, ρ) of g and denote by π : V −→ V/W ′ the
canonical projection. Clearly, π(W ) is a codimension 1 subrepresentation of V/W ′ and, since

dimk(V/W ′) < dimk(V ), the induction hypothesis yields a subrepresentation W̃ of V such that

W ′ ⊆ W̃ , dimk(W̃ ) = dimk(W ′) + 1 and V/W ′ = π(W )⊕ π(W̃ ).

Now, dimk(W̃ ) = dimk(W ′)+1 ≤ dimk(V )−1. So again, we may apply the induction hypothesis

to W̃ and its subrepresentation W ′. It provides a subrepresentation X of W̃ , of dimension 1,
such that

W̃ = W ′ ⊕X.
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But, on the one hand, we have that W ∩X ⊆ W ∩ W̃ = W ′, so that W ∩X ⊆ W ′ ∩X = (0).
And, on the other hand, dimk(W ) + dimk(X) = (dimk(V )− 1) + 1 = dimk(V ). Therefore, we get
that

V = W ⊕X.

So, in case W is not simple, it has the desired complement subrepresentation.

Suppose now that W is simple. Observe first that we may suppose, without loss of generality,
that ρ is faithful. Hence, to the arbitrary choice of a basis of g, we may associate an element c
as in (II.1.1); the element c is an endomorphism of the representation V (Lemma II.1.3) which,
by construction, stabilises all the subrepresentations of V .

Observe that, g being semisimple, we have that g = [g, g], from which it follows that g acts
trivially on any one dimensional representation. Therefore, g acts trivialy, on V/W . In other
words, ρ(g)(V ) ⊆ W . By construction, we therefore have c(V ) ⊆ W . Further, by Schurs’s
Lemma, c acts on W by scalar multiplication: there exists λ ∈ k such that c|W = λidW . All in
all, in any basis of V obtained by completing one of W , the matrix of c is as follows:

λ 0 . . . 0 ∗

0
. . .

. . .
...

...
...

. . .
. . . 0

...
0 . . . 0 λ ∗
0 . . . . . . 0 0

 .

But, by (II.1.2), we know that the trace of c is nonzero. Hence, λ 6= 0. From which it follows
that ker(c) is a one dimensional subspace of V and W ∩ ker(c) = (0), so that:

V = W ⊕ ker(c).

It remains to notice that, c being an endomorphism of representation, ker(c) must be a subrep-
resentation to conclude that ker(c) is the desired complement to W .

The proof is now complete.

Theorem II.1.6 – (Weyl’s Theorem.) Let g be a finite dimensional semisimple Lie algebra.
Any finite dimensional representation of g is completely reducible (equivalently, has the direct
summand property).

Proof. Let (V, ρ) be a finite dimensional representation of g. By Theorem I.2.21, the result
amounts to showing that (V, ρ) has the direct summand property. Of course, the result holds if
(V, ρ) is simple.

Suppose (V, ρ) is not simple and let (0) ⊂ W ⊂ V be a subrepresentation of V . We consider
the representation (Homk(V,W ), µ) of g as defined in Exercise I.2.7. We consider the two following
subspaces of Homk(V,W ): let V (resp. W) be the subspace of linear maps f : V −→ W which
act by scalar multiplication (resp. by 0) on W . Let f ∈ V and let λ ∈ k such that f|W = λidW .
Then, by definition of µ, we have that,

∀x ∈ g, ∀w ∈W, (µ(x)(f))(w) = ρ(x) ◦ f(w)− f ◦ ρ(x)(w) = ρ(x)(λw)− λρ(x)(w) = 0.

Therefore, V and W are subrepresentations of (Homk(V,W ), µ) and, further, the action of g
on this representation sends V into W. In addition, it is clear that W is a subspace of V of
codimension 1.
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Therefore, we are in position to apply the result of Lemma II.1.5: there exists a one dimen-
sional subrepresentation of V which is a complement of W. Let f ∈ V be a basis for such a
complement. Multiplying f by a nonzero scalar, if necessary, we may suppose that f|W = idW .
As we already noticed in the proof of Lemma II.1.5, g must act trivially on the subrepresentation
kf , since it is semisimple. This means that f is, actually, a morphism of representations from V
to W . As such, its kernel must be a subrepresentation of V . Further, as f|W = idW , we have
that ker(f) ∩W = (0). Now, an obvious dimension argument gives that

V = W ⊕ ker(f).

Therefore, ker(f) is the desired complement to W in V .

Corollary II.1.7 – Let h be a finite dimensional Lie algebra. If g is a semisimple ideal of g,
then there exists a unique Lie ideal i of h such that

h = g⊕ i.

Proof. The proof uses two representations attached to adh : h −→ gl(h).

Consider first the finite dimensional representation of g: (adh)|g : g −→ gl(h). Clearly, g is a
subrepresentation of h and thus, by Weyl’s Theorem, there exists a subrepresentation i of h such
that h = g⊕ i. We have that [g, i] ⊆ i because i is a subrepresentation of h and [g, i] ⊆ [g, h] ⊆ g
because g is an ideal of h. Therefore, we have

[g, i] ⊆ i ∩ g = (0).

Consider now the subrepresentation f : h −→ gl(g) of (h, adh). We claim that i = ker(f).
The inclusion i ⊆ ker(f) has been proved before. Conversaly, let x ∈ ker(f). Write x = xg + xi,
xg ∈ g, xi ∈ i. For all y ∈ g, we have

0 = [x, y] = [xg, y] + [xi, y] = [xg, y].

It follows that xg ∈ Z(g). But, g being semisimple, Z(g) = (0) and we get that x ∈ i. We have
shown that i = ker(f). In addition, as i is the kernel of f , it must be an ideal of h. The existence
is established.

Unicity is easy as, using the same argument as above, any i as in the statement must equal
ker(f).

II.2 Derivations.

Assume k is algebraically closed of characteristic 0.

Recall from Remark I.3.8 that, given any Lie algebra g, we have adg(g) ⊆ Derk(g) ⊆ gl(g)
and that Derk(g) is a Lie subalgebra of gl(g) and adg(g) a Lie ideal of the Lie algebra Derk(g).

We now proceed to show that, if g is a finite dimensional semisimple Lie algebra, then adg(g) =
Derk(g).

Proposition II.2.1 – Let g be a finite dimensional semisimple Lie algebra. Then adg(g) =
Derk(g); that is, all the derivations of g are inner derivations.
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Proof. We work in the finite dimensional Lie algebra Derk(g) and consider its Lie ideal adg(g)
(see Remark I.3.8). By the semisimplicity of g, the map adg : g −→ Derk(g) is injective. Hence,
adg(g) is a semisimple Lie ideal of Derk(g). Thus, we are in position to apply Corollary II.1.7
which asserts that there exists an ideal i of Derk(g) such that

Derk(g) = adg(g)⊕ i.

Let d ∈ i. For all x ∈ g, we have that

adg(d(x)) = [d, adg(x)] = 0;

indeed: the first equality above comes from Point 2 of Remark I.3.8, and the second follows from
the fact that i and adg(g) are ideals of Derk(g) with trivial intersection. Hence, d(x) is in the
center of the semisimple Lie algebra g, so that it is zero. We have shown that d = 0. Hence
i = (0), which proves the statement.

II.3 Abstract Jordan-Chevalley decomposition.

Assume k is algebraically closed of characteristic 0.

The results in this section show that any element of a finite dimensional semisimple Lie al-
gebra may be written uniquely as the sum of a nilpotent and a semisimple elements (in a sense
that needs to be defined) which commute. This amounts to an abstract form of the classical
Jordan-Chevalley decomposition of endomorphisms. The point with this decomposition is that
it is universal in some sense, since this decomposition recovers the classical one on any finite
dimensional representation.

The first notion defined below has already been introduced; we recall it for the sake of sym-
metry.

Definition II.3.1 – Let g be any finite dimensional Lie algebra and let x ∈ g.
1. We say that x is ad-nilpotent if the endomorphism ad(x) : g −→ g is nilpotent.
2. We say that x is ad-semisimple if the endomorphism ad(x) : g −→ g is diagonalisable.

The next Theorem establishes the existence of an abstract Jordan-Chevalley decomposition
for any finite dimensional semisimple Lie algebra.

Theorem II.3.2 – Abstract Jordan-Chevalley decomposition – Let g be a finite dimen-
sional semisimple Lie algebra. For all x ∈ g, there exists a unique pair (xn, xs) of elements of g
with xn ad-nilpotent, xs ad-semisimple, [xn, xs] = 0 and x = xn + xs. Further, any element of g
which commutes with x also commutes with xs and xn.

Proof. Since g is semisimple, the adjoint representation is faithful. In addition, by Proposition
II.2.1, its image is Derk(g). Hence, the adjoint representation induces an isomorphism of Lie
algebras as follows:

g −→ Derk(g)
x 7→ adg(x)

.

Now, let x ∈ g. The endomorphism adg(x) ∈ Endk(g) as a (usual) Jordan-Chevalley decomposi-
tion. That is, there exist endomorphisms s and n in Endk(g) with s diagonalisable, n nilpotent
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and such that adg(x) = s + n and s and n commute. But, by Proposition I.3.10, s and n must
belong to Derg(k). Hence, there exists xs, xn ∈ g such that adg(xs) = s and adg(xn) = n. It then
follows from the properties of s an n that xn is ad-nilpotent, xs is ad-semisimple, [xn, xs] = 0,
x = xn + xs and that, any element which commutes with x must also commute with xs and xn.
In addition, the unicity in the Jordan-Chevalley decomposition for endomorphisms implies the
unicity of such a pair (xs, xn).

Definition II.3.3 – Let g be a finite dimensional semisimple Lie algebra. Let x ∈ g. If (xn, xs)
is the pair of elements of g whose existence and unicity is given by Theorem II.3.8, xn is called
the nilpotent part of x, xs the semisimple part of x and the decomposition x = xn + xs is called
the abstract Jordan-Chevalley decomposition of x.

It will be useful latter to know how the abstract Jordan-Chevalley decomposition behaves
with respect to the decomposition of a semisimple Lie algebra as the sum of its simple ideals (see
Theorem I.7.19). This is the aim of the following exercise.

Exercise II.3.4 – Let g be a nonzero semisimple Lie algebra, t ∈ N∗, g1, . . . , gt, semisimple
Lie subalgebras of g such that, for all 1 ≤ i 6= j ≤ t, [gi, gj ] = 0. Consider x ∈ g and write
x =

∑
1≤i≤t xi, xi ∈ gi for all 1 ≤ i ≤ t.

1. If x is ad-semisimple then, for all 1 ≤ i ≤ t, xi is ad-semisimple both as an element of g and
as an element of gi.
2. If x is ad-nilpotent then, for all 1 ≤ i ≤ t, xi is ad-nilpotent both as an element of g and as an
element of gi.
3. Let xs be the semisimple part of x and xn its nilpotent part. For 1 ≤ i ≤ t, let (xi)s be the
semisimple part of xi and (xi)n its nilpotent part, as an element of gi. Then, for all 1 ≤ i ≤ t,
xs =

∑
1≤i≤t(xi)s and xn =

∑
1≤i≤t(xi)n.

At this stage, a first problem arises concerning the abstract Jordan-Chevalley decomposition,
that we have to fix in order to avoid ambiguity. Indeed, let V be a finite dimensional vector space
and let g ⊆ gl(V ) be a semisimple Lie subalgebra of gl(V ). Given any element of g we have at our
disposal the usual Jordan-Chevalley decomposition of that element (that is, as an endomorphism
of the vector space V ) and its abstract Jordan-Chevalley decomposition (as an element of the
semisimple Lie algebra g). This leads to the obvious question of the relationship between these
decompositions. This problem is fixed by Lemma II.3.6, via the preparatory Lemma II.3.5.

Lemma II.3.5 – Let V be a finite dimensional vector space and let g ⊆ gl(V ) be a semisimple
Lie subalgebra of gl(V ). For all x ∈ g, g contains the semisimple and nilpotent part of the
Jordan-Chevalley decomposition of x (as an endomorphism of Endk(V )).

Proof. Let V be the set of subrepresentations of V (seen as a representation of g by means of

g
⊆−→ gl(V )). For all W ∈ V, let

gW =
{
y ∈ gl(V ), | y(W ) ⊆W ), Tr(y|W ) = 0

}
.

In addition, let

g∗ = Ngl(V )(g)
⋂( ⋂

W∈V
gW

)
⊆ gl(V )

and observe that g∗ is a Lie subalgebra of gl(V ). We wish to show that g = g∗.
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First, it is clear that, for all W ∈ V, g ⊆ gW . Indeed, W is a subrepresentation of V (for g)
and g = [g, g] since g is semisimple (see Corollary I.7.20), so that the restriction of any element
of g to a subrepresentation W is a commutator and, hence, has zero trace. We have shown that
g ⊆ g∗.

We now show the converse inclusion. To start with, observe that g is actually an ideal of the
Lie algebra g∗, since g∗ ⊆ Ngl(V )(g). So, by Corollary II.1.7, there exists a unique Lie ideal i of
g∗ such that

g∗ = g⊕ i.

Consider y ∈ i. If W is a simple subrepresentation of V for g, then y(W ) ⊂W , so that y induces
an endomorphism of W and, since [y, g] ⊆ [i, g] ⊆ i ∩ g = (0), y|W is actually an endomorphism
of the representation W of g. By Schur’s Lemma this implies that there exists λ ∈ k such that
y|W = λidW and, since in addition Tr(y|W ) is zero, then y|W = 0. But, by Weyl’s Theorem, V is
the sum of such simple representations, so y = 0. We have shown that i = (0) and therefore that
g = g∗.

It remains to show that g∗ contains the semisimple part and nilpotent part of each of its
element. Let x ∈ g∗ and let d and n be its semisimple and nilpotent part, respectively (as
an element of Endk(V )). We know that there exist polynomials D and N in k[T ] (without
constant terms) such that d = D(x) and n = N(x). Thus, d and n stabilise any W ∈ V. In
addition, since n|W is nilpotent, its trace is zero, and so is that of d|W since d = x − n. Hence,
n, d ∈

⋂
W∈V gW . On the other hand, x ∈ Ngl(V )(g); that is adgl(V )(x)(g) ⊆ g. But, by Lemma

I.6.3, adgl(V )(x) = adgl(V )(d) + adgl(V )(n) is the Jordan-Chevalley decomposition of adgl(V )(x).
Hence, both adgl(V )(d) and adgl(V )(n) are polynomials in adgl(V )(x). Thus, adgl(V )(d)(g) ⊆ g and
adgl(V )(n)(g) ⊆ g. In other terms, d, n ∈ Ngl(V )(g). We have proved that d, n ∈ g∗. This finishes
the proof.

Lemma II.3.6 – Let V be a finite dimensional vector space and let g ⊆ gl(V ) be a semisimple
Lie subalgebra of gl(V ). For all x ∈ g, the abstract Jordan-Chevalley decomposition of x (that
is, as an element of the semisimple Lie algebra g) coincides with its usual Jordan-Chevalley
decomposition (that is, as an endomorphism of Endk(V )).

Proof. Write x = d+n the Jordan-Chevalley decomposition of x as an element of Endk(V ), with d
semisimple and n nilpotent. We know (by Lemma I.6.3) that adgl(V )(x) = adgl(V )(d) + adgl(V )(n)
is the Jordan-Chevalley decomposition of adgl(V )(x). We also know (Lemma II.3.5) that d, n ∈ g.
Hence, adgl(V )(x), adgl(V )(d), adgl(V )(n) ∈ gl(V ) actually leave g invariant and, clearly,

adgl(V )(x)|g = adg(x), adgl(V )(d)|g = adg(d) and adgl(V )(n)|g = adg(n).

In addition, adg(d) is semisimple, as the restriction to g of the semisimple endomorphism adgl(V )(d)
of gl(V ), and similarly, adg(n) is nilpotent, as the restriction to g of the nilpotent endomorphism
adgl(V )(n) of gl(V ). So, the identity

adg(x) = adg(d) + adg(n),

which we deduce from the above, exactly says that x = d + n is the abstract Jordan-Chevalley
decomposition of x.

The following Theorem shows that, actually, the abstract Jordan-Chevalley decomposition of
a semisimple Lie algebra provides a universal procedure to recover the usual one on any finite
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dimensional representation.

We need a lemma first. Recall (see Corollary I.7.20) that any homomorphic image of a
semisimple Lie algebra is semisimple.

Lemma II.3.7 – Let g be a finite dimensional semisimple Lie algebra, i be an ideal of g and
let π : g −→ g/i be the canonical projection. For all x ∈ g, if x = xs + xn is the abstract
Jordan-Chevalley decomposition of x, then π(x) = π(xs)+π(xn) is the abstract Jordan-Chevalley
decomposition of π(x) in the (semisimple) Lie algebra g/i.

Proof. Since i is an ideal of g, it is a subrepresentation of the adjoint representation (g, adg) and
we have a commutative diagram

g
adg //

π
����

{ϕ ∈ gl(g)|ϕ(i) ⊆ i}

Π
��

⊆ gl(g)

g/i
adg/i // gl(g/i)

where Π sends an element of {ϕ ∈ gl(g)|ϕ(i) ⊆ i} to the endomorphism it induces on g/i.
Let x ∈ g and let x = xs + xn be its abstract Jordan-Chevalley decomposition in g. By

definition, adg(xs) is semisimple and adg(xn) is nilpotent, from which it follows that Π ◦ adg(xs)
is semisimple and Π ◦ adg(xn) is nilpotent, that is adg/i(π(xs)) is semisimple and adg/i(π(xn))
is nilpotent. Of course, [π(xs), π(xn)] = 0. So, π(x) = π(xs) + π(xn) is the abstract Jordan-
Chevalley decomposition of π(x) in the semisimple Lie algebra g/i.

Theorem II.3.8 – Let g be a finite dimensional semisimple Lie algebra and f : g −→ gl(V )
a finite dimensional representation of g. For all x ∈ g, if x = xn + xs is the abstract Jordan-
Chevalley decomposition of x, f(xn) is a nilpotent endomorphism of V and f(xs) a semisimple
endomorphism of V . That is, f(x) = f(xn) + f(xs) is the usual Jordan-Chevalley decomposition
of the endomorphism f(x) : V −→ V .

Proof. We have the following commutative diagram

g
f //

π
����

gl(V )

g/ ker(f)

f

44hhhhhhhhhhhhhhhhhhhhhh

where π is the canonical projection and f the faithful representation of g/ ker(f) induced by f .
Let x ∈ g and let x = xs+xn be its abstract Jordan-Chevalley decomposition. By Lemma II.3.7,
π(x) = π(xs) + π(xn) is the abstract Jordan-Chevalley decomposition of π(x) in the semisimple
Lie algebra g/ ker(f). It follows, by Lemma II.3.6, that f ◦ π(x) = f ◦ π(xs) + f ◦ π(xn) is the
usual Jordan-Chevalley decomposition of f ◦π(x) in gl(V ). In other words, f(x) = f(xs) +f(xn)
is the usual Jordan-Chevalley decomposition of f(x) in gl(V ).

II.4 Finite dimensional representations of sl2(k).

Assume k is algebraically closed of characteristic 0.
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Of course, the Lie algebra sl2(k) is of interest on its own as it is the first example of a simple
Lie algebra over k.

However, there is a much better reason to be interrested in sl2(k): its representation theory
is the key to many subtle properties of the structure of any semisimple Lie algebra g over k.
This is due to the ubiquity of sl2(k) in any semisimple Lie algebra, as we will see via the Cartan-
Chevalley decomposition. For this reason, g, or even any of its representation, may be considered
(actually in many different ways) as a representation of sl2(k), which provides a lot of information.

We now describe finite dimensional representations of sl2(k). According to Weyl’s theorem,
we may concentrate on simple representations.

Recall that sl2(k) is the Lie subalgebra of gl2(k) consisting of those matrices whose trace is
zero. The elements x, y and h form a basis of sl2(k), where:

x =

(
0 1
0 0

)
, h =

(
1 0
0 −1

)
et y =

(
0 0
1 0

)
.

In addition, the following relations hold:

[x, y] = h, [h, x] = 2x and [h, y] = −2y. (II.4.1)

Lemma II.4.1 – Let (V, ρ) be a finite dimensional representation of sl2(k). The following holds:
1. ρ(h) is a semisimple endomorphism;
2. ρ(x) and ρ(y) are nilpotent endomorphisms.

Proof. It follows easily from relations (II.4.1) that h is ad-semisimple and x and y are ad-nilpotent.
Thus, the result follows from Theorem II.3.8.

Motivated by Lemma II.4.1, we make the following definition.

Definition II.4.2 Let (V, ρ) be a representation of sl2(k). For all λ ∈ k put

Vλ = {v ∈ V |h.v = λv}.

A weight of (V, ρ) is an element λ ∈ k such that Vλ 6= {0}. If λ ∈ k is a weight of (V, ρ), Vλ is
called the weight space of V associated to the weight λ and any element of Vλ is called a weight
vector of weight λ.

Remark II.4.3 Let (V, ρ) be a representation of sl2(k).
1. For all weight λ ∈ k of (V, ρ), Vλ is just the eigenspace of ρ(h) of eigenvalue λ.
2. Suppose that V is finite dimensional. By Lemma II.4.1, V =

⊕
λ∈k Vλ and the set of weights

of (V, ρ) is finite.

Lemma II.4.4 – Let (V, ρ) be a nonzero representation of sl2(k). Then, the following holds.
1. For all λ ∈ k ρ(x)(Vλ) ⊆ Vλ+2 and ρ(y)(Vλ) ∈ Vλ−2.
2. Let λ ∈ k. Suppose v ∈ Vλ satisfies ρ(x)(v) = 0, then,

∀ t ∈ N∗, ρ(x)(ρ(y)t)(v) = t(λ− t+ 1)ρ(y)t−1(v).

3. Suppose V is finite dimensional. Then, there exists a weight λ ∈ k of (V, ρ) such that Vλ+2 = 0.
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Proof. Point 1 follows easily from relations (II.4.1). Point 2 is proved by an easy induction on t
using relations (II.4.1) and Point 1. Point 3 is clear as V is finite dimensional.

Lemma II.4.5 – Let (V, ρ) be a nonzero finite dimensional representation of sl2(k).
1. There exists a weight vector v ∈ V \ {0} in the kernel of ρ(x).
2. Let v be a nonzero weight vector of weight λ in the kernel of ρ(x). Put

v−1 = 0, v0 = v, and vi =
1

i!
yi.v, ∀i ∈ N.

Then, for all i ∈ N:
2.1. h.vi = (λ− 2i)vi ;
2.2. y.vi = (i+ 1)vi+1 ;
2.3. x.vi = (λ− i+ 1)vi−1.

Proof. Points 1 and 2 follow easily from Lemma II.4.4.

Proposition II.4.6 – Let m ∈ N. Let (ρ, V ) be a simple representation of dimension m + 1 of
sl2(k). Let v be a nonzero weight vector of weight λ ∈ k in the kernel of ρ(x) (which exists by
Lemma II.4.5). For i ∈ N, put vi = (1/i!)yi.v. Then, the following hold:
1. {v0, . . . , vm} is a basis of V ;
2. λ = m and V =

⊕
0≤i≤m Vm−2i;

3. for 0 ≤ i ≤ m, Vm−2i = kvi.

Proof. By Lemma II.4.5, the family (vi)i∈N spans a nonzero subrepresentation of V . Hence, it
spans V since (V, ρ) is simple.

Point 2.1 of lemma II.4.5 shows that the vi, i ∈ N, are eigenvectors of ρ(h) with eigenvalue
λ−2i. In particular, the nonzero vectors in (vi)i∈N have pairwise distinct eigenvalues and, hence,
form a linearly independant family which, by the above is a basis of V . So, since V is finite
dimensional, there exists i ∈ N such that vi = 0. And, as Point 2.2 of the same Lemma shows, if
vi is zero for some i ∈ N, then vi+1 is also zero. Therefore, the nonzero elements in (vi)i∈N must
be (v0, . . . , vm).

Point 2.3 of lemma II.4.5 gives 0 = x.vm+1 = (λ −m)vm. Hence λ = m since vm 6= 0. The
rest easily follows.

Proposition II.4.6 put drastic limits on simple finite dimensional representations of sl2(k). It
also motivates the following definition.

Let m ∈ N. Let B be the canonical basis of km+1. Motivated by Proposition II.4.6, we
introduce the morphism of k-vector spaces:

ρm : sl2(k) −→ gl
(
km+1

)
such that

MatB(ρm(x)) =



0 m 0 . . . . . . 0 0

0 0 m− 1
. . . 0

...
. . .

. . .
. . .

...
...

. . .
. . .

. . .
...

...
. . .

. . . 0
0 0 1
0 0 . . . . . . . . . 0 0


, MatB(ρm(y)) =



0 0 . . . . . . . . . 0 0
1 0 0

0 2
. . .

...
...

. . .
. . .

. . .
...

...
. . .

. . .
. . . 0

0
. . .

. . . 0 0
0 0 . . . . . . 0 m 0


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MatB(ρm(h)) =



m 0 . . . . . . . . . 0 0
0 m− 2 0 . . . . . . 0 0

. . .
. . .

. . .

0 0 . . . . . . 0 −m+ 2 0
0 0 . . . . . . . . . 0 −m


.

A straightforward calculation gives the following relations in the Lie algebra gl
(
km+1

)
:

[ρm(x), ρm(y)] = ρm([x, y]), [ρm(h), ρm(x)] = ρm([h, x]), and [ρm(h), ρm(y)] = ρm([h, y]).

Hence, ρm defines a representation of the Lie algebra sl2(k) in km+1 (see Exercise I.1.22).

Lemma II.4.7 – For all m ∈ N, (km+1, ρm) is a simple representation of sl2(k).

Proof. We have to show that any nonzero subspace of km+1 which is left stable by ρm(h), ρm(x)
and ρm(y) must equal km+1.

Let V be such a vector subspace and let v be a nonzero element of v. Write B = (ei)0≤i≤m
for the canonical basis of km+1 and v =

∑
0≤i≤m αiei, αi ∈ k, for all 0 ≤ i ≤ m. Denote by S

the support of v, that is, the subset of {0, . . . ,m} containing those i’s for which αi is nonzero.
Letting h act on v, it is easy to see that, if the support of v has at least two elements, then
V must contain a nonzero element whose support as cardinality equal to that of S minus 1.
(This is because the eigenvalues of ρm(h) are pairwise distinct.) From this, we deduce that V
must contain an eigenvector of ρm(h), that is: V must contain an element of B. But then, letting
ρm(x) and ρm(y) act on this element of B, we see that V actually contains B. Hence V = km+1.

The following Theorem gives an explicit classification of simple finite dimensional represen-
tations of sl2(k).

Theorem II.4.8 – Classification of simple representations of sl2(k) –
1. For all m ∈ N, (km+1, ρm) is a simple representation of sl2(k).
2. Let m ∈ N. If (V, ρ) is a finite dimensional simple representation of sl2(k) of dimension m+1,
then (V, ρ) is isomorphic to (km+1, ρm).

Proof. The first point is Lemma II.4.7. Use the notation of Proposition II.4.6. It is easy to
check, using Lemma II.4.5 and Proposition II.4.6, that the linear map km+1 7→ V , ei 7→ vi is an
isomorphism of representations between (km+1, ρm) and (V, ρ).

II.5 Toral subalgebras and Cartan-Chevalley decomposition.

Assume k is algebraically closed of characteristic 0.

Let g be a nonzero finite dimensional semisimple Lie algebra. Recall the adjoint representation

adg : g −→ gl(g)
x 7→ ad(x)

,

which we know is faithful.
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If any element of g was ad-nilpotent, then Engel’s Theorem would entail that g is nilpotente,
which is absurde since it is semisimple and nonzero. Hence, by the existence of the abstract
Jordan-Chevalley decomposition, g must contain nonzero ad-semisimple elements. The line gen-
erated by such an element is a (nonzero abelian) Lie subalgebra of g whose elements are all
semisimple.

Definition II.5.1 – Let g be a nonzero finite dimensional semisimple Lie algebra. A toral Lie
subalgebra of g is a nonzero Lie subalgebra of g whose elements are all ad-semisimple.

Lemma II.5.2 – Let g be a nonzero finite dimensional semisimple Lie algebra. Any toral Lie
subalgebra of g is abelian.

Proof. Let t be a toral subalgebra of g. By definition, for any element x of t, adg(x) is semisimple
and thus so is adt(x) since it is its restriction to the fixed subspace t.

We need to show that, for all x ∈ t, adt(x) is zero or, equivalently, that its eigenvalues all
are zero. Suppose, to the contrary, that there exists an element x of t such that adt(x) has a
nonzero eigenvalue: there exists λ ∈ k \ {0} and y ∈ t \ {0} such that [x, y] = λy. Now, adt(y)
is also semisimple, so that there exists a basis (y1, . . . , ym) of t and scalars λ1, . . . , λm such that,
for 1 ≤ i ≤ m, [y, yi] = λiyi. Now, write x = α1y1 + . . .+ αmym, α1, . . . , αm ∈ k. Then,

−λy = [y, x] = [y, α1y1 + . . .+ αmym] = α1[y, y1] + . . .+ αm[y, ym] = α1λ1y1 + . . .+ αmλmym.

On the right hand side of the above equation, we have 0 or a linear combination of eigenvectors of
adt(y) with nonzero eigenvalue. In contrast, on the left hand side, we have a nonzero eigenvector
adt(y), with eigenvalue 0. This is absurd. We conclude that an element x as above does not exist.
That is, t is abelian.

Exercise II.5.3 – Let g be a finite dimensional semisimple Lie algebra, t ∈ N∗, and, for 1 ≤ i ≤ t,
semisimple Lie subalgebras gi of g such that g =

⊕
1≤i≤t gi and, for all 1 ≤ i 6= j ≤ t, [gi, gj ] = 0.

Let h be a maximal toral subalgebra of g.
1. Let g =

∑
1≤i≤t gi be an element of h, gi ∈ gi, 1 ≤ i ≤ t. Then, for 1 ≤ i ≤ t, h + kgi is an

abelian Lie subalgebra of g.
2. We have h =

⊕
1≤i≤t h ∩ gi.

3. For all 1 ≤ i ≤ t, h ∩ gi is a maximal toral subalgebra of gi.

Let g be a nonzero finite dimensional semisimple Lie algebra and h a maximal toral subalgebra
of g. Put r = dimk(h).

By lemma II.5.2, the elements of the finite dimensional vector space adg(h) pairwise commute.
In addition, they all are semisimple since h is toral. It follows that they are simultaneously
diagonalisable: there exists a basis B = (b1, . . . , bn) of g such that any vector in B is an eigenvector
for all adg(h), h ∈ h. Now, for 1 ≤ i ≤ n and h ∈ h, put

[h, bi] = αi(h)bi.

It is then obvious that, for all 1 ≤ i ≤ n, αi : h −→ k, h 7→ αi(h) is a linear form on h.

Exercise II.5.4 – Retain the above notation and recall Exercise I.2.11.
For all α ∈ h∗, let gα = {x ∈ g | ∀h ∈ h, [h, x] = α(h)x}. Then, g =

⊕
α∈h∗ gα.
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Now, let Φ ⊆ h∗ be the (finite) subset of h∗ consisting of the nonzero linear forms α such that
gα 6= 0. Then we get that

g = g0

⊕(⊕
α∈Φ

gα

)
(II.5.1)

and h ⊆ g0 = Cg(h).

Definition II.5.5 – In the above notation, the elements of Φ are called the roots of (g, h), Φ
is called the set of roots of (g, h) and the decomposition (II.5.1) is called the Cartan-Chevalley
decomposition of (g, h).

Much more can be said about the Cartan-Chevalley decomposition of (g, h).

We begin with an easy Lemma underlining the compatibility between this decomposition and
the Lie bracket as well as the Killing form.

Lemma II.5.6 – Retain the above notation.
1. For α, β ∈ h∗, [gα, gβ] ⊆ gα+β.
2. For α ∈ h∗ \ {0} and x ∈ gα, the endomorphism adg(x) is nilpotent.
3. If α, β ∈ h∗ satisfy α+ β 6= 0, then κg(gα, gβ) = 0.

Proof. Point 1 follows at once from the Jacobi identity.

Fix α ∈ h∗ \ {0}. Given any β ∈ h∗, the set {β + iα, i ∈ N} is infinite. Hence, it cannot lie in
Φt{0}. This means that, for all β ∈ Φt{0}, there exists an integer iβ satisfying adg(x)iβ (gβ) = 0,
for all x ∈ gα. Now, let i = max{iβ, β ∈ Φ t {0}}. By the Cartan-Chevalley decomposition, we
have that adg(x)i(g) = 0, which proves point 2.

Let now α, β ∈ h∗ and consider x ∈ gα, y ∈ gβ, h ∈ h. By the invariance of the Killing form
(see Exercise I.7.12),

α(h)κg(x, y) = κg([h, x], y) = −κg(x, [h, y]) = −β(h)κg(x, y).

If α + β 6= 0, then we may choose h such that (α + β)(h) 6= 0. The above identity then gives
κg(x, y) = 0. This proves point 3.

Remark II.5.7 – Point 3 of Lemma II.5.6 shows that, for all α ∈ h∗\{0}, gα is a totally isotropic
subspace of g with respect to the Killing form.

Corollary II.5.8 – Retain the above notation.
The restriction of the Killing form to g0 is nondegenerate.

Proof. The Lie algebra g is semisimple, so that κg is nondegenerate. Suppose x ∈ h is orthogonal
to any element y ∈ h. Then, by point 3 of Lemma II.5.6, it is orthogonal to any element of g.
Hence it is 0.

The next proposition is very important.

Proposition II.5.9 – Retain the above notation. The following equality hold:

g0 = {x ∈ g | ∀h ∈ h, [h, x] = 0} = h.

49



Proof. Notice that, being a centraliser, g0 is a Lie subalgebra of g. Notice also the two follow-
ing alternative descriptions of g0 (the second one being due to the faithfulness of the adjoint
representation):

g0 = {x ∈ g|adg(x)(h) ⊆ (0)}; (II.5.2)

g0 = {x ∈ g|∀h ∈ h, [adg(x), adg(h)] = 0}. (II.5.3)

(a) The Lie subalgebra g0 contains the semisimple and nilpotent parts of each of its elements.
Let x ∈ g0. Write x = xs + xn its abstract Jordan-Chevalley decomposition. By definition, the
usual Jordan decomposition of adg(x) is adg(x) = adg(xs)+adg(xn) with adg(xs) semisimple and
adg(xn) nilpotent. By the properties of the usual Jordan-Chevalley decomposition, we know that
adg(xs) and adg(xn) are polynomials without constant terms of adg(x). So, the result follows
from (II.5.2).
(b) All the ad-semisimple elements of g0 are in h.
Let x ∈ g0. Then, by definition of g0, h + kx is a Lie subalgebra of g. If we suppose that x is
ad-semisimple, then so are all the elements of h + kx and h + kx is toral. By maximality of h
among toral subalgebras of g, we are done.
(c) The restriction to h of the Killing form is nondegenerate.
Let x be an element of h such that κg(x, h) = 0. Consider y ∈ g0 and write y = ys+yn its abstract
Jordan-Chevalley decomposition. By (a) and (b) above, we know that ys ∈ h and yn ∈ g0. Hence,

κg(x, y) = κg(x, yn) = Tr (adg(x) ◦ adg(yn)) .

But, since yn ∈ g0, adg(yn) and adg(x) commute and, by definition, adg(yn) is a nilpotent
endomorphism. It follows at once that adg(x) ◦ adg(yn) is nilpotent and thus that its trace is 0.
So, κg(x, y) = 0. We have shown that κg(x, g0) = 0. But, by Corollary II.5.8, the restriction of
the Killing form to g0 is nondegenerate. So we must have x = 0.
(d) The Lie algebra g0 is nilpotent.
Consider x ∈ g0 and write x = xs + xn its abstract Jordan-Chevalley decomposition. By (a), (b)
above, xs ∈ h and xn ∈ g0. It follows that adg0(xs) = 0, by definition of g0. In addition, adg0(xn)
being the restriction of adg(xn) to g0, it is nilpotent. Hence, adg0(x) = adg0(xn) is nilpotent. So,
for all x ∈ g0, adg0(x) is nilpotent. By Engel’s Theorem, g0 is nilpotent.
(e) One has h ∩ [g0, g0] = 0.
By the invariance of the Killing form, κg(h, [g0, g0]) ⊆ κg([h, g0], g0) = κg(0, g0) = 0. Hence, an
element of h ∩ [g0, g0] must be an element of h orthogonal to any element of h. By (c) it must
then be zero.
(f) The Lie algebra g0 is abelian.
By (d), g0 is nilpotent. Suppose it is not abelian, then, by Exercice I.4.10, Z(g0)∩ [g0, g0] 6= (0).
Take x ∈ Z(g0)∩ [g0, g0], x 6= 0. Write x = xs +xn its abstract Jordan-Chevalley decomposition.
By (a), (b) and (e) above, xs ∈ h and xn ∈ g0 \ {0}. Further, adg(xn) is the nilpotent part of the
usual Jordan-Chevalley decomposition of adg(x) and, as such, it is a polynomial without constant
term of adg(x). So, xn ∈ Z(g0). Now, for all y ∈ g0,

κg(xn, y) = Tr (adg(xn) ◦ adg(y)) .

But, xn being nilpotent and in the center of g0, adg(xn)◦adg(y) must be nilpotent and thus have
trace 0. This shows that xn is a nonzero element of g0, orthogonal to any element in g0. By
Corollary II.5.8, this is a contradiction. Hence, g0 is abelian.
(g) One has g0 = h.
Suppose, on the contrary, that h ⊂ g0 and consider x ∈ g0 \ h. Write x = xs + xn its abstract
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Jordan-Chevalley decomposition. By (a) and (b), xn ∈ g0 \ {0}. Take any element y ∈ g0. By
(f),

κg(xn, y) = Tr (adg(xn) ◦ adg(y)) = 0,

since adg(xn) is nilpotent and commutes with adg(y) (same argument as used several times above).
This contradicts Corollary II.5.8.

Corollary II.5.10 – Retain the above notation. The restriction to h of the Killing form is
nondegenerate.

Proof. The result follows from Corollary II.5.8 and Proposition II.5.9.

Notation II.5.11 – Since the restriction to h of the Killing form is nondegenerate (Corollary
II.5.10), we have an isomorphism of vector spaces as follows:

ι : h −→ h∗

h 7→ κg(h,−)

which allows to identify canonically h and h∗. For α ∈ h∗, we put tα = ι−1(α).

We pointed out, in the introduction to Section II.4, the ubiquity of sl2(k) in any semisimple
Lie algebra. We are now ready to give precise statements to justify this claim.

Proposition II.5.12 – Retain the above notation.
1. The set Φ spans h∗.
2. Let α ∈ h∗. If α ∈ Φ, then −α ∈ Φ.
3. Let α ∈ Φ. If (x, y) ∈ gα × g−α, then [x, y] = κg(x, y)tα.
4. Let α ∈ Φ; [gα, g−α] is the one dimensional subspace of h spaned by tα.
5. For α ∈ Φ, α(tα) = κg(tα, tα) 6= 0.

Proof. 1. Suppose that Φ does not span h∗. Then, there exists h ∈ h \ {0} on which any element
of Φ vanishes. Then, for all α ∈ Φ, [gα, h] = 0. But, h is abelian, so the existence of the Cartan-
Chevalley decomposition of g proves that h is in the centre of g. Hence a nonzero element in the
center of the semisimple Lie algebra g; a contradiction.
2. Let α ∈ Φ. If we suppose that −α /∈ Φ, then Point 3 of Lemma II.5.6 contradicts the
nondegeneracy of the Killing form on g.
3. Lemma II.5.6 shows that [gα, g−α] ⊆ h. More precisely, let x ∈ gα, y ∈ g−α, h ∈ h, then

κg([x, y], h) = κg(x, [y, h]) = α(h)κg(x, y) = κg(tα, h)κg(x, y).

Hence, [x, y] − κg(x, y)tα is an element of h, orthogonal to any element of h and thus equal to
zero by Corollary II.5.10.
4. By Point 3, it is enough to show that κg(gα, g−α) 6= 0. But, by Point 3 of Lemma II.5.6, this
must be true since otherwise κg would be degenerate.
5. By the definition of tα, α(tα) = κg(tα, tα). By Point 4, there exists (x, y) ∈ gα× g−α such that
[x, y] = tα. Put

S = Span{x, y, tα} ⊆ g.

Then S is a Lie subalgebra of g of dimension 3. More precisely, we have

[x, y] = tα, [tα, x] = κg(tα, tα)x and [tα, y] = −κg(tα, tα)y.
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If we suppose that κg(tα, tα) = 0, then S must be solvable, as is easily verified.

Moreover, adg : g −→ gl(g) is injective. Hence, adg(S) is a solvable Lie subalgebra of gl(g).
By Lie’s Theorem, it follows that there exists a full flag F of g such that adg(S) ⊆ bF (g). This
forces adg(tα) to be a nilpotent endomorphism since it is the bracket of two elements of bF (g).
But, being an element of the toral algebra h, tα is ad-semisimple. Hence, adg(tα) is nilpotent
and semisimple, hence zero, and thus tα = 0. But this is absurd since tα = ι−1(α). Hence,
κg(tα, tα) 6= 0.

Theorem II.5.13 – Retain the above notation. Let α ∈ Φ.
1. For all nonzero xα in gα, there exists yα ∈ g−α such that, if we put hα = [xα, yα], the subspace
Span{xα, yα, hα} is a Lie subalgebra of g isomorphic to sl2(k) via xα 7→ x, yα 7→ y, hα 7→ h.
2. Moreover, for any pair (xα, yα) ∈ gα × g−α such that, putting hα = [xα, yα], the subspace
Span{xα, yα, hα} is a Lie subalgebra of g isomorphic to sl2(k) via xα 7→ x, yα 7→ y, hα 7→ h, then

hα =
2

κg(tα, tα)
tα.

Proof. 1. Let xα in gα \ {0}. By Point 3 of Lemma II.5.6 and the nondegeneracy of κg,
κg(xα, g−α) 6= 0. By Point 3 of Proposition II.5.12, κg(tα, tα) 6= 0. Hence, we may chose yα ∈ g−α

such that κg(xα, yα) =
2

κg(tα, tα)
. Put hα = [xα, yα]. We then have [xα, yα] =

2

κg(tα, tα)
tα (by

Proposition II.5.12). It is easy to verify that Span{xα, yα, hα} is a Lie subalgebra of g isomorphic
to sl2(k) via xα 7→ x, yα 7→ y, hα 7→ h.
2. Let (xα, yα) ∈ gα × g−α be as in the statement. Then, putting hα = [xα, yα], we must have

[xα, yα] = hα, [hα, xα] = 2xα and [hα, yα] = −2yα.

By Point 3 of Proposition II.5.12, we have hα = [xα, yα] = κg(xα, yα)tα. On the other hand, 2xα =
[hα, xα] = α(hα)xα. Hence, 2 = α(hα) = α(κg(xα, yα)tα) = κg(xα, yα)α(tα) = κg(xα, yα)κg(tα, tα).

So, indeed, hα =
2

κg(tα, tα)
tα.

Theorem II.5.13 stresses the ubiquity of sl2(k) in the semisimple Lie algebra g. However, it
is not completely satisfactory as it establishes an existence without any kind of uniqueness.

Actually, we can go further using this existence and the representation theory of sl2(k). This
leads to the following statement which is a crucial step to the study of the representations of g.

Remark II.5.14 – Fix an element α ∈ Φ.

As Theorem II.5.13 allows us to do, consider a pair (xα, yα) ∈ gα × g−α such that, putting
hα = [xα, yα] and Sα = Span{xα, yα, hα}, we get a Lie algebra isomorphism

iα : Sα
∼−→ sl2

xα 7→ x
yα 7→ y
hα 7→ h

.

Recall further that hα =
2

κg(tα, tα)
tα. The adjoint representation (g, adg) then induces a repre-

sentation

rα : Sα −→ gl(g) .
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The analysis of the representation (g, rα) (which is a representation of sl2(k), up to the
isomorphism iα), on the basis of the results in Section II.4, provides substancial information on
the Cartan-Chevalley decomposition of g, as we now proceed to show.

Proposition II.5.15 – Retain the above notation. Let α ∈ Φ.
1. The only scalar multiples of α in Φ are ±α.
2. We have dimk(gα) = 1.
3. In particular, the Lie subalgebra Sα of Remark II.5.14 is the Lie subalgebra of g generated
by gα ⊕ g−α. Moreover, in the notation of Theorem II.5.13, Point 1, the element yα is uniquely
determined by the choice of xα.

Proof. Let α ∈ Φ. Fix a pair (xα, yα) ∈ gα × g−α as in Remark II.5.14.

Let us consider the subspace g(α) = h
⊕(⊕

c∈k, cα∈Φ gcα

)
of g. It follows from Lemma II.5.6

that g(α) is a subrepresentation of (g, rα).

The kernel ker(α) of the linear form α is an hyperplane of h on which Sα acts trivially, so that
any choice of basis of ker(α) gives a decomposition of this subrepresentation as the direct sum of
dim(h)− 1 lines which are all subrepresentations of g(α), each of which is isomorphic to the one
dimensional representation of Sα. In addition, the subspace Sα of g(α) is also a subrepresentation
of (g(α), rα), isomorphic to the 3-dimensional simple representation of Sα. Since h = ker(α)⊕khα,
we get that

h⊕ kxα ⊕ kyα

is a subrepresentation of (g(α), rα), which decomposes as the direct sum of dim(h)− 1 copies of
the one dimensional and one copy of the 3-dimensional representations of Sα. From this, it follows
that the eigenvalues of rα(hα) on the subrepresentation h ⊕ kxα ⊕ kyα are 0 (with multiplicity
dimk(h)) and 2 and −2 (with multiplicity 1).

By Weyl’s Theorem, there exists a subrepresentation W of g(α) such that

g(α) = (h⊕ kxα ⊕ kyα)
⊕

W,

and W decomposes as a direct sum of simple subrepresentations.

Suppose now that 2α ∈ Φ. Then, any nonzero element x of g2α is an eigenvector of eigenvalue
4 of rα(hα), indeed: rα(hα)(x) = [hα, x] = 2α(hα)x = 4x. But, as the restriction of rα to
h ⊕ kxα ⊕ kyα has eigenvalues −2, 0, 2, then we must have x ∈ W . This forces the existence of
a copy of an odd dimensional simple representation of Sα in the above decomposition of W and,
has a consequence, the existence in W of an eigenvector of rα(hα) of eigenvalue 0. Now, clearly,
the eigenspace of eigenvalue zero of the restriction of rα(hα) to h ⊕ kxα ⊕ kyα is h. So, all in
all, the eigenspace of eigenvalue zero of the restriction of rα(hα) to g(α) must be of dimension

at least equal to dimk(h) + 1. On the other hand, g(α) = h
⊕(⊕

c∈k, cα∈Φ gcα

)
, from which it

follows at once that the latter eigenspace must be h since

gcα ⊆ ker (rα(hα)− 2cid) . (II.5.4)

This is a contradiction. At this stage, we have proved that, if α ∈ Φ, then 2α 6∈ Φ. Notice
that the above argument also shows that W cannot contain a copy of an odd dimensional simple
representation of Sα.

Of course, it follows from the above intermediate conclusion that, if α ∈ Φ, then (1/2)α 6∈ Φ.
This excludes 1 from the list of eigenvalues of the restriction of rα(hα) to g(α), by (II.5.4). This
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shows that a decomposition of W as a direct sum of simple representation of Sα contains no copy
of an even dimensional representation.

Putting all this together, we conclude that W = (0), that is g(α) = h ⊕ kxα ⊕ kyα, which
proves Points 1 and 2 of the statement.

Point 3 follows easily.

Proposition II.5.16 – Retain the above notation. Let α, β ∈ Φ.
1. We have β(hα) ∈ Z and β − β(hα)α ∈ Φ.
2. Suppose β 6= ±α. Put q = max{i ∈ Z |β + iα ∈ Φ} and r = max{i ∈ Z |β − iα ∈ Φ} (hence
q, r ≥ 0). Then, for all −r ≤ i ≤ q, β + iα ∈ Φ and β(hα) = r − q.
3. If α+ β ∈ Φ, then [gα, gβ] = gα+β.

Proof. Let α, β ∈ Φ.
If β = ±α, the statements of Point 1 have already been proved. Hence, from now on, we

assume β 6= ±α.
Put g(α, β) =

⊕
i∈Z gβ+iα ⊆ g and recall from Proposition II.5.15 that this is a decomposition

of g(α, β) as a direct sum of lines. By Lemma II.5.6 and in the notation of Remark II.5.14, g(α, β)
is a subrepresentation of (g, rα). Now, we have that

∀i ∈ Z, gβ+iα ⊆ ker (rα(hα)− (β(hα) + 2i)id)

and, since the elements β(hα) + 2i, i ∈ Z, are clearly pairwise distinct, the above decomposition
is the decompositon of g(α, β) into eigenspaces of the restriction of rα(hα) to g(α, β). Now, by
Weyl’s Theorem and the classification of simple representations of sl2(k), the scalars β(hα) + 2i,
i ∈ Z must be integers and, since these scalars must be all odd or all even, we have that g(α, β)
is an irreducible representation of Sα.

Put
q = max{i ∈ Z |β + iα ∈ Φ} and r = max{i ∈ Z |β − iα ∈ Φ}.

Then q, r ≥ 0. The form of the simple representations of sl2(k) then provides the following. First,
the set of eigenvalues of the restriction of rα(hα) to g(α, β) must be {β(hα) + 2i, −r ≤ i ≤ q},
which implies that, for all −r ≤ i ≤ q, β + iα ∈ Φ. Second, −(β(hα)− 2r) = β(hα) + 2q, which
implies β(hα) = r − q.

Now, since q, r ≥ 0, we have −r ≤ q − r ≤ q, so that β − β(hα)α = β + (q − r)α ∈ Φ.
Suppose in addition that α + β ∈ Φ. Then, β(hα) is not maximal among eigenvalues of

the restriction of rα(hα) to g(α, β), since gα+β is a nonzero eigenspace of eigenvalue β(hα) + 2.
Now, using the explicit description of the irreducible representations of sl2(k), it follows that the
action of xα on gβ is nonzero. That is: [gα, gβ] 6= 0. Since, on the other hand, [gα, gβ] ⊆ gα+β

(cf. Lemma II.5.6) and dimk(gα+β) = 1 (cf. Proposition II.5.15), we get that [gα, gβ] = gα+β.

Proposition II.5.17 – The set
∑

α∈Φ gα generates g as a Lie algebra.

Proof. Since Φ spans h∗, it is enough to show that, for all α ∈ Φ, hα is in the Lie subalgebra of g
generated by

∑
α∈Φ gα. But this is clear since hα = [xα, yα].

The following Exercise gives an explicit expression for the restriction to h of the Killing form.
It will be useful latter.

Exercise II.5.18 – If g is a finite dimensional semisimple Lie algebra and h a maximal toral
subalgebra. Then the following holds:
1. for α ∈ Φ, h, k ∈ h and x ∈ gα, ad(h) ◦ ad(k)(x) = α(h)α(k)x.
2. for h, k ∈ h, κg(h, k) =

∑
α∈Φ α(h)α(k).
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For the remainder of the present section, we turn our attention to the following important
point: if g is a semisimple finite dimensional Lie algebras, then maximal toral subalgebras and
Cartan subalgebras are the same. Evidently, we will use the results of Section I.8. Notice that,
as we assume k is algebraically closed of characteristic zero, it is infinite. Hence, the results of
Section I.8 are fully available.

Proposition II.5.19 – Let g be a nonzero finite dimensional semisimple Lie algebra and let h
be a Lie subalgebra of g. Then, the following are equivalent:
(i) h is a maximal toral subalgebra of g;
(ii) h is a Cartan subalgebra of g.

Proof. Suppose h is a maximal toral subalgebra of g. By Lemma II.5.2, h is abelian and there-
fore nilpotent. Now, let Φ ⊆ h∗ be the set of roots of (g, h). We have the Cartan-Chevalley
decomposition (II.5.1)

g = g0

⊕(⊕
α∈Φ

gα

)
and h = g0 = Cg(h) (by Proposition II.5.9). Fix x ∈ g. By the above, there exist elements
xα ∈ gα, α ∈ Φ ∪ {0}, such that x = x0 +

∑
α∈Φ xα and,

∀h ∈ h, [h, x] =

[
h,
∑
α∈Φ

xα

]
=
∑
α∈Φ

[h, xα] =
∑
α∈Φ

α(h)xα.

Suppose now that x ∈ Ng(h). Then, we must have

∀h ∈ h, ∀α ∈ Φ, α(h)xα = 0.

But, as 0 /∈ Φ, for all α ∈ Φ, there exists h ∈ h such that α(h) 6= 0. We therefore conclude that,
for all α ∈ Φ, xα = 0. Hence x = x0 ∈ h. We have shown that h is its own normaliser.

Conversally, suppose that h is a Cartan subalgebra of g. By Theorem I.8.8, h is a minimal
Engel subalgebra of g. In particular, there exists x ∈ g such that h = g0(adg(x)). Now, using
Theorem II.3.8, there exists a unique pair (xn, xs) of elements of g with xn ad-nilpotent, xs ad-
semisimple, [xn, xs] = 0 and x = xn + xs. Now, as xs and xn commute, and xn is nilpotent, we
observe that g0(adg(xs)) ⊆ g0(adg(x)) (notation of Section I.8). But then, the minimality of h as
an Engel subalgebra gives that g0(adg(xs)) = g0(adg(x)) = h. But, adg(xs) being diagonalisable,
its characteristic subspace associated to the eigenvalue 0 is nothing but its kernel and we finally
obtain that:

h = g0(adg(xs)) = Cg(xs).

Now, as xs is semisimple, the Lie subalgebra kxs is toral and, hence, is included in some maximal
toral subalgebra t of g. And, as toral subalgebras are abelian, we must have [t, xs] = 0, that is:
t ⊆ Cg(xs) = h. But, in the first part of the present proof, we have shown that maximal toral
subalgebras are Cartan subalgebras. Hence, t and h are Cartan subalgebras of g and t ⊆ h. By
Theorem I.8.8, we get that t = h.

Remark II.5.20 – Let g be a nonzero finite dimensional semisimple Lie algebra and let h be
a Lie subalgebra of g. The proof of Proposition II.5.19 actually shows that, if h is a maximal
toral subalgebra of g, equivalently a Cartan subalgebra of g, then h is the centraliser in g of some
semisimple element of h.
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II.6 Emergence of the root system of a semisimple Lie algebra.

Assume k is algebraically closed of characteristic 0.

At this point, it is time to introduce the root system underlying any semisimple Lie algebra.
It is a combinatorial tool whose importance is central. It has two applications. First, it will allow
us to classify finite dimensional simple Lie algebras (and, as a consequence, finite dimensional
semisimple Lie algebras). It will also allow to go deeper into the structure of the Cartan-Chevalley
decomposition by exhibiting a positive and a negative part which will turn out very important
latter on.

Fix a finite dimensional semisimple Lie algebra g and a maximal toral subalgebra h.

Recall the Cartan-Chevalley decomposition g = h
⊕(⊕

α∈Φ gα
}

where, for α ∈ h∗, we put
gα = {x ∈ g | ∀h ∈ h, [h, x] = α(h)x} and Φ = {α ∈ h∗ \ {0} | gα 6= (0)}. Recall also that g0 = h.

It is useful to tranfer to h∗ the restriction to h of the Killing form on g. Recall that the
restriction to h of κg being nondegenerate, we have an isomorphisme of vector spaces

ι : h −→ h∗

h 7→ κg(h,−)

We may then transfer (κg)|h×h to h∗ as follows

(−,−) : h∗ × h∗ −→ k
(α, β) 7→ κg(ι

−1(α), ι−1(β))
. (II.6.1)

Recall that, for α ∈ h∗, we put: tα = ι−1(α). Since, by Proposition II.5.12, Φ generates h∗, the
form (−,−) is then completely described by:

∀α, β ∈ Φ, (α, β) = κg(tα, tβ).

At this stage, notice that Point 1 of Proposition II.5.16 shows that,

∀α, β ∈ Φ, β(hα) = β

(
2

κg(tα, tα)
tα

)
= 2

κg(tβ, tα)

κg(tα, tα)
= 2

(β, α)

(α, α)
∈ Z. (II.6.2)

To go further, let us give a more detailled account on the way Φ spans h∗.

Let (α1, . . . , α`) ⊆ Φ be a basis of h∗. If α is an element of Φ, there exist ci ∈ k, 1 ≤ i ≤ `,
such that α =

∑
1≤i≤` ciαi. For 1 ≤ j ≤ `, we thus have the following equation:

2(α, αj)

(αj , αj)
=
∑

1≤i≤`
ci

2(αi, αj)

(αj , αj)
.

The above ` equations show that (c1, . . . , c`) is a solution to a ` × ` linear system of equations
whose coefficients are in Z, by (II.6.2). But, the matrix of this system is, up to left multiplication
by an obviously invertible matrix, the matrix of the nondegenerate form (−,−) in the basis
(α1, . . . , α`). So, it has to be invertible. From this, using Kramer’s formula, we get that ci ∈ Q,
for all 1 ≤ i ≤ `. We have shown that any element of Φ is a linear combination with rational
coefficients of the elements of {α1, . . . , α`}. Now, put

EQ = SpanQ(Φ) ⊆ h∗.
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The above discusion shows that EQ = SpanQ{α1, . . . , α`}, so that:

dimQ(EQ) = dimk(h∗). (II.6.3)

On the other hand, recall that, for all for h, k ∈ h, κg(h, k) =
∑

γ∈Φ γ(h)γ(k), by Exercise
II.5.18. Translated into h∗, this gives that,

∀α, β ∈ h∗, (α, β) =
∑
γ∈Φ

(γ, α)(γ, β). (II.6.4)

Applying (II.6.4) with β = α, and taking (II.6.2) into account, it follows that

∀β ∈ Φ,
1

(β, β)
=
∑
γ∈Φ

(γ, β)2

(β, β)2
∈ Q. (II.6.5)

Using (II.6.2) again, we end up with

∀α, β ∈ Φ, (α, β) ∈ Q. (II.6.6)

This shows that the restriction of (−,−) to EQ × EQ takes its values in Q. Hence, we have
endowed EQ with a symmetric bilinear form

(−,−)Q : EQ × EQ −→ Q

which is nondegenerate since EQ contains a basis of the k-vector space h∗ and the bilinear form
(−,−) on h∗ is. Actually, (II.6.4) gives

∀α, β ∈ EQ, (α, β)Q =
∑
γ∈Φ

(γ, α)Q(γ, β)Q, (II.6.7)

from which it follows easily that (−,−)Q is positive definite.

The picture will be perfect with a last small effort. Consider the R-vector space

ER = R⊗Q EQ,

the canonical, Q-linear, injective map EQ −→ ER, φ 7→ 1⊗ φ, and identify EQ to a Q-subspace of
ER by means of this map. It is not difficult to show that there exists a symmetric R-bilinear map

(−,−)R : ER × ER −→ R ,

such that, under the above identification:

∀α, β ∈ EQ, (α, β)R = (α, β)Q.

Now, by construction, Φ (identified with a subset of ER) generates the R-vector space ER and
(II.6.7) gives:

∀α, β ∈ Φ, (α, β)R =
∑
γ∈Φ

(γ, α)R(γ, β)R, (II.6.8)

which entails (by bilinearity)

∀α, β ∈ ER, (α, β)R =
∑
γ∈Φ

(γ, α)R(γ, β)R, (II.6.9)

so that (−,−)R is positive definite. In other words, the pair (ER, (−,−)R) is a euclidean space.

Summing up, we have the following statement.
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Theorem II.6.1 – Let g be a finite dimensional semisimple Lie algebra. Let h be a maximal
toral subalgebra of h, Φ be the associated set of roots and (ER, (−,−)R) be the euclidean space
attached to these data. The following holds.
1. The R-vector space ER is generated by Φ and 0 /∈ Φ.
2. Let α ∈ Φ. The only scalar multiple of α in Φ (seen as a subset of ER) are ±α.

3. For α, β ∈ Φ, 2
(β, α)R
(α, α)R

∈ Z.

4. For α, β ∈ Φ, β − 2
(β, α)R
(α, α)R

α ∈ Φ.

Proof. Point 1 is clear, by construction of ER and definition of Φ. Points 3 and 4 are contained
in Proposition II.5.16, as we already noticed.

Now, Point 2 claims that, for all α ∈ Φ, {±α} = Rα ∩ Φ ⊆ ER.

Let α ∈ Φ and λ ∈ R such that λα ∈ Φ. Choose a basis of EQ which contains α. As
λα ∈ Φ ⊆ EQ, it may be written in a unique way as a linear combination with coefficients in Q
of the elements of this basis. This clearly implies that λ ∈ Q. So, λα ∈ Φ ∩Qα ⊆ Φ ∩ kα ⊆ h∗.
Therefore, Proposition II.5.15 leads to λ = ±1.

In the vocabulary of Part III, Theorem II.6.1 states that Φ, seen as a subset of the euclidean
space ER, is a root system (see Definition III.2.1).

Let g be a finite dimensional semisimple Lie algebra. By Theorem I.7.19, g enjoys a decom-
position as a direct sum of its simple ideals. By Theorem II.6.1, g enjoys a Cartan-Chevalley
decomposition (associated to the choice of a maximal toral subalgebra). The aim of the following
Remark is to investigate the compatibility between these two decompositions.

Remark II.6.2 – Let g be a finite dimensional semisimple Lie algebra. Let t ∈ N∗ and, for 1 ≤
i ≤ t, let gi be semisimple Lie subalgebras of g such that g = ⊕1≤i≤tgi and, for all 1 ≤ i 6= j ≤ t,
[gi, gj ] = 0. Let h be a maximal toral subalgebra of g and let κ be the Killing form of g.
1. Recall from Exercise II.5.3 that, if we put hi = h ∩ gi, 1 ≤ i ≤ t, then we have

h = ⊕1≤i≤thi

and hi is a maximal toral subalgebra of gi, 1 ≤ i ≤ t.
2. Let Φ ⊆ h∗ be the set of roots associated to the pair (g, h). Let α ∈ Φ. Since α 6= 0, we
cannot have α(hi) = 0 for all 1 ≤ i ≤ t. Let 1 ≤ i ≤ t be such that α(hi) 6= 0. Then, consider
x =

∑
1≤i≤t xi ∈ gα, xi ∈ gi, 1 ≤ i ≤ t. Consider h ∈ hi such that α(h) 6= 0, We have that

gi 3 [h, xi] = [h, x] = α(h)x

and hence, x ∈ gi. We have shown that gα ⊆ gi. Since in addition, the sum of the gi, 1 ≤ i ≤ t,
is direct, such an i must be unique.

We have shown that, for all α ∈ Φ, there exists a unique 1 ≤ i ≤ t, such that α(gi) 6= 0 and
that gα ⊆ gi.
3. In the light of Point 2, for all 1 ≤ i ≤ t, we let Φi be the subset of Φ of those elements α ∈ Φ
such that α(hi) 6= 0 and α(hj) = 0 whenever j 6= i. By Point 2, we have that

Φ =
⊔

1≤i≤t
Φi. (II.6.10)
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In addition, we have

g = h
⊕(⊕

α∈Φ

gα

)
=
⊕

1≤i≤t

hi
⊕⊕

α∈Φi

gα

 .

But, for 1 ≤ i ≤ t, we have hi ⊕ (⊕α∈Φigα) ⊆ gi. Hence, since g = ⊕1≤i≤tgi, we end up with

∀ 1 ≤ i ≤ t, gi = hi
⊕⊕

α∈Φi

gα

 . (II.6.11)

Actually, the above equality gives the Cartan-Chevalley decomposition of the pair (gi, hi) as we
now proceed to show. Let 1 ≤ i ≤ t, α ∈ Φi, then

gα = {x ∈ g | ∀h ∈ h, [h, x] = α(h)x}
= {x ∈ gi | ∀h ∈ h, [h, x] = α(h)x}
= {x ∈ gi | ∀h ∈ hi, [h, x] = α(h)x}
= {x ∈ gi | ∀h ∈ hi, [h, x] = α|hi(h)x}
= (gi)α|hi .

Indeed, the second equality follows from gα ⊆ gi. As to the third, the inclusion ⊆ is trivial, and
the inclusion ⊇ follows from the fact that [hj , gi] = 0 and α(hj) = 0 whenever j 6= i. The other
equalities are clear.

Hence, (II.6.11) is in fact the Cartan-Chevalley decomposition of the pair (gi, hi), and the set
{α|hi , α ∈ Φi} is the correponding set of roots.

4. Let 1 ≤ i 6= j ≤ t. It is clear that κ(hi, hj) = 0, hence, ⊕i 6=jhj ⊆ (hi)
⊥. Let now h be

an element of (hi)
⊥ and write h =

∑
1≤j≤t hj , hj ∈ hj , 1 ≤ j ≤ t. Then, clearly, hi is also in

(hi)
⊥. It follows that hi is in h⊥. Hence, κ being nondegenerate, hi = 0. We have proved that

⊕i 6=jhj = (hi)
⊥ or, equivalently κ being nondegenerate:⊕

i 6=j
hj

⊥ = hi. (II.6.12)

Now, recall that, κ being nondegenerate on h, it induces a nondegenrate symmetric bilinear
form (−,−) on h∗ under the canonical identification h −→ h∗, x 7→ κ(x,−). Recall also that we
denote tα the element of h corresponding to α ∈ Φ under this identification, so that α = κ(tα,−).
It follows that, if α ∈ Φi, 1 ≤ i ≤ t, then for j 6= i, we must have tα ∈ (gj)

⊥, as α vanishes on hj .
So, by (II.6.12), tα ∈ hi. This shows that

∀ 1 ≤ i 6= j ≤ t, (Φi,Φj) = 0.

So, the partition (II.6.10) is a decomposition of Φ into pairwise orthogonal subsets of h∗. As a
consequence, we have the following direct sum decomposition of h∗ into orthogonal subspaces:

h∗ =
∑

1≤i≤t
Spank(Φi) =

⊕
1≤i≤t

Spank(Φi), (II.6.13)

indeed, the first equality follows from the fact that Φ generates h∗ and the second from the fact
that (−,−) is nondegenerate and the summands pairwise orthogonal.
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5. We now complete the picture by expliciting the link between the euclidean spaces associated
to (g, h), on the one hand, and the t euclidean spaces associated to the pairs (gi, hi), 1 ≤ i ≤ t,
on the other hand.

Beware: we will have to consider orthogonal in the sense of duality. If V is a vector space
and W a subspace of V , its orthogonal in the sense of duality will be denoted W ∗⊥, to avoid
ambiguity.

We will have to make use of the following restriction maps, 1 ≤ i ≤ t:

resi : h∗ −→ h∗i
λ 7→ λ|hi .

.

Clearly, by restriction, it gives rise to an isomorphism of k-vector spaces: (⊕j 6=ihj)∗⊥
resi−→ h∗i .

5.1. To start with, we have the following diagram

Φ ⊆ EQ = SpanQ(Φ) ⊆ h∗

∪ ∪ ∪

α ∈ Φi ⊆ Ei,Q = SpanQ(Φi) ⊆ (⊕j 6=ihj)∗⊥

↓ ↓ ∼= ↓ ∼= ↓ resi

α|hi ∈ Ψi ⊆ Fi,Q = SpanQ(Ψi) ⊆ h∗i

Further, by Point 3 above, Ψi = resi(Φi) is the set of roots of the Cartan-Chevalley decomposition
of the pair (gi, hi).
5.2. For 1 ≤ i ≤ t, put Fi,R = R ⊗Q Fi,Q. We now describe a natural isomorphism between ER
and the direct sum of the Fi,R, 1 ≤ i ≤ t. Notice first that, by (II.6.13):

EQ =
⊕

1≤i≤t
Ei,Q ⊆ h∗.

This allows to construct an R-linear isomorphism δ as follows

ER = R⊗Q EQ

= R⊗Q

(⊕
1≤i≤t Ei,Q

)
∼=−→

(⊕
1≤i≤tR⊗Q Ei,Q

)
∼=−→

(⊕
1≤i≤tR⊗Q Fi,Q

)
=

⊕
1≤i≤t Fi,R

where, in the above display, the first isomorphism is the canonical isomorphism (distributivity of
the tensor product on the direct sum) and the second is the direct sum of the maps idR ⊗Q resi.
Hence

δ : ER −→
⊕

1≤i≤t Fi,R

sends any 1⊗ α, α ∈ Φi to 1⊗ α|hi ∈ 1⊗Ψi.

So, identifying Φ with its image in ER and, for 1 ≤ i ≤ t, Ψi with its image in Fi,R, we have
that

∀ 1 ≤ i ≤ t, δ(Φi) = Ψi.
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5.3. In order to complete the picture, it remains to link the euclidean structures on the spaces
ER and Fi,R. This is straightforward. We actually do it at the level of the duals of the maximal
toral subalgebras involved. Recall the natural isomorphism

h∗ −→
⊕

1≤i≤t h
∗
i

λ 7→ (λ|hi)1≤i≤t
. (II.6.14)

We have the nondegenerate bilinear form (−,−) on h∗, dual to the Killing form on h, and, for
1 ≤ i ≤ t, the nondegenerate bilinear form, denoted (−,−)i, dual to the Killing form on hi. The
latter give rise to a nondegenerate bilinear form, that we denote ⊕1≤i≤t(−,−)i on

⊕
1≤i≤t h

∗
i

relative to which the components of different indices are pairwise orthogonal. It is not difficult to
check that the isomorphism (II.6.14) commutes with the bilinear forms (−,−) and ⊕1≤i≤t(−,−)i.

As an immediate consequence, we get that δ is an isometry between the euclidean spaces
ER and

⊕
1≤i≤t Fi,R, where

⊕
1≤i≤t Fi,R is endowed with the euclidean structure which extends

the natural euclidean structure of each summand in such a way that distinct summands be
orthogonal.

II.7 On some automorphisms associated to a Cartan-Chevalley
decomposition.

Assume k is algebraically closed of characteristic 0.

In this section, we introduce important automorphisms of a semisimple Lie algebra associated
to a Cartan-Chevalley decomposition. It will turn out that they provide crucial information on
the Lie algebra and its representations.

We start with an elementary result which holds in a rather general context.

Exercise II.7.1 – In this exercise, we only assume that k is of characteristic 0.

Let g be a finite dimensional Lie algebra, (V, φ) a finite dimensional representation of g and
a ∈ g such that adg(a) : g −→ g and φ(a) : V −→ V are nilpotent endomorphisms. Let b ∈ g.
1. The endomorphism adgl(V )(φ(a)) : gl(V ) −→ gl(V ) is nilpotent (cf. Lemma I.4.7).
1.1. For all n ∈ N, φ((adg(a))n(b)) = (adgl(V )(φ(a)))n(φ(b)).
1.2. The following equality holds in gl(V ):

exp
(
adgl(V )(φ(a))

)
(φ(b)) = φ (exp(adg(a))(b)) .

2. As φ(a) is nilpotent, we may consider the endomorphism exp(φ(a))φ(b) exp(−φ(a)) : V −→ V .
2.1. Let p ∈ N be such that φ(a)n = 0 for all integer n > p. Then

exp(φ(a))φ(b) exp(−φ(a)) =
∑

0≤i,j≤p

1

i!

1

j!
φ(a)iφ(b)φ(−a)j .

2.2. Let q ∈ N be such that
(
adgl(V )(φ(a))

)n
= 0 for all integer n > q. Then

exp
(
adgl(V )(φ(a))

)
(φ(b)) =

∑
0≤k≤q

1

k!

(
adgl(V )(φ(a))

)k
(φ(b)).
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From which it follows that

exp
(
adgl(V )(φ(a))

)
(φ(b)) =

∑
0≤k≤q

∑
s,t∈N, s+t=k

1

s!

1

t!
φ(a)sφ(b)φ(−a)t.

Hint: to deduce the last equality from the previous one, one can use the two commuting endomor-
phisms Lφ(a) : gl(V ) −→ gl(V ), f 7→ φ(a)f (left multiplication by φ(a)) and Rφ(−a) : gl(V ) −→
gl(V ), f 7→ fφ(−a) (right multiplication by φ(−a)) and the binomial expansion formula together
with the identity adgl(V )(φ(a)) = Lφ(a) +Rφ(−a).
2.3. The following identity holds in gl(V ):

exp
(
adgl(V )(φ(a))

)
(φ(b)) = exp(φ(a))φ(b) exp(−φ(a)).

3. The following identity holds in gl(V ):

φ (exp(adg(a))(b)) = exp(φ(a))φ(b) exp(−φ(a)).

For the rest of the section, we let g be a semisimple Lie algebra, h be a Cartan subalgebra
of g and Φ be the set of roots associated to the pair (g, h). We have the Cartan-Chevalley
decomposition associated to (g, h):

g = h
⊕(⊕

α∈Φ

gα

)
, h = g0.

The results established in Section II.6 may be summed up as follows. We have a diagram

h∗

Φ ⊆ EQ
$ �

⊆

22eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
z�

R⊗Q−

,,YYYYYY
YYYYYYY

YYYYYYY
YYYYYYY

YYYYYYY
YYYYYY

ER

(II.7.15)

On h∗ we have the Killing form, denoted (−,−), as defined in (II.6.1). It restricts to a positive,
definite, symmetric bilinear form (−,−)Q of EQ. The latter, in turn, extends to a scalar product
(−,−)R of ER.

Now, any element of Φ, seen as an element of ER gives rise to a reflection of the euclidean
space ER. We are going to build an automorphism of h∗ which will be, somehow, a counterpart
to this reflection. This automorphism will actually arises from an automorphism of the Lie alge-
bra g which has a particularly nice behavior with respect to the Cartan-Chevalley decomposition.

To any α ∈ Φ, we associate a triple (xα, hα, yα) as in Remark II.5.14. Recall that we have

[hα, xα] = 2xα, [hα, yα] = −2yα, [xα, yα] = hα. (II.7.16)

Hence, xα and yα belong to generalised eigenspaces of adg(hα) associated to nonzero eigenvalues;
in the notation of Remark I.8.11, xα, yα ∈ N (g). As a consequence (cf. Remark I.8.11), adg(xα)
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and adg(yα) are locally nilpotent derivations of g and we may define the following automorphism
of Lie algebra of g, which is thus an element of E(g):

Θα = exp(adg(xα)) ◦ exp(adg(−yα)) ◦ exp(adg(xα)).

Using relations (II.7.16), it is easy to show that Θα(hα) = −hα. On the other hand, it is immediate
that, for all h ∈ ker(α), Θα(h) = h. But, as α(hα) = 2, we have that h = khα ⊕ ker(α). So,
Θα stabilises h and therefore induce on h an automorphism, which is involutive. By abuse of
notation, this automorphism of h will still be denoted by Θα. To sum up:

Θα : h −→ h ; Θα(hα) = −hα ; ∀h ∈ ker(α), Θα(h) = h.

We now investigate the transpose of Θα:

tΘα : h∗ −→ h∗.

It follows at once from the above that tΘα(α) = −α. Consider now an element γ ∈ h∗ orthogonal
to α with respect to the Killing form on h∗. Then,

γ(hα) =
2

κg(tα, tα)
γ(tα) =

2

κg(tα, tα)
κg(tγ , tα) = 0

So, since Θα(hα) = −hα, we get that tΘα(γ)(hα) = 0 = γ(hα). Similarly, for h ∈ ker(α), we have
that Θα(h) = h, and therefore that tΘα(γ)(h) = γ(h). But h = khα ⊕ ker(α), so tΘα(γ) = γ. To
sum up:

∀γ ∈ h∗ such that (α, γ) = 0, tΘα(γ) = γ. (II.7.17)

Let us now denote by sα the reflection of the euclidean space ER associated to α ∈ ER. By
Theorem II.6.1, sα stabilises Φ and, therefore, EQ. In addition, we have

EQ = Qα⊕ (Qα)⊥,

where (Qα)⊥ is the orthogonal of the line Qα with respect to (−,−)Q. Consider a basis B
of EQ consisting of α and elements of (Qα)⊥. All the elements of Φ are linear combination
with coefficients in Q of the elements of B. Therefore, as Φ generates the k-vector space h∗ by
Proposition II.5.12, B generates h∗ and, by (II.6.3), B is a basis of h∗. But, we have seen above
that tΘα(α) = −α and, by (II.7.17), tΘα leave all the other elements of B fixed. Therefore, tΘα

stabilises EQ and the restrictions of tΘα and sα to EQ coincide on B. We have therefore:

(sα)|EQ = (tΘα)|EQ . (II.7.18)

We are now ready to examine the action of the automorphism Θα on the Cartan-Chevalley
decomposition of g. For this, we first notice the following identity which follows easily from the
third point in Exercise II.7.1, which we may apply with φ the adjoint representation and a equal
to xα and yα since these are ad-nilpotent:

∀x ∈ g, adg(Θα(x)) = Θα ◦ adg(x) ◦Θ−1
α . (II.7.19)

Consider now β ∈ Φ. For all z ∈ gβ and all h ∈ h, we have:

[h,Θα(z)] = [Θα(Θα(h)),Θα(z)]
=

(
Θα ◦ adg(Θα(h)) ◦Θ−1

α

)
(Θα(z))

= (Θα ◦ adg(Θα(h))) (z)
= β(Θα(h))Θα(z)
= t(Θα)(β)(h)Θα(z)
= sα(β)(h)Θα(z)

.
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Indeed, the first equality holds because the restriction of Θα to h is an involution, the second
because of (II.7.19), the sixth because of (II.7.18) and the others are obvious. That is, we have
Θα(gβ) ⊆ gsα(β). But, the two spaces in this inclusion are one dimensional (cf. Proposition
II.5.15). So, we get

∀β ∈ Φ, Θα(gβ) = gsα(β). (II.7.20)

Taking into accout that Θα(h) = h, as we already noticed, we get that Θα leave one summand
of the Cartan-Chevalley decomposition fixed and permutes the others accordind to the way sα
permutes their indices.
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Part III

Root systems.
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III.1 Reflexions in euclidean spaces.

For all this section, E stands for a euclidean vector space which scalar product we denote (−,−) :
E× E −→ R. We let O(E) be the group of orthogonal linear automorphisms of (E, (−,−)).

Notation III.1.1 – The following notation will be useful. For α, β ∈ E, β 6= 0, put

〈α, β〉 = 2
(α, β)

(β, β)
.

To any α ∈ E \ {0}, we associate the map

σα : E −→ E
x 7→ x− 〈x, α〉α .

As is well known, σα is a reflection with reflecting hyperplane (Rα)⊥.

We start with an elementary Lemma.

Lemma III.1.2 – Let V be an R-vector space of finite dimension n, Φ a finite subset which
spans V and α ∈ V a nonzero element. There exists at most one endomorphism f of V such that
f(α) = −α, dimR(ker(f − idV )) ≥ n− 1 and f(Φ) ⊆ Φ.

Proof. Let f, g : V −→ V be such endomorphisms. First, observe that V = ker(f − idV )⊕Rα =
ker(g − idV )

⊕
Rα, that f and g are automorphisms of ordre 2 and that they both induce the

identity on V/Rα.
Put h = f ◦ g. Since h(α) = α and h induces the identity on V/Rα, its characteristic

polynomial must be (X − 1)n, as me see by computing its matrix in a basis of V starting by α.
Its minimal polynomial thus divides (X−1)n. On the other hand, as h stabilises the finite set Φ,
for all x ∈ Φ, the set {hk(x), k ∈ N} must be finite. So, h being invertible, there exists an integer
k ∈ N such that hk(x) = x. It follows, Φ being a finite generating set of V , that there exists
m ∈ N such that hm = id. The minimal polynomial of h thus divides Xm − 1. As a consequence
of the above, the minimal polynomial of h is X − 1; that is: h = 1. But f2 = idV , thus f = g.

Lemma III.1.3 – Let α ∈ E \ {0} and consider a subspace F of E. If σα(F ) ⊆ F , then, either
α ∈ F , or F ⊆ (Rα)⊥.

Proof. Suppose σα(F ) ⊆ F and α /∈ F . For all x ∈ F , σα(x) = x − 〈x, α〉α ∈ F , so that
(x, α)α ∈ F . But α /∈ F , so (x, α) = 0.

Lemma III.1.4 – Let Φ be a finite generating set of E such that, for all α ∈ Φ\{0}, σα(Φ) ⊆ Φ.
Let σ ∈ GL(E) such that σ(Φ) ⊆ Φ and β ∈ Φ \ {0}. Then, σ = σβ if and only if there exists a
hyperplane H of E pointwise fixed by σ and σ(β) = −β.

Proof. This follows immediately from Lemma III.1.2.

Corollary III.1.5 – Let Φ be a finite generating set of E such that, for all α ∈ Φ\{0}, σα(Φ) ⊆
Φ. Let σ ∈ GL(E) such that σ(Φ) ⊆ Φ. The following holds:
1. for all α ∈ Φ \ {0}, σσασ−1 = σσ(α) ;
2. for all α ∈ Φ \ {0} and for all β ∈ Φ, 〈β, α〉 = 〈σ(β), σ(α)〉.

Proof. Notice first that, for α ∈ Φ \ {0}, since Φ is finite and σα is an automorphism, the
hypotheses actually give σα(Φ) = Φ and thus σ−1

α (Φ) = Φ.
1. Let α ∈ Φ \ {0}. The automorphism σσασ

−1 fixes pointwise the hyperplane σ((Rα)⊥), sends
Φ into itself and maps σ(α) to −σ(α). Thus, by Lemma III.1.4, σσασ

−1 = σσ(α).
2. Applying the above identity to σ(β), β ∈ Φ, gives the result.
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III.2 Definition of Root Systems.

In this section, (E, (−,−)) is a euclidean space. We start with the definition of root system in the
euclidean space E.

Definition III.2.1 – Let Φ be a subset of E. Then Φ is called a root system of E if it satisfies
the following conditions.
1. The set Φ is finite, generates E as an R-vector space and does not contain 0.
2. For all α ∈ Φ, the scalar multiples of α in Φ are ±α.
3. For all α ∈ Φ, σα(Φ) ⊆ Φ.
4. For all α, β ∈ Φ, 〈β, α〉 ∈ Z.
The rank of Φ is defined to be the dimension of E.

Example III.2.2 – Let g be a finite dimensional semisimple Lie algebra and h a maximal toral
subalgebra. Theorem II.6.1 exactly says that Φ, seen as a subset of ER, is a root system of ER.

Remark III.2.3 – Let Φ be a root system of (E, (−,−)). If we consider any λ ∈ R>0, λ(−,−)
is a scalar product on the vector space E and Φ is still a root system for (E, λ(−,−)).

Definition III.2.4 – Let Φ be a root system of E. The Weyl group associated to Φ is the subgroup
of O(E) generated by the reflections σα, α ∈ Φ. We denote it by WΦ.

Remark III.2.5 – Let Φ be a root system of E.
1. By the third condition of the definition of root system, we have a natural morphism of groups

WΦ −→ S(Φ),

where S(Φ) stands for the symmetric group of Φ. In addition, since Φ generates E, this morphism
must be injective. Since, on the other hand, Φ is finite, then WΦ must also be finite.
2. By Corollary III.1.5, the action of GL(E) on itself by conjugation restricts to an action of its
subgroup {σ ∈ GL(E) |σ(Φ) ⊆ Φ} on WΦ.

Definition III.2.6 – Isomorphism of root systems – Let Φ be a root system of E. Let E′

be a euclidean space and Φ′ be a root system of E′. The pairs (E,Φ) and (E′,Φ′) are said to be
isomorphic if there exists an isomorphism ϕ : E −→ E′ of vector spaces such that ϕ(Φ) = Φ′ and,
for all α, β ∈ Φ,

〈ϕ(α), ϕ(β)〉 = 〈α, β〉.

An automorphism of (E,Φ) is an isomorphism between (E,Φ) and itself.

Exercise III.2.7 – Let Φ be a root system of E. Let E′ be a euclidean space and Φ′ be a root
system of E′ and let ϕ : E −→ E′ be an isomorphism of root systems between (E,Φ) and (E′,Φ′).
1. For all α, β ∈ Φ, σϕ(α)(ϕ(β)) = ϕ(σα(β)).
2. The map WΦ −→WΦ′ , ϕ ◦ σ ◦ ϕ−1 is an isomorphism of groups.

Exercise III.2.8 – Let Φ be a root system of E. Any automorphism of the vector space E that
leaves Φ invariant is an automorphism of (E,Φ). (See Corollary III.1.5.)
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Exercise III.2.9 – Dual (or inverse) of a root system –
Let Φ be a root system. To α ∈ Φ, associate

α∨ =
2α

(α, α)
.

1. For all α, β ∈ Φ,
1.1. α∨ = β∨ if and only if α = β,
1.2. 〈α∨, β∨〉 = 〈β, α〉.
1.3. σα∨(β∨) = (σα(β))∨,
2. The set Φ∨ = {α∨, α ∈ Φ} ⊆ E is a root system of E, called the dual (or inverse) of Φ.

Example III.2.10 – Root systems of rank one – Up to isomorphism, there is a unique root
system of rank one. It is the root system of sl2(k).

Example III.2.11 – Examples of root systems of rank two – The reader is referred to
[Humphreys ; p.44] for examples of root systems of rank 2.

As will be seen latter, root systems can be classified. This is due to the very strong constraint
put on them by the fourth condition in the definition. We now examine this condition.

Remark III.2.12 – Let α, β ∈ E \ {0}. The Cauchy-Schwartz inequality states that

−1 ≤ (α, β)

||α|| ||β||
≤ 1.

In addition,
(α, β)

||α|| ||β||
= ±1 iff ∃λ ∈ R∗ |β = λα.

Here, || − || stands for the euclidean norm associated to (−,−). Therefore, there exists a unique
real number θ in the interval [0, π] such that (α, β) = cos(θ)||α|| ||β||. We call this real number
the angle between α and β.

Remark III.2.13 – Let Φ be a root system of E. Let α, β ∈ Φ.
1. The integers 〈α, β〉 and 〈β, α〉 have the same sign since:

〈α, β〉||β||2 = 2(α, β) = 2(β, α) = 〈β, α〉||α||2.

2. The Cauchy-Schwartz inequality then gives

0 ≤ 〈α, β〉〈β, α〉 ≤ 4 and 〈α, β〉〈β, α〉 = 4⇐⇒ ∃λ ∈ R∗ |β = λα.

But, α and β being roots, 〈α, β〉 and 〈β, α〉must be in Z and, in addition, α and β are proportional
if and only if α = ±β. It follows that, if we assume ||α|| ≤ ||β||, the possible values for these
integers are as follows:

〈α, β〉 〈β, α〉 angle ||β||2/||α||2

0 0 π/2 undetermined case where α and β are orthogonal
1 1 π/3 1
−1 −1 2π/3 1

1 2 π/4 2
−1 −2 3π/4 2

1 3 π/6 3
−1 −3 5π/6 3

2 2 0 1 case where α = β
−2 −2 π 1 case where α = −β
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As a consequence, we get the following Lemma.

Lemma III.2.14 – Let Φ be a root system of E. Let α, β ∈ Φ, α 6= ±β.
1. If (α, β) > 0, then α− β ∈ Φ.
2. If (α, β) < 0, then α+ β ∈ Φ.

Proof. Suppose that (α, β) > 0, by Remark III.2.13, either 〈α, β〉 = 1 or 〈β, α〉 = 1. In the first
case, α− β = σβ(α) ∈ Φ, in the second case, β − α = σα(β) ∈ Φ (by the third condition on root
systems). By the second condition, we get point 1. Point 2 follows from point 1.

We now introduce the notion of string of roots.

Proposition III.2.15 – Let α, β ∈ Φ be nonproportional roots.
Put I = {i ∈ Z |β + iα ∈ Φ} and S = {β + iα, i ∈ I}. Then:
1. I is a bounded interval of Z containing 0,
2. if r, q ∈ N are the integers such that I = [−r, q], then r − q = 〈β, α〉.

Proof. Consider the map

ρ : Z −→ E
i 7→ β + iα

.

As α 6= 0, ρ is injective. Thus, since Φ is finite, I is a finite subset of Z. Clearly I contains 0.
We may thus consider r, q ∈ N such that q = max(I) et −r = min(I) and we have I ⊆ [−r, q].
Suppose I is not an interval of Z. Then, there exists integers p, s avec p < s such that p, s ∈ I,
p + 1, s − 1 /∈ I. Lemma III.2.14 then implies that (β + pα, α) ≥ 0 and (β + sα, α) ≤ 0. From
which it follows that −p(α, α) ≤ (β, α) ≤ −s(α, α), contradicting p < s. This proves Point 1.

It is clear that σα(S) ⊆ S. Moreover, σα is injective and S finite. So, σα(S) = S. More
precisely, for i ∈ Z,

σα(β + iα) = β − 〈β, α〉α− iα = β + (−〈β, α〉 − i)α.

It follows that the map Z −→ Z, i 7→ −i− 〈β, α〉 induces a map

I −→ I
i 7→ −i− 〈β, α〉

obviously bijective and decreasing. It thus maps −r to q. Hence, r − 〈β, α〉 = q.

Definition III.2.16 – Strings of roots – Let α, β ∈ Φ be nonproportional roots. In the notation
of Proposition III.2.15, S is called the α-string through β, β− rα its origine, β+ qα its extremity
and q + r its length.

Proposition III.2.17 – Length of strings of roots – Let α, β ∈ Φ be nonproportional roots.
The length of the α-string through β is bounded by 3.

Proof. Let γ be the origine of the α-string through β. It is clear that the α-string through β and
the α-string through γ coincide. But, by Point 2 of Proposition III.2.15, the length of the latter
is −〈γ, α〉. Point 2 in Remark III.2.13 then gives the result.
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III.3 Bases of root systems.

In this section, (E, (−,−)) is a euclidean space.

Definition III.3.1 – Let Φ be a root system of E. A subset ∆ of Φ is called a base of Φ if:
(i) ∆ is a basis of E;
(ii) for all α ∈ Φ, the coefficients of α as a linear combination of elements of ∆ are integers
which are all in N or all in −N.

Remark III.3.2 – Let Φ be a root system of E, let E′ be a euclidean space and Φ′ a root system
of E′ and let ϕ : E −→ E′ be an isomorphism between (E,Φ) and (E′,Φ′). Then if ∆ is a base of
Φ, ϕ(∆) is a base of Φ′.

Remark III.3.3 – Let Φ be a root system of E. A base ∆ of Φ gives rise to a partition of Φ.
Indeed, put:

Φ+ =

{∑
α∈∆

nαα, nα ∈ N, ∀α ∈ ∆

}
∩ Φ and Φ− =

{∑
α∈∆

nαα, nα ∈ (−N), ∀α ∈ ∆

}
∩ Φ

Then Φ = Φ+ t Φ− (disjointe union). In addition, Φ− = −Φ+.

Definition III.3.4 – Let Φ be a root system of E and ∆ a base of Φ. The elements of ∆ are
called simple roots; the elements of Φ+ (resp. Φ−) are called positive (resp. negative) roots.
Further, the height of α ∈ Φ, denoted ht(α), is the sum of its coefficients in its expression as a
linear combination of elements of ∆.

Definition III.3.5 – Let Φ be a root system of E and ∆ a base of Φ. We define a binary relation
on E, denoted �, as follows:

∀x, y ∈ E, x � y if y − x ∈ SpanN(Φ+) = SpanN(∆).

Proposition III.3.6 – Let Φ be a root system of E and ∆ a base of Φ. The binary relation �
of Definition III.3.5 is an ordre on E.

Proof. This is clear.

Lemma III.3.7 – Let Φ be a root system of E and ∆ a base of Φ. If α, β ∈ ∆ are distinct, then
(α, β) ≤ 0.

Proof. Suppose, on the contrary, that (α, β) > 0. Then, Lemma III.2.14 shows that α − β is a
root, which contradicts the second condition of the definition of base.

At this stage, however, it is not even clear that a root system does admit a base. We now
proceed to show that, indeed, it does.

Let Φ be a root system. To any α ∈ Φ, associate the hyperplane Pα = (Rα)⊥. This hyperplane
determines two half-spaces of E:

P+
α = {x ∈ E | (α, x) > 0} and P−α = {x ∈ E | (α, x) < 0}.
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Exercise III.3.8 – Let E be a finite dimensional nonzero vector space over an infinite field.
Let r ∈ N∗. For 1 ≤ i ≤ r, let Pi be an hyperplane of E. Then we have the strict inclusion:⋃

1≤i≤r Pi ⊂ E.

Definition III.3.9 – Let Φ be a root system of E. An element of E is called regular if it belongs
to E \

⋃
α∈Φ Pα.

Remark III.3.10 – In the above notation, by Exercise III.3.8, we have the strict inclusion⋃
α∈Φ

Pα ⊂ E.

Hence, there exist regular elements.

Definition III.3.11 – Let Φ be a root system of E and x a regular element of E. Put

Φ+(x) = {α ∈ Φ | (x, α) > 0} and Φ−(x) = {α ∈ Φ | (x, α) < 0}.

An element of Φ+(x) is indecomposable if it cannot be written as the sum of two elements of
Φ+(x). We denote by ∆(x) the subset of Φ+(x) of indecomposable elements.

Remark III.3.12 – Let Φ be a root system of E and x a regular element of E. Consider an
element α in Φ+(x) such that (x, α) is minimal. If α1 and α2 are elements of Φ+(x) such that
α = α1 + α2, then we have (x, α) = (x, α1) + (x, α2). But (x, α1) > 0, so (x, α2) < (x, α), a
contradiction. Therefore, the set ∆(x) is not empty.

Remark III.3.13 – Let Φ be a root system of E and x a regular element of E.
1. It is clear that:
1.1. Φ = Φ+(x) t Φ−(x) ;
1.2. Φ−(x) = −Φ+(x).
2. Suppose ∆(x) is a base of Φ, and let Φ+ and Φ− be the set of positive and negative roots
relative to the choice of ∆(x) as a base of Φ, as defined in Remark III.3.3. Then,

Φ+ = Φ+(x) and Φ− = Φ−(x).

Exercise III.3.14 – Let E be a euclidean space and let B be a basis of E.
For all b ∈ B, let pb be the orthogonal projection of b on the line (SpanR(B \ {b}))⊥. Put

δ =
∑
b∈B

pb.

Then, for all b ∈ B, (b, δ) > 0.
In particular, there exists an element x ∈ E such that (b, x) > 0, for all b ∈ B.

Lemma III.3.15 – Let E be a euclidean space, v ∈ E \ {0}, K a nonempty set and X =
{xk, k ∈ K} a familly of elements of E. If, for all k ∈ K, (xk, v) > 0, and, for all i, j ∈ K,
i 6= j, (xi, xj) ≤ 0, then X is linearly independant.

Proof. Suppose X is linearly dependant. From the existence of a nontrivial equation of linear
dependence between elements of X , we deduce the existence of an equality

∑
i∈I rixi =

∑
i∈J rixi,

where I, J are disjoint subsets of K and ri ∈ R>0, for all i ∈ I t J . Notice that I or J may be
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empty (in which case the corresponding sum is understood to be zero) but that one of the two
at least is not. Now, let ε =

∑
i∈I rixi. Then,

(ε, ε) =

∑
i∈I

rixi,
∑
j∈J

rjxj

 =
∑

(i,j)∈I×J

rirj (xi, xj) ≤ 0.

So ε = 0. But then, 0 = (ε, v) =
∑

i∈I ri(xi, v), with ri > 0 and (xi, v) > 0. This entails I = ∅.
In the same manner, we get J = ∅. A contradiction.

Theorem III.3.16 – Existence of bases – Let Φ be a root system of E.
1. If x is a regular element of E, then ∆(x) is a base of Φ.
2. If ∆ is a base of Φ, then there exists a regular element x of E such that ∆ = ∆(x).

Proof. 1. We proceed in four steps.
(1) We have Φ+(x) ⊆ SpanN(∆(x)).
Suppose the contrary and choose α ∈ Φ+(x) \ SpanN(∆(x)) with (x, α) minimal. In particular,
α /∈ ∆(x), so that there exist α1, α2 ∈ Φ+(x) satisfying α = α1 + α2. Thus, we have (α, x) =
(α1, x) + (α2, x) with (α1, x), (α2, x) > 0. Hence, by minimality of (α, x), α1, α2 ∈ SpanN(∆(x)),
which entails α ∈ SpanN(∆(x)). A contradiction.
(2) If α, β ∈ ∆(x), then either (α, β) ≤ 0, or α = β.
Suppose (α, β) > 0 and α 6= β. Since we cannot have α = −β as α, β ∈ Φ+(x), Lemma III.2.14
applies and shows that α − β ∈ Φ. If α − β ∈ Φ+(x), α = (α − β) + β and α is decomposable;
otherwise, β − α ∈ Φ+(x), β = (β − α) + α and β is decomposable. A contradiction.
(3) The set ∆(x) is linearly independant.
By (2), we are in position to apply Lemma III.3.15, which gives the result.
(4) The set ∆(x) is a base of Φ.
By (1), any element of Φ+(x) is a linear combination with coefficients in N of elements of ∆(x).
It follows that any element of Φ−(x) is a linear combination with coefficients in (−N) of elements
of ∆(x), since Φ−(x) = −Φ+(x). Since Φ = Φ+(x)tΦ−(x) the second condition in the definition
of a base is fulfilled. In particular, any element of Φ is in SpanR(∆(x)). And, since Φ generates
E as a vector space, so does ∆(x). So, by (3), ∆(x) is a basis of the vector space E.
2. Let ∆ be a base of Φ. Let Φ+ and Φ− be the sets of positive and negative roots with respect
to ∆. By Exercise III.3.14, there exists an element x ∈ E such that (x, α) > 0, for all α ∈ ∆. By
the second condition of the definition of base, such an x must be regular. More precisely:

∀α ∈ Φ+, (x, α) > 0 and ∀α ∈ Φ−, (x, α) < 0,

so that Φ+ ⊆ Φ+(x) and Φ− ⊆ Φ−(x). But, since Φ+(x) t Φ−(x) = Φ = Φ+ t Φ+, we actually
have Φ+ = Φ+(x) and Φ− = Φ−(x). In particular, ∆ ⊆ Φ+(x). More is true: for all α ∈ ∆,
α must be indecomposable (as an element of Φ+(x)). Indeed, otherwise α could be written as
the sum of two elements in Φ+(x) = Φ+, each of which, in turn, is a linear combination with
coefficient in N∗ of elements of ∆. This would contradict the linear independance of ∆. So
∆ ⊆ ∆(x). But, as Point 1 shows, ∆(x) is a base of Φ. As ∆ is also a base of Φ, they both are
bases of the vector space E and hence have the same cardinality. So ∆(x) = ∆.

Remark III.3.17 – Let Φ be a root system of E and ∆ a base of Φ. Let Φ+ and Φ− be the sets
of positive and negative roots with respect to ∆.
1. By Exercise III.3.14, there exists an element x of E such that (x, α) > 0, for all α ∈ ∆.
2. By the proof of Theorem III.3.16, an element x as in Point 1 must be regular.
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3. By the proof of Theorem III.3.16, an element x as in Point 1 satisfies ∆ = ∆(x), Φ+ = Φ+(x)
and Φ− = Φ−(x). In particular

Φ+ ⊆ {y ∈ E | (y, x) > 0}.

4. If y is a regular element of E (with respect to ∆) and ∆(y) = ∆, then ∆ ⊆ Φ+(y) and, thus:
(y, α) > 0, for all α ∈ ∆.
5. We have shown that the regular elements x such that ∆ = ∆(x) are those satisfying (x, α) > 0,
for all α ∈ ∆.

At this stage, we are in position to discuss bases for dual root systems. Recall Exercise III.2.9
for the definition of the dual root system Φ∨ of Φ.

Proposition III.3.18 – Let Φ be a root system and ∆ a base of Φ. Put

∆∨ = {α∨, α ∈ ∆} ⊆ E.

Then, ∆∨ is a base of the root system Φ∨ of E.

Proof. Notice first that the set of regular elements relative to Φ and Φ∨ is the same.

By Remark III.3.17, there exists an element x in E such that (x, α) > 0, for all α ∈ ∆, such
an element is regular (with respect to Φ) and we have ∆ = ∆(x) and Φ+ = Φ+(x). Now, as
pointed above, x is regular with respect to Φ∨. Observe in addition that

∆∨ ⊆ (Φ∨)+(x) = {α∨, α ∈ Φ | (α, x) > 0} = {α∨, α ∈ Φ+}.

Consider now α ∈ ∆ and suppose that α∨ is decomposable as an element of (Φ∨)+(x). Then, by
definition, there exists β, γ ∈ Φ+ such that α∨ = β∨ + γ∨. Put ∆ = {α1, . . . , α`}, α1 = α. Since
β, γ ∈ Φ+, there exists ni,mi ∈ N, 1 ≤ i ≤ `, such that

β =
∑

1≤i≤`
niαi and γ =

∑
1≤i≤`

miαi.

The equality α∨ = β∨ + γ∨ then gives

α

(α, α)
=
∑

1≤i≤`

(
ni

(β, β)
+

mi

(γ, γ)

)
αi.

From which it follows, ∆ being a basis of E, that ni = mi = 0 whenever i 6= 1. Therefore, β and
γ are positive roots, proportional to α; that is, β = γ = α. This leads to α = 2α, a contradiction.

At this stage, we have proved that ∆∨ is included in the set of indecomposable elements of
(Φ∨)+(x). But, by Theorem III.3.16, the latter set is a base of the root system Φ∨ and thus, in
particular, a basis of E. As ∆∨ is also a basis of E, the previous inclusion must be an equality,
which proves that ∆∨ is a base of Φ∨.

The notion of base of a root system allows to refine the Cartan-Chevalley decomposition as
we now show.

Example III.3.19 – Application to the Cartan-Chevalley decomposition – Recall the
setup of Section II.6. The field k is assumed to be algebraically closed of characteristic 0. We
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consider a pair (g, h), where g is a finite dimensional semisimple Lie algebra and h a maximal
toral subalgebra of g.

We then have the Cartan-Chevalley decomposition g = h
⊕(⊕

α∈Φ gα
}

where, for α ∈ h∗,
we put gα = {x ∈ g | ∀h ∈ h, [h, x] = α(h)x} and Φ = {α ∈ h∗ \ {0} | gα 6= (0)}. Recall also that
g0 = h.

The Killing form on h gives rise to a nondegenerate form on h∗: (−,−) : h∗ × h∗ −→ k, via
the identification ι : h −→ h∗. Then, putting EQ = SpanQ(Φ) ⊆ h∗, we get a Q-subspace of
dimension dimk(h∗) and on which (−,−) induces a positive, definite, symmetric bilinear form
(−,−)Q : EQ × EQ −→ Q wich, in turn, defines a positive, definite, symmetric bilinear form
(−,−)R : ER×ER −→ R on the R-vector space ER = R⊗Q EQ, turning it into a euclidean space.

Then, Theorem II.6.1 shows that, seen as a subspace of ER, Φ is a root system of ER.

At this stage, the results of the present section allow us to refine the Cartan-Chevalley de-
composition as follows. Choose a basis ∆ of Φ, and write Φ = Φ+ t Φ−. Then, we can put:

n− = ⊕α∈Φ−gα and n = n+ = ⊕α∈Φ+gα , so that g = n− ⊕ h⊕ n+.

The first point of Lemma II.5.6 shows that n+ and n− are Lie subalgebras of g. The same results,
together with Engel’s Theorem, actually shows that n+ and n− are nilpotent Lie algebras. Put
now

b = b+ = h⊕ n+.

The same argument as above shows that b is a Lie subalgebra of g and that [b, b] ⊆ n+. It follows
that the Lie subalgebra [b, b] of b is nilpotente (hence solvable), which entails that b is solvable.

Actually, more is true, we have: [b, b] = n. Indeed, let α ∈ Φ+. There exists h ∈ h such
that α(h) 6= 0. Then, if x ∈ gα, the identity [h, x] = φ(h)x shows that x ∈ [h, n]. The inclusion
n ⊆ [b, b] follows.

III.4 Properties of root systems.

In this section, (E, (−,−)) is a euclidean space.

Proposition III.4.1 – Let Φ be a root system of E and ∆ be a base of Φ.
1. If α is a positive but not simple root, there exists a simple root β such that α− β is a positive
root.
2. If α is a positive root, there exists t ∈ N∗ and a finite sequence (αi)1≤i≤t of simple roots such
that:
(i) α =

∑
1≤i≤t αi and,

(ii) for all 1 ≤ s ≤ t,
∑

1≤i≤s αi ∈ Φ+.

Proof. Remark III.3.17 shows there exists x ∈ E, regular, such that Φ+ ⊆ {y ∈ E | (y, x) > 0}.
Let α be a nonsimple, positive root. Suppose that (α, β) ≤ 0 for all simple root β, by

Lemme III.3.7, we are in position to apply Lemma III.3.15 which implies that ∆∪{α} is linearly
independant. This is a contradiction. Hence, there exists a simple root β such that (α, β) > 0.
But, α and β are not proportional since α is positive but not simple. So, Lemma III.2.14 applies
and shows that α− β is a root.

Now, α being positive, for all γ ∈ ∆, there exists nγ ∈ N such that α =
∑

γ∈∆ nγγ. As α and
β are not proportional, there exists γ ∈ ∆ \ {β} such that nγ > 0. But then, since α − β is a
root, the definition of base implies that nβ ≥ 1. Point 1 follows.
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Point 2 is an immediate consequence of Point 1.

We are now in position to give a better set of generators for a semisimple Lie algebra than
the one given in Proposition II.5.17. (See Example III.3.19 for comments on the context.)

Proposition III.4.2 – Suppose k is algebraically closed of characteristic 0. Let g be a finite
dimensional semisimple Lie algebra, let h be a maximal toral subalgebra, let Φ be the set of roots
for the pair (g, h) and let ∆ be a base of the root system (ER,Φ). Then, the set

∑
α∈∆ (gα + g−α)

generates g as a Lie algebra.

Proof. Let l be the Lie subalgebra of g generated by the root spaces gα and g−α, α ∈ ∆. By
Proposition II.5.17, it is enough to show that any root space gβ, β ∈ Φ, is in l.

Suppose first that β is a positive root. We proceed by induction on the height of β. The
result is trivial if the height of β is 1 since then β ∈ ∆. Consider now any β with height at least
equal to 2. By Proposition III.4.1, we know that there is a simple root α and a positive root γ
with ht(γ) = ht(β)− 1 such that β = α+ γ. By the induction hypothesis, both gα and gγ are in
l. On the other hand, by Proposition II.5.16, we have that gβ = [gα, gγ ]. So, gβ ∈ l.

Clearly, a similar argument works for negative roots β, using induction on −ht(β).

Notation III.4.3 – Let Φ be a root system of E and ∆ a base of Φ. We put

δ =
1

2

∑
β∈Φ+

β ∈ E.

Proposition III.4.4 – Let Φ be a root system of E and ∆ a base of Φ. Let α ∈ ∆.
1. If β ∈ Φ+ \ {α}, then σα(β) ∈ Φ+ \ {α}.
2. The restriction of σα to Φ+ \ {α} induces a bijection of Φ+ \ {α} into itself.
3. We have σα(δ) = δ − α.

Proof. Denote α1, . . . , αr the simple roots, with α1 = α. There exist n, n2, . . . , nr ∈ N such that
β = nα+

∑
2≤i≤r niαi. Moreover, since α 6= β, there exists 2 ≤ i ≤ r such that ni > 0. Then,

σα(β) =

−n− ∑
2≤i≤r

ni〈αi, α〉

α+
∑

2≤i≤r
niαi.

Now, σα(β) ∈ Φ by definition of a root system, and one of its coefficients ni, 2 ≤ i ≤ r, in its
decomposition over ∆ is in N∗ by the above observation. Hence, σα(β) ∈ Φ+ and it is different
from α. This proves the first point. The two others follow immediately.

Proposition III.4.5 – Let Φ be a root system of E and ∆ a base of Φ. Let t ∈ N, t ≥ 2 and,
for 1 ≤ i ≤ t, a simple root αi and the reflection σi = σαi attached to it.

If σ1 . . . σt−1(αt) ∈ Φ−, then there exists an integer s, 1 ≤ s < t, such that

σ1 . . . σt =
∏

1≤i≤t, i 6=s, i 6=t
σi.

(With the convention that the above product is the identity if t = 2.)
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Proof. Let β0, . . . , βt−1 be the roots defined by βi = σi+1 . . . σt−1(αt), 0 ≤ i ≤ t−2, and βt−1 = αt.
By hypothesis, β0 ∈ Φ− et βt−1 ∈ Φ+. Hence, there exists a least integer s such that

1 ≤ s ≤ t− 1 and βs ∈ Φ+. We have βs−1 = σs(βs) ∈ Φ−. Proposition III.4.4 thus implies that
βs = αs.

If s = t− 1, we thus have αt = βt−1 = αt−1 and the result is clear.
Otherwise, we have σs+1 . . . σt−1(αt) = αs. Thus, by Corollary III.1.5, we have

(σs+1 . . . σt−1)σt(σs+1 . . . σt−1)−1 = σs,

that is σ1 . . . σt = σ1 . . . σs−1σs+1 . . . σt−1.

Corollary III.4.6 – Let Φ be a root system of E, WΦ its Weyl group and ∆ a base of Φ. Let
σ ∈ WΦ, σ 6= id. If t is the least element of N∗ such that σ may be written as product of
t reflections σα, α ∈ ∆ and if α1, . . . , αt are elements of ∆ such that σ = σα1 . . . σαt, then
σ(αt) ∈ Φ−.

Proof. If t = 1, the result is clear.
Suppose t = 2. Then σ = σα1σα2 , α1, α2 ∈ ∆. If we suppose that σ(α2) ∈ Φ+, then σα1(α2) ∈

Φ− which implies, by Proposition III.4.4, that α1 = α2. But σ 6= id, hence a contradiction.
Suppose now that t ≥ 3. Then σ = σα1 . . . σαt , α1, . . . , αt ∈ ∆. If we suppose that σ(αt) ∈ Φ+,

then σα1 . . . σαt−1(αt) ∈ Φ−. We are then in position to apply Proposition III.4.5 which shows
that σ may be written as a product of t−2 reflections associated to simple roots, which contradicts
the minimality of t. Hence, σ(αt) ∈ Φ−.

III.5 Weyl chambers.

In this section, (E, (−,−)) is a euclidean space.

Let Φ be a root system of E. Recall the set

T = E \
⋃
α∈Φ

Pα

of regular elements of E (cf. Definition III.3.9) relative to Φ, which we know is not empty (cf.
Remark III.3.10).

Remark III.5.1 –
1. Clearly, T = {x ∈ E | (x, α) 6= 0, ∀α ∈ Φ}.
2. As the Weyl group relative to Φ stabilises Φ, it also stabilises T .

Lemma III.5.2 – Let x, y ∈ T . The following statements are equivalent:
(i) for all α ∈ Φ, (x, α)(y, α) > 0 ;
(ii) Φ+(x) = Φ+(y) ;
(iii) ∆(x) = ∆(y).

Proof. Statement (i) means, for all α ∈ Φ, the sign of the nonzero real numbers (x, α) and (y, α)
is the same. The equivalence between (i) and (ii) is therefore immediate. It is clear also that (ii)
implies (iii), by definition of ∆(x) and ∆(y).

Let us now suppose that (iii) holds. By Theorem III.3.16, ∆(x) and ∆(y) are bases of Φ, so
we are in position to apply Point 2 of Remark III.3.13, which gives Φ+(x) = Φ+(y).

76



Lemma III.5.2 suggests an equivalence relation on T , denoted ∼, defined as follows. Let
x, y ∈ T , put

x ∼ y if ∀α ∈ Φ, (x, α)(y, α) > 0.

In other terms, two elements of T are in relation if, for every root α, they are in the same
half-space relative to Pα.

Lemma III.5.3 –
1. Relation ∼ is an equivalence relation.
2. This equivalence relation is compatible with the action of WΦ on T (that is, ∀x, y ∈ T and
w ∈WΦ, if x ∼ y, then w(x) ∼ w(y)).

Proof. The first statement is clear. The second follows easily from the fact that WΦ stabilise Φ
and consists in orthogonal linear maps.

Definition III.5.4 – Let Φ be a root system of E.
1. Equivalence classes for the equivalence relation ∼ are called Weyl chambres.
2. If x ∈ T , the Weyl chambre to which x belongs will be denoted Ch(x).

Remark III.5.5 – It can be shown that Weyl chambres are the connected components of the
topological space T (equiped with the topology induced from that of the euclidean space E).

Remark III.5.6 – Let P(Φ) stand for the set of subsets of Φ. Then, we have a map T −→ P(Φ),
x 7→ ∆(x) whose image is, by Theorem III.3.16, the set of all the bases of Φ. Lemma III.5.2 then
shows that it induces an injection

T / ∼ −→ P(Φ)
Ch(x) 7→ ∆(x)

. (III.5.1)

Hence, the set of Weyl chambres is in one-to-one correspondance with the set of bases of Φ.

Definition III.5.7 – Let ∆ be a base of Φ. The inverse image of ∆ by the injective map (III.5.1)
is called the fundamental chambre relative to (Φ,∆). It will be denoted Ch(∆).

Lemma III.5.8 – Let ∆ be a base of the root system Φ. Then Ch(∆) = {y ∈ T | ∀α ∈
∆, (y, α) > 0}.

Proof. By definition, Ch(∆) = {x ∈ T |∆(x) = ∆}. Hence, the result is just Point 5 in Remark
III.3.17.

Remark III.5.9 –
1. The Weyl group stabilises Φ, hence acts on Φ. It follows that it also acts on P(Φ). Actually,
it is easy to check that:

∀x ∈ T and ∀w ∈WΦ, w(Φ+(x)) = Φ+(w(x)) and w(∆(x)) = ∆(w(x)).

Hence, the map

T −→ P(Φ)
x 7→ ∆(x)
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is WΦ-equivariant.
2. Recall from Lemma III.5.3 that the action of WΦ on T is compatible with ∼. Hence, the
action of WΦ on T induces an action of WΦ on T / ∼. It follows from the above that:

T / ∼ −→ P(Φ)
Ch(x) 7→ ∆(x)

is WΦ-equivariant. That is: the set of Weyl chambers is in bijection with the set of bases of Φ
and this bijection commutes with the action of WΦ.

III.6 Weyl group, generators and action.

In this section, (E, (−,−)) is a euclidean space.

Let Φ be a root system of E and ∆ a base of Φ. Lemma III.5.8 gives the first equality below
and the second is clear by the definition of T :

Ch(∆) = {y ∈ T | ∀α ∈ ∆, (y, α) > 0} = {y ∈ E | ∀α ∈ ∆, (y, α) > 0}.

We now introduce the following notation.

Notation III.6.1 – Let Φ be a root system of E and ∆ a base of Φ. Put:

Ch(∆) = {y ∈ E | ∀α ∈ ∆, (y, α) ≥ 0}.

The following theorem collects fundamental results about the Weyl group. We prepare its
proof with two exercises.

Exercise III.6.2 – Let E be a finite dimensional nonzero vector space over an infinite field. Let
r ∈ N, r ≥ 2. For 1 ≤ i ≤ r, let Pi be an hyperplane of E. If P1, . . . , Pr are pairwise distinct,
then there exists an element of P1 which is not in

⋃
2≤i≤r Pi. (This is a consequence of the result

in Exercise III.3.8.)

Exercise III.6.3 – 1. Let T be a topological space, r ∈ N∗, and f : T −→ R, fi : T −→ R,
1 ≤ i ≤ r be continuous maps. Suppose y ∈ T satisfies f(y) = 0 and, fi(y) 6= 0, for 1 ≤ i ≤ r.
Then there exists an open subset U of T containing y such that, for all x ∈ U , and for all
1 ≤ i ≤ r, f(x) < |fi(x)|.
2. Let E be a euclidean vector space, r ∈ N∗, and v, vi be nonzero elements of E, 1 ≤ i ≤ r.
Suppose there exists y ∈ E such that (v, y) = 0 and (vi, y) 6= 0, for all 1 ≤ i ≤ r. Then, there
exists x ∈ E such that 0 < (x, v) < |(x, vi)| for all 1 ≤ i ≤ r.

Theorem III.6.4 – Let Φ be a root system of E and WΦ its Weyl group. Let ∆ be a base of Φ
and W ′ the subgroup of WΦ generated by the reflexions σα, α ∈ ∆.
1. Let x be a regular element of E. There exists w ∈W ′ such that w(x) ∈ Ch(∆). In particular,
the Weyl group acts transitively on the set T / ∼ of Weyl Chambers.
2. If ∆′ is a base of Φ, there exists w ∈W ′ such that w(∆′) = ∆. In particular, the Weyl group
acts transitively on the set of bases of Φ.
3. Let α ∈ Φ. There exists w ∈W ′ such that w(α) ∈ ∆.
4. The Weyl group is generated by the reflections σα, α ∈ ∆; that is, WΦ = W ′.
5. If w is an element of the Weyl group such that w(∆) = ∆, then w = id. In particular, the
Weyl group acts simply transitively on the set of bases of Φ.
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Proof. 1. Recall the element δ =
1

2

∑
β∈Φ+

β (see Notation III.4.3). As the set {(w(x), δ), w ∈

W ′} ⊆ R is finite, we may chose w ∈ W ′ such that (w(x), δ) is its maximum. Now, let α ∈ ∆.
Then σαw ∈W ′ and thus

(w(x), δ) ≥ (σαw(x), δ) = (w(x), σα(δ)) = (w(x), δ − α)

(see Proposition III.4.4), which entails (w(x), α) ≥ 0. The second point of Remark III.5.1 then
shows that (w(x), α) > 0. Therefore, by Lemma III.5.8, w(x) ∈ Ch(∆).
2. This follows immediately from Point 1 by Remark III.5.9.
3. By Point 2, it suffices to show that α belongs to a base. By Exercise III.6.2, there exists
x ∈ Pα such that, for all β ∈ Φ \ {±α}, x /∈ Pβ. Now, by Exercise III.6.3, it follows that there
exists y ∈ E such that 0 < (y, α) < |(y, β)|, for all β ∈ Φ \ {±α}. Clearly, y must be regular
and, in addition, we have α ∈ Φ+(y). It is easy to check that, actually, α is an indecomposable
element of Φ+(y), so that α ∈ ∆(y).
4. Let α ∈ Φ. By Point 3, there exists w ∈W ′ such w(α) ∈ ∆. Corollary III.1.5 then shows that
wσαw

−1 = σw(α) ∈W ′. It follows that σα ∈W ′.
5. Let w be an element of the Weyl group such that w(∆) = ∆. By Point 4, w may be written
as a product of reflections σα, α ∈ ∆. Suppose w 6= id, Corollary III.4.6 shows that there exists
a simple root sent by w to a negative root, which contradicts the hypothesis on w. Therefore,
w = id. The rest is clear since the action of WΦ on the set of bases of Φ is transitive.

Definition III.6.5 – Simple reflections –
Let Φ be a root system of E and ∆ a base of Φ. A simple reflection is a reflection σα with α ∈ ∆.

Definition III.6.6 – Length of a Weyl group element –
Let Φ be a root system of E, WΦ its Weyl group and ∆ a base of Φ.
1. Let w ∈ WΦ, w 6= id. The least integer t ∈ N∗ such that w may be written as the product of t
simple reflections is denoted `(w) and called the length of w relative to ∆.
2. In addition, we put `(id) = 0.

Definition III.6.7 – Reduced expression of a Weyl group element –
Let Φ be a root system of E, WΦ its Weyl group and ∆ a base of Φ. Let w ∈ WΦ, w 6= id. A
reduced expression of w is a decomposition of w as a product of `(w) simple reflections.

Notation III.6.8 – Let Φ be a root system of E, WΦ the Weyl group of Φ and ∆ a base of Φ.
If w ∈WΦ, we denote n(w) the cardinality of the set {α ∈ Φ+ |w(α) ∈ Φ−}.

Proposition III.6.9 – Let Φ be a root system of E, WΦ its Weyl group and ∆ a base of Φ.
1. If w is a Weyl group element of nonzero length, then there exists w′ ∈ W and α ∈ ∆ such
that:
(i) w = w′σα;
(ii) `(w) = `(w′) + 1;
(iii) w(α) ∈ Φ−.
2. For all w ∈WΦ, `(w) = n(w).

Proof. 1. Let w = σα1 . . . σα` be a reduced expression of w; hence α1, . . . , α` ∈ ∆ and ` = `(σ).
Put α = α` and w′ = wσα. Then, clearly, w = w′σα and `(w′) = `(w) − 1. On the other hand,
by Corollary III.4.6, w(α) ∈ Φ−.
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2. We proceed by induction on the length. The result is obvious for elements of length 0. (It is
also true for elements of length 1 by Proposition III.4.4, Point 2.) Suppose now that w ∈ WΦ,
`(w) ≥ 1. Decompose w as Point 1 allows to. We have w(α) ∈ Φ−. But then, Proposition
III.4.4, Point 2, implies that n(wσα) = n(w)− 1. But, `(wσα) = `(w)− 1, so that the induction
hypothesis, yields n(wσα) = `(wσα). So, n(w) = `(w).

Proposition III.6.10 – Let Φ be a root system of E, WΦ its Weyl group and ∆ a base of Φ.
The set Ch(∆) is a fundamental domain for the action of WΦ on E. That is, each WΦ-orbit for
this action intersect Ch(∆) in exactly one point.

Proof. Define a binary relation on E, denoted D, by: for all x, y ∈ E, y D x if y−x ∈ SpanR≥0
(∆) =

SpanR≥0
(Φ+). It is clear that this binary relation is an order on E.

Let x ∈ E. As WΦ is finite, so is the orbit WΦ.x of x. It follows that WΦ.x has a maximal
element; let y be such an element. Let α ∈ ∆. Then, σα(y) = y−〈y, α〉α. Now suppose (y, α) ≤ 0,
then σα(y)− y = −〈y, α〉α ∈ R+∆. The maximality of y with respect to the above order entails
(y, α) = 0. This shows that y ∈ Ch(∆). We have shown that any WΦ-orbit intersect Ch(∆).

Suppose now that x, y ∈ E are elements of Ch(∆) such that there exists w ∈ WΦ with
y = w(x). We wich to show that x = y. For this, we proceed by induction on the length of w.
The result is trivial if `(w) = 0. Suppose now that w is an element of WΦ such that `(w) > 0. By
Proposition III.6.9, there exists w′ ∈ WΦ and α ∈ ∆ such that w = w′σα, `(w) = `(w′) + 1 and
w(α) ∈ Φ−. But, as x, y ∈ Ch(∆), 0 ≤ (x, α) = (w−1(y), α) = (y, w(α)) ≤ 0. Hence, (x, α) = 0
and thus y = wσα(x). But, `(wσα) = `(w)− 1. Thus, the induction hypothesis gives x = y. This
terminates the proof.

Exercise III.6.11 – Let Φ be a root system of E and ∆ be a base of Φ. Let in addition
λ =

∑
α∈∆ kαα, with kα ∈ Z, for all α ∈ ∆ and suppose that either kα ≥ 0 for all α ∈ ∆ or

kα ≤ 0 for all α ∈ ∆. Then, either λ ∈ Rβ, for some β ∈ Φ, or there exists w ∈ WΦ such that if
w(λ) =

∑
α∈∆ k

′
αα, with k′α ∈ Z, then there exists α, β ∈ ∆ such that k′α > 0 and k′β < 0.

III.7 Irreducible root systems.

In this section, (E, (−,−)) is a euclidean space.

Lemma III.7.1 – Let Φ be a root system of E. Suppose there exists a decomposition E = E1⊕E2

of E into subspaces such that Φ ⊆ E1 ∪ E2 and put Φi = Φ ∩ Ei, i = 1, 2. Then, E1 ⊥ E2,
Φ = Φ1 t Φ2, and, for i = 1, 2, Φi is a root system of Ei.

Proof. The hypotheses imply that Φ1 ∩ Φ2 = ∅ and Φ = Φ1 t Φ2.

Let x be an element of E. As Φ spans E, there exists xi ∈ Span(Φi) ⊆ Ei, i = 1, 2, such that
x = x1 +x2. As E = E1⊕E2, if x ∈ E1, then x = x1, which proves that Span(Φ1) = E1. Similarly,
Span(Φ2) = E2.

Let αi ∈ Φi, i = 1, 2. We have that σα1(α2) = α2 − 〈α2, α1〉α1 ∈ Φ = Φ1 t Φ2. As the sum
of E1 and E2 is direct, the only possibility is σα1(α2) = α2 ∈ Φ2; that is (α1, α2) = 0. Whence,
E1 ⊥ E2.

Let α ∈ E1. The above shows that σα leaves Φ2 (pointwise) fixed. However, as σα stabilises
Φ, it must stabilise Φ1. Similarly, if α ∈ E2, σα must stabilise Φ2.

The proof is complete.
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Lemma III.7.2 – Let Φ be a root system of E. Suppose there exists a partition Φ = Φ1tΦ2 of Φ
such that Φ1 ⊥ Φ2 and put Ei = Span(Φi), i = 1, 2. Then E = E1⊕E2, E1 ⊥ E2 and Φ ⊆ E1 ∪E2.
In addition, for i = 1, 2, Φi = Φ ∩ Ei and it is a root system of Ei.

Proof. It is clear that E = E1⊕E2, E1 ⊥ E2 and Φ ⊆ E1 ∪E2. In addition, it is easy to check that,
for i = 1, 2, Φi = Φ ∩ Ei. So, Lemma III.7.1 shows that, for i = 1, 2, Φi is a root system of Ei.

Definition III.7.3 – Let Φ be a root system of E. We say that Φ is irreducible if E 6= (0)
(equivalently Φ 6= ∅) and there exist no partition Φ = Φ1 t Φ2 of Φ with Φ1 and Φ2 nonempty
and orthogonal.

Remark III.7.4 – Let Φ be a root system of E, let E′ be a euclidean space and Φ′ a root system
of E′ and let ϕ : E −→ E′ be an isomorphism between (E,Φ) and (E′,Φ′). Then Φ is irreducible
if and only if Φ′ is.

Proposition III.7.5 – Reducibility of root systems – Suppose E 6= (0). Let Φ be a root
system of E. There exists k ∈ N∗ and subspaces Ei of E, 1 ≤ i ≤ k, such that, if we put
Φi = Φ ∩ Ei, then:
1. Φ = t1≤i≤kΦi ;
2. Φi is an irreducible root system of Ei, for 1 ≤ i ≤ k;
3. E is the orthogonal direct sum of the subspaces Ei, 1 ≤ i ≤ k.
Further, such a decomposition of (E,Φ) is unique (up to the permutation of indices).

Proof. To prove the existence, we proceed by induction on the dimension of E.
The result is clear if dimR(E) = 1 since then any root system is irreducible.
Suppose now that E has dimension d ∈ N with d ≥ 2. If Φ is irreducible, then there is nothing

to do. Otherwise, there exists a partition Φ = Φ1 t Φ2 of Φ into nonempty subsets such that
Φ1 ⊥ Φ2. Put Ei = Span(Φi), i = 1, 2. By Lemma III.7.2, E = E1⊕E2, E1 ⊥ E2, Φ ⊆ E1∪E2 and,
for i = 1, 2, Φi = Φ ∩ Ei is a root system of Ei. Applying the induction hypothesis to (E1,Φ1)
and (E2,Φ2) shows that (E,Φ) enjoys a decompositon as required.

Let us now prove the unicity. We begin with an observation. Suppose we are given a deco-
mosition as in the statement and suppose in addition that Φ = Φ′ t Φ′′ is a partition of Φ with
Φ′ ⊥ Φ′′. Then, for all 1 ≤ i ≤ k, Φi = (Φ′ ∩Φi)t (Φ′′ ∩Φi), and (Φ′ ∩Φi) ⊥ (Φ′′ ∩Φi). Now, Φi

being an irreducible root system of Ei, this forces Φ′ ∩ Φi = ∅ or Φ′′ ∩ Φi = ∅.
Suppose now that we are given l ∈ N∗ and subspaces E′i of E, 1 ≤ i ≤ l, such that, if we put

Φ′i = Φ ∩ E′i then Φ = t1≤i≤lΦ
′
i, Φ′i is an irreducible root system of E′i, for 1 ≤ i ≤ l and E is the

orthogonal direct sum of the subspaces E′i, 1 ≤ i ≤ l. Given 1 ≤ i ≤ k, it is clear that there must
exist 1 ≤ j ≤ l such that Φi ∩ Φ′j 6= ∅. Now, the above observation applied with Φ′ = Φ′j and
Φ′′ = tp 6=jΦ′p shows that Φi ⊆ Φ′j . Further, a similar argument gives Φi ⊇ Φ′j . In particular, such
a j must be unique. We have therefore defined a map {1, . . . , k} −→ {1, . . . , l} that associates to
i the unique j such that Φi = Φ′j . The injectivity of this map is obvious, its surjectivity follows
from the fact that, for 1 ≤ i ≤ l, (E′i,Φ

′
i) is irreducible and hence Φ′i not empty.

It follows that k = l and that there exists a permutation σ ∈ Sk such that Φ′i = Φσ(i),
1 ≤ i ≤ k. In addition, for all 1 ≤ i ≤ k, Eσ(i) = SpanR(Φσ(i)) = SpanR(Φ′i) = E′i. The result is
proved.

Definition III.7.6 – Suppose E 6= (0) and let Φ be a root system of E. The decomposition of
(E,Φ) given by Proposition III.7.5 is called the decomposition of (E,Φ) into irreducible compo-
nents.
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Exercise III.7.7 – Suppose E 6= (0) and let Φ be a root system of E. Let E′ be a euclidean
space and Φ′ a root system of E′. If ϕ is an isomorphism from (E,Φ) to (E′,Φ′), then ϕ sends
the decomposition of (E,Φ) into irreducible components onto the decomposition of (E′,Φ′) into
irreducible components.

Proposition III.7.8 – Let Φ be a root system of E and ∆ a base of E. The root system Φ is
irreducible if and only if ∆ cannot be partitionned into two nonempty orthogonal subsets.

Proof. Suppose Φ is reductible. By definition, there exists a partition Φ = Φ1 t Φ2 of Φ into
nonempty and orthogonal subsets. Suppose ∆ ⊆ Φ1. Then, ∆ being a basis of E, an element of
Φ2 must be orthogonal to itself, hence zero; a contradiction. So, ∆ 6⊆ Φ1. Similarly, ∆ 6⊆ Φ2.
Whence, ∆ is the disjoint union of the nonempty orthogonal subsets ∆ ∩ Φ1 and ∆ ∩ Φ2.

Conversely, suppose ∆ is the disjoint union of two nonempty orthogonal subsets ∆1 and ∆2.
Put Φi = WΦ.∆i, i = 1, 2.

Point 3 of Theorem III.6.4 together with the stability of Φ under WΦ imply that Φ = Φ1∪Φ2.
Further, for i = 1, 2,

Φi ⊆ Span(∆i).

Indeed, let α ∈ ∆1 and w ∈ WΦ. By Theorem III.6.4, w is the product of reflexions associated
to simple roots. But, reflections associated to orthogonal vectors commute and α is invariant
under any reflexion associated to an element of ∆2. Hence, w(α) is the image of α under a
product of reflections associated to elements of ∆1. It follows that w(α) ∈ Span(∆1). Hence,
Φ1 ⊆ Span(∆1). Similarly, Φ2 ⊆ Span(∆2). As a consequence Φ1 ⊥ Φ2. It follows that Φ is
reducible.

Lemma III.7.9 – Let Φ be an irreducible root system of E and ∆ a base of E.
1. The ordered set (Φ,�) has a maximum element (see Definition III.3.5).
2. Let µ be the maximum element of (Φ,�), then:
2.1. ∀α ∈ Φ, α 6= µ, ht(α) < ht(µ) (see Definition III.3.4);
2.2. ∀α ∈ ∆, (µ, α) ≥ 0;
2.3. 0 ≺ µ and if µ =

∑
α∈∆ kαα, kα ∈ N, ∀α ∈ ∆, then kα ∈ N∗.

Proof. Observe that the result is easy if dimR(E) = 1. We thus suppose now that dimR(E) ≥ 2.
The ordered set (Φ,�) must have a maximal element since Φ is finite. Let µ be such an

element. Observe that µ � 0 would then force µ ≺ α for any simple root α, which contradicts
the maximality of µ. So that 0 � µ and thus µ =

∑
α∈∆ kαα, kα ∈ N, ∀α ∈ ∆. Let

∆1 = {α ∈ ∆ | kα > 0} and ∆2 = {α ∈ ∆ | kα = 0},

so that ∆ = ∆1 t∆2.
Suppose that ∆2 6= ∅. By Lemma III.3.7, for all distinct α, β ∈ ∆, (α, β) ≤ 0. In particular,

for all α ∈ ∆2, (α, µ) ≤ 0. But, as Φ is irreducible, Proposition III.7.8 implies that there exists
an element of ∆2 which is not orthogonal to all the elements of ∆1. Hence, there exists α ∈ ∆2

such that (α, µ) < 0. But then, Lemma III.2.14 implies that µ + α ∈ Φ, which contradicts the
maximality of µ. Hence, we must have ∆2 = ∅.

Now, Lemma III.2.14, together with the maximality of µ implies that, for all α ∈ ∆, (µ, α) ≥ 0.
Further, as ∆ spans E, there exists α ∈ ∆ such that (µ, α) > 0.

Let µ′ be any maximal element of (Φ,�). The above applies to it: there exits k′α ∈ N∗,
α ∈ ∆, such that µ′ =

∑
α∈∆ k

′
αα. And, since there exists α ∈ ∆ such that (µ, α) > 0, we have

(µ, µ′) > 0. If we suppose µ 6= µ′, then µ and µ′ are not proportional since they are both positive
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roots (see above). Thus Lemma III.2.14 applies and shows that µ−µ′ is a root, with implies that
µ � µ′ or µ′ � µ and hence µ = µ′; a contradiction. Therefore µ = µ′.

At this stage, we have shown Points 1, 2.2 and 2.3. In addition, Point 2.1 is clear.

Lemma III.7.10 – Let Φ be an irreducible root system of E.
1. The natural action of the Weyl group on E is irreducible.
2. For all α ∈ Φ, WΦ.α spans E.

Proof. Let F be a subspace of E stable under the action of WΦ.
Let α ∈ Φ. Suppose α /∈ F . As σα(F ) ⊆ F , Lemma III.1.3 implies that F ⊆ (Rα)⊥. As

a consequence, α ∈ F⊥. This shows that Φ ⊆ F ∪ F⊥. So Φ = (Φ ∩ F ) t (Φ ∩ F⊥). As Φ is
irreducible, we must have Φ = Φ∩F or Φ = Φ∩F⊥. But Φ spans E, so F = E or F = (0). Point
1 is proved.

Let α ∈ Φ. It is clear that Span(WΦ.α) is a nonzero subspace of E stable under the action of
WΦ. Point 1 then gives Point 2.

Remark III.7.11 – Let Φ be an irreducible root system of E. Let α, β ∈ Φ. By Lemma III.7.10,
WΦ.α spans E, so there must exist w ∈WΦ such that w(α) 6⊥ β.

Exercise III.7.12 – Isomorphisms of irreducible root systems – Let (E,Φ) and (E′,Φ′)
be root systems and let ϕ be an isomorphism between them.
1. For all α, β ∈ Φ, with α 6⊥ β,

(ϕ(α), ϕ(α))

(α, α)
=

(ϕ(β), ϕ(β))

(β, β)
.

2. Suppose Φ is irreducible.
2.1. The equality of question 1 holds for all α, β ∈ Φ.
2.2. The isomorphism ϕ is an isometry, up to multiplication by an element of R>0.

Lemma III.7.13 – Let Φ be an irreducible root system of E.
1. The set of lengths of elements of Φ is of cardinality at most 2.
2. If α, β ∈ Φ have the same length, there exists w ∈WΦ such that β = w(α).

Proof. Let α, β ∈ Φ. According to Remark III.7.11 there exists w ∈ WΦ such that w(α) 6⊥ β.
As the lenght of α and w(α) are the same, it follows from Remark III.2.13 that ||α||2/||β||2 ∈
{1/3, 1/2, 1, 2, 3}. Suppose that there exists three roots α, β, γ with pairwise distinct lengths.
We can order them so that ||α||2 < ||β||2 < ||γ||2. This implies that ||β||2/||α||2 = 2 and
||γ||2/||α||2 = 3. Which entails that ||γ||2/||β||2 = 3/2; a contradiction. Point 1 is proved.

Let us now prove Point 2. If α, β ∈ Φ have the same length, by Remark III.7.11, there exists
w ∈ WΦ such that w(α) and β be nonorthogonal roots with the same length. Hence, to prove
Point 2, we may assume that α and β are not orthogonal. The case where α = β is trivial. The
case where α = −β is easy since then σβ(β) = −β. Suppose now that α and β are nonorthogonal
and nonproportionnal. By Remark III.2.13, 〈α, β〉 = 〈β, α〉 = ±1. Changing β in −β if necessary
(which we can do without loss of generality since opposit roots are in the same WΦ-orbit), we
may suppose that 〈α, β〉 = 〈β, α〉 = 1. Then σασβσα(β) = α. Point 2 is proved.

Definition III.7.14 – Let Φ be an irreducible root system of E. (See Lemma III.7.13.)
1. If the set of lengths of elements of Φ has cardinality 2, the roots with the greatest length are
called long roots, the others are called short roots.
2. If the set of lengths of elements of Φ has cardinality 1, all the roots are called long roots.
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Lemma III.7.15 – Let Φ be an irreducible root system of E with two root lengths. Let ∆ be a
base of Φ. The maximum root of Φ (see Lemma III.7.9) is long.

Proof. Let µ be the maximum root of Φ. We must show that (µ, µ) ≥ (α, α), for all α ∈ Φ.
Let α ∈ Φ. Then, by Proposition III.6.10, we know that the WΦ-orbit of α contains an

element of the set Ch(∆), which clearly is a root. For this reason, we can assume without loss
of generality that α ∈ Ch(∆). By Lemma III.7.9 and our assumption on α, α, µ ∈ Ch(∆). Since
0 � µ− α, it follows that (µ, µ)− (α, α) = (µ− α, µ+ α) = (µ− α, µ) + (µ− α, α) ≥ 0.

The result is proved.

III.8 Examples.

Type A`, ` ∈ N∗. Consider the euclidean space R`+1 equipped with the standard scalar product.
Let (ε1, . . . , ε`+1) be the canonical basis of R`+1. Put

I =
⊕

1≤i≤`+1

Zεi.

Let E be the hyperplane of R`+1 defined by:

E = (R(ε1 + . . .+ ε`+1))⊥;

hence (E, (−,−)) is a euclidean space of dimension `. Consider the set Φ of elements of E belonging
to I and whose norm is

√
2 :

Φ = {x ∈ E ∩ I | (x, x) = 2}.

It is emediate that
Φ = {εi − εj | 1 ≤ i 6= j ≤ `+ 1}.

Put now
∆ = {εi − εi+1, 1 ≤ i ≤ `}.

It is clear that ∆ is a linearly independant family of R`+1 and a basis of the R-vector space E.

Let 1 ≤ i ≤ `. Put σi = σεi−εi+1 ∈ O(E). Clearly, σi is the restriction to E of the reflection τi
of R`+1 associated to εi − εi+1.

An easy computation shows that, for 1 ≤ i ≤ `,

τi(εi) = εi+1, τi(εi+1) = εi, and τi(εk) = εk, 1 ≤ k ≤ `+ 1, k 6= i, k 6= i+ 1.

Lemma III.8.1 – Keep the above notation. Then,
1. Φ is an irreducible root system and ∆ a base of Φ;
2. WΦ is isomorphic to S`+1.

Proof. The fact that Φ is a root system and ∆ a base of Φ is a straightforward verification.
The irreducibility of Φ is easy to prove using Proposition III.7.8. (Suppose that we are given
a partition ∆ = ∆1 t ∆2 with ∆1 ⊥ ∆2 and ε1 − ε2 ∈ ∆1. Since ε1 − ε2 and ε2 − ε3 are not
orthogonal, we must have ε2 − ε3 ∈ ∆1, etc; so that ∆2 = ∅.)

By Theorem III.6.4, WΦ is generated by the simple reflections σ1, . . . , σ`. On the other hand,
there exists a morphism of groups

O(E) −→ O(R`+1)
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mapping an orthogonal automorphism of E onto its extension as an orthogonal automorphism of
R`+1 acting by the identity on E⊥. This morphism is clearly injective. Hence, it identifies WΦ

with the subgroup of O(R`+1) generated by the reflections τi, 1 ≤ i ≤ `. But, the above shows
that, for 1 ≤ i ≤ `, τi permutes εi and εi+1 leaving invariant any other vector of the canonical
basis of R`+1. Thus, the image of WΦ is the subgroup of O(R`+1) of those automorphisms that
permute the canonical basis of R`+1. Therefore, WΦ identifies with the symmetric group S`+1,
as requierred.

Definition III.8.2 – The root system of Lemma III.8.1 is called the root system of type A`,
` ∈ N∗.

Type B`, ` ∈ N, ` ≥ 2. We put E = R` and endow it with its standard euclidean structure.
We let ε1, . . . , ε` be the canonical basis of R` and put

I =
⊕

1≤i≤`
Zεi.

We then denote Φ the set of those elements in I whose norm is 1 or
√

2. Clearly,

Φ = {±εi, 1 ≤ i ≤ `} t {±εi ± εj | 1 ≤ i < j ≤ `}.

Put now
∆ = {εi − εi+1, 1 ≤ i ≤ `− 1} t {ε`}.

It is clear that ∆ is a basis of the R-vector space R`.
For 1 ≤ i ≤ `, put τi = σεi . For 1 ≤ i ≤ ` − 1, put σi = σεi−εi+1 . The action of the above

reflections on the canonical basis is as follows.

For 1 ≤ i ≤ `− 1, σi(εk) =


εk if k 6= i, i+ 1
εi+1 if k = i
εi if k = i+ 1

. (III.8.1)

For 1 ≤ i ≤ `, τi(εk) =

{
εk if k 6= i
−εi if k = i

. (III.8.2)

There is an injective morphism of groups S` −→ O(R`), which sends a permutation p to the
linear automorphism, denoted fp, that sends εk to εp(k). Let S be its image.

There is an injective morphism of groups (Z/2Z)` −→ O(R`), which, for (z1, . . . , z`) ∈ Z`,
sends χ = (z1 + 2Z, . . . , z` + 2Z) ∈ Z/2Z` to the linear automorphism, denoted fχ, that sends εk
to (−1)zkεk. Let Z be its image.

Denote by Autgroup

(
(Z/2Z)`

)
the group of automorphisms of group of (Z/2Z)`. There is a

morphism of groups as follows:

ϕ : S` −→ Autgroup

(
(Z/2Z)`

)
where, for p ∈ S` and (χ1, . . . , χ`) ∈ (Z/2Z)`, ϕ(p)((χ1, . . . , χ`)) = (χp−1(1), . . . , χp−1(`)). It

allows to form the semidirect product (Z/2Z)`oϕS`. Combining the two maps of groups above,
we can define a map

(Z/2Z)` oϕ S` −→ O(R`)
(χ, p) 7→ fχfp

(III.8.3)

which, as one easily verifies, is an injective morphism of groups.
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Lemma III.8.3 – Keep the above notation. Then,
1. Φ is an irreducible root system and ∆ a base of Φ;
2. WΦ is isomorphic to the semi-direct product (Z/2Z)`oϕS`, where S` acts on (Z/2Z)` via the
map ϕ above (that is, by permutation of factors).

Proof. 1. It is not difficult to show that Φ is a root system with base ∆. The argument used in
type A works again to show that Φ is irreducible.
2. The group morphism (III.8.3) sends the canonical generators of the group (Z/2Z)` to the
orthogonal automorphisms τi, 1 ≤ i ≤ `, and the elementary transposition (i, i + 1) to the
orthogonal automorphism σi, 1 ≤ i ≤ ` − 1. Hence, its image is included in WΦ, since all these
automorphisms belong to WΦ. On the other hand, WΦ is generated by the simple reflections (cf.
Theorem III.6.4) which are τ`, σ1, . . . , σ`−1 and all belong to the image of the group morphism
(III.8.3). Therefore, the image of this injective group morphism is WΦ. This proves Point 2.

Definition III.8.4 – The root system of Lemma III.8.3 is called the root system of type B`,
` ∈ N, ` ≥ 2.

Type C`, ` ∈ N, ` ≥ 2. We put E = R` and endow it with its standard euclidean structure.
We retain the notation used for the description of the root system of type B`, ` ∈ N, ` ≥ 2.

Definition III.8.5 – Let ` ∈ N∗. The dual root system (see Exercise III.2.9) of the root system
of type B` is called the root system of type C`.

Remark III.8.6 – Let ` ∈ N, ` ≥ 2. It is easy to describe the root system of type C`. Denote
it by Φ, then, the following holds.
1. We have

Φ = {±2εi, 1 ≤ i ≤ `} t {±εi ± εj | 1 ≤ i < j ≤ `}.

2. The subset

∆ = {εi − εi+1, 1 ≤ i ≤ `− 1} t {2ε`}

is a base of Φ, by Proposition III.3.18.
3. The root system Φ is irreducible, since the root system of type B` is (see Proposition III.7.8).
4. The Weyl group of Φ is isomorphic to the semi-direct product (Z/2Z)` oS`, where S` acts
on (Z/2Z)` by permutation of factors (because it is equal to the Weyl group of the root system
of type B`).

Type D`, ` ∈ N, ` ≥ 4. We put E = R` and endow it with its standard euclidean structure.
We let ε1, . . . , ε` be the canonical basis of R` and put I =

⊕
1≤i≤` Zεi. We then let:

Φ = {x ∈ I | (x, x) = 2} = {±εi ± εj | 1 ≤ i < j ≤ `},

αi = εi − εi+1, for 1 ≤ i ≤ `− 1, α` = ε`−1 + ε`,

∆ = {α1, . . . , α`},

and σi = σαi , for 1 ≤ i ≤ `. It is easy to see that ∆ is a basis of the R-vector space R`.
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Using direct calculations, the action of the reflections associated to elements of Φ on the
canonical basis are as follows.

For 1 ≤ i < j ≤ `, σεi−εj :


εk 7→ εk if k 6= i, j
εi 7→ εj
εj 7→ εi

. (III.8.4)

For 1 ≤ i < j ≤ `, σεi+εj :


εk 7→ εk if k 6= i, j
εi 7→ −εj
εj 7→ −εi

. (III.8.5)

Consider the two maps

(Z/2Z)`
i−→ O(E)

(z1, . . . , z`) 7→ [εi 7→ (−1)ziεi, 1 ≤ i ≤ `]
and S`

j−→ O(E)
p 7→

[
εi 7→ εp(i), 1 ≤ i ≤ `

] .
These are injective morphisms of groups. We have the following identity:

∀ (z1, . . . , z`) ∈ (Z/2Z)`, ∀p ∈ S`, j(p)i((z1, . . . , z`))j(p)
−1 = i(p.(z1, . . . , z`)) (III.8.6)

where the dot in the rightmost term is the natural action of S` on (Z/2Z)` by permutation of
factors:

S` × (Z/2Z)` −→ (Z/2Z)`

(p, (z1, . . . , z`) 7→ (zp−1(1), . . . , zp−1(`))
; (III.8.7)

notice that this is an action by automorphisms of groups.
Let P denote the subgroup of (Z/2Z)` of those elements (z1, . . . , z`) such that (−1)z1+...+z` = 1

(that is, among the coordinates, 1 appears an even number of times). The action of S` clearly
stabilises P . So, we may form the semi-direct product relative to this action:

P oS`.

In addition, relations (III.8.6) show that the subgroup of O(E) generated by i(P ) and j(S`) is just
i(P )j(S`) and that i(P ) is a normal subgroup of i(P )j(S`). Since, in addition, the intersection
of i(P ) and j(S`) is clearly reduced to the identity, we get that the map

P oS` −→ O(E)
((z1, . . . , z`), p) 7→ i((z1, . . . , z`))j(p)

(III.8.8)

is an injective group morphism with image i(P )j(S`).

Lemma III.8.7 – Keep the above notation. Then,
1. Φ is an irreducible root system and ∆ a base of Φ;
2. WΦ is isomorphic to the semi-direct product P oS`, where S` acts on P by permutation of
factors.

Proof. 1. It is easy to verify that Φ is a root system and ∆ a base of Φ. If we suppose that ∆
is the disjoint union of two orthogonal subsets : ∆ = ∆1 t∆2 with α1 ∈ ∆1, the orthogonality
condition forces α2, . . . , α`−2 to be in ∆1 and then α`−1 and α` as well. Hence, we must have
∆2 = ∅ from which the irreducibility of Φ follows, by Proposition III.7.8.
2. Recall the injective group morphism of (III.8.8). It follows easily from (III.8.4) and (III.8.5)
that the image of this morphism is just WΦ. Hence the result.

Definition III.8.8 – The root system of Lemma III.8.7 is called the root system of type D`,
` ∈ N, ` ≥ 4.
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III.9 Weights associated to a root system.

In this section, (E, (−,−)) is a euclidean space, Φ a root system and WΦ the Weyl group of Φ.

Recall the notation:

〈x, y〉 = 2
(x, y)

(y, y)
, ∀(x, y) ∈ E2, y 6= 0.

Definition III.9.1 – A weight is an element λ ∈ E satisfying the following property:

∀α ∈ Φ, 〈λ, α〉 ∈ Z.

The set of weights of (E,Φ) will be denoted ΛΦ.

Remark III.9.2 – Clearly, ΛΦ is a subgroup of E and Φ ⊆ ΛΦ ⊆ E.

Lemma III.9.3 – Let ∆ be a base of Φ. The following description of ΛΦ holds: ΛΦ = {λ ∈
E | 〈λ, α〉 ∈ Z, ∀α ∈ ∆}.

Proof. We may reformulate the definition of ΛΦ via the dual root system of Φ (see Exercise
III.2.9). We have to show that

{λ ∈ E | (λ, α∨) ∈ Z, ∀α ∈ Φ} = {λ ∈ E | (λ, α∨) ∈ Z, ∀α ∈ ∆}.

The inclusion ⊆ is trivial. The converse inclusion follows immediately from the fact that ∆∨ is a
base of Φ∨, as Proposition III.3.18 establishes.

Remark III.9.4 – It follows immediately from the existence of a base of Φ that SpanZ(Φ) is a
free Z-module. More precisely, any base of Φ is a Z-basis of SpanZ(Φ).

Definition III.9.5 – The set SpanZ(Φ) is called the root lattice of Φ (see Remarque III.9.4); it
is denoted by ΛΦ,r.

Definition III.9.6 – Let ∆ be a base of Φ.
1. A dominant weight (relative to ∆) is a weight λ ∈ ΛΦ such that 〈λ, α〉 ≥ 0, ∀α ∈ ∆. We
denote by Λ+

Φ the set of dominant weights.
2. A strongly dominant weight (relative to ∆) is a weight λ ∈ ΛΦ such that 〈λ, α〉 > 0, ∀α ∈ ∆.

Remark III.9.7 – Let ∆ be a base of Φ.
1. The set of dominant weights is ΛΦ ∩ Ch(∆). That is, Λ+

Φ = ΛΦ ∩ Ch(∆). Further, Λ+
Φ is a

submonoide of ΛΦ.
2. The set of strongly dominant weights is ΛΦ ∩ Ch(∆).
(See Lemma III.5.8 and Notation III.6.1).

Remark III.9.8 – Let ∆ = {α1, . . . , αn} be a base of Φ.
1. The set ∆∨ = {α∨1 , . . . , α∨n} is a basis of E. We denote {$1, . . . , $n} the dual basis of ∆∨ with
respect to the euclidean structure of E; in other words, for 1 ≤ j ≤ n, we define $j as the unique
element of E such that

∀ i ∈ {1, . . . , n}, 〈$j , αi〉 = ($j , α
∨
i ) = δi,j .

2. By Lemma III.9.3, ∀ j ∈ {1, . . . , n}, $j ∈ Λ+
Φ .

3. For 1 ≤ i ≤ n, put σi = σαi . Then

∀ 1 ≤ i, j ≤ n, σi($j) = $j − δi,jαi.
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Definition III.9.9 – Let ∆ be a base of Φ. The weights $j, 1 ≤ j ≤ n, are called the funda-
mental dominant weights relative to ∆. (See Remark III.9.8.)

Lemma III.9.10 – Let ∆ be a base of Φ.
1. The set {$1, . . . , $n} is a basis of the Z-module ΛΦ.
2. For all λ ∈ ΛΦ:

λ =
∑

1≤i≤n
〈λ, αi〉$i.

3. We have:

Λ+
Φ =

⊕
1≤i≤n

N$i.

Proof. By definition, the set {$1, . . . , $n} is a basis of the R-vector space E and, by Remark
III.9.8, its elements all are in Λ+

Φ . Further, for all λ ∈ ΛΦ,

λ =
∑

1≤i≤n
〈λ, αi〉$i ∈

⊕
1≤i≤n

Z$i.

The result follows.

Definition III.9.11 – Let ∆ = {α1, . . . , αn} be a base of Φ. The Cartan matrix of Φ relative to
∆ is the n × n matrix with coefficients in Z whose coefficient in row i and column j is 〈αi, αj〉,
1 ≤ i, j ≤ n.

Remark III.9.12 – Let ∆ = {α1, . . . , αn} be a base of Φ. The above shows that we have an
inclusion of free Z-modules of rank n as follows:

(0) ⊆ ΛΦ,r ⊆ ΛΦ.

1. By the structure Theorem of finitely generated abelian groups, the quotient group ΛΦ/ΛΦ,r is
finite.
2. By Lemma III.9.10:

αj =
∑

1≤i≤n
〈αj , αi〉$i, ∀j ∈ {1, . . . , n}.

Hence, the j-th column of the transpose of the Cartan matrix relative to ∆ gives the coordinates
of αj in the basis {$1, . . . , $n}.
3. It follows from Point 2 that the absolute value of the determinant of the Cartan matrix bounds
the order of any element of ΛΦ/ΛΦ,r.

Lemma III.9.13 – The Weyl group stabelises the set of weights.

Proof. Let λ ∈ ΛΦ and w ∈WΦ. For all α ∈ Φ, 〈w(λ), α〉 = 〈λ,w−1(α)〉. The result follows, since
the Weyl group stabelises Φ.

Let ∆ be a base of Φ. Recall the order on E defined by:

∀x, y ∈ E, x � y si y − x ∈ N∆ = NΦ+.

(see Definition III.3.5 and Proposition III.3.6).
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Proposition III.9.14 – Let ∆ be a base of Φ.
1. Let λ ∈ ΛΦ. The orbit of λ under the action of WΦ contains exactly one dominant weight.
2. If λ is a dominant weight, for all w ∈WΦ, w(λ) � λ.
3. If λ is a strongly dominant weight, for w ∈WΦ, w(λ) = λ implies w = id.

Proof. 1. By Lemma III.9.13 and Remark III.9.7, it is an immediate consequence of Proposition
III.6.10.
2. We proceed by induction on the length of w. If `(w) = 0, the result is trivial. Suppose `(w) ≥ 1.
By Proposition III.6.9, there exists w′ ∈ WΦ and α ∈ ∆ such that w = w′σα, `(w) = `(w′) + 1
and w(α) ∈ Φ−. We then have:

λ− w(λ) = λ− w′(λ) + w′(λ)− w(λ) = λ− w′(λ) + w(σα(λ)− λ) = λ− w′(λ)− 〈λ, α〉w(α).

The induction hypothesis gives 0 � λ − w′(λ) and, since w(α) ∈ Φ−, 0 ≺ −〈λ, α〉w(α). So,
0 � λ− w(λ). This terminates the proof of Point 2.
3. Suppose `(w) ≥ 1. Proceeding as in Point 2 and with the same notation, we have that
0 < (λ, α) = (w−1(λ), α) = (λ,w(α)) < 0, which is absurd. Hence, `(w) = 0, that is w = id.

Exercise III.9.15 – Let E be an R-vector space of finite dimension n ∈ N∗, equipped with a
norm N . Let B = {b1, . . . , bn} be a basis of E. For all r ∈ R≥0, the set ⊕

1≤i≤n
Nbi

 ∩ {x ∈ E |N(x) ≤ r}

is finite. (Hint: there is a convenient euclidean structure on E with respect to which B is
orthonormal; the associated norm is equivalent to N .)

Lemma III.9.16 – Let λ ∈ Λ+
Φ. The set of dominant weights µ such that µ � λ is finite.

Proof. Let µ be a dominant weight such that µ � λ. Then, λ+µ is a dominant weight and λ−µ
is a sum of simple roots. It follows that 0 ≤ (λ+µ, λ−µ) = ||λ||2−||µ||2. Hence µ belongs to the
set Λ+

Φ∩{x ∈ E | ||x|| ≤ ||λ||}. But, by Lemma III.9.10 and Exercise III.9.15 the latter set is finite.

Recall from Notation III.4.3 the element

δ =
1

2

∑
β∈Φ+

β ∈ E.

Lemma III.9.17 – δ is a dominant weight – Let ∆ = {α1, . . . , αn} be a basis of Φ. Then, δ
is a strongly dominant weight and

δ =
∑

1≤i≤n
$i.

Proof. Let 1 ≤ i ≤ n. By Proposition III.4.4, we have that σαi(δ) = δ − αi or, equiva-
lently, 〈δ, αi〉 = 1. Hence, δ is a strongly dominant weight. In addition, by Lemma III.9.10,
δ =

∑
1≤i≤n〈δ, αi〉$i =

∑
1≤i≤n$i.

We now come to the notion of saturated set of weights which will turn out to be very useful
in the representation theory of semisimple Lie algebras.
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Definition III.9.18 – Saturated set of weights – A subset Π of ΛΦ is called saturated if,
for all λ ∈ Π and all α ∈ Φ, we have λ− iα ∈ Π for all integers i between 0 and 〈λ, α〉.

Remark III.9.19 – It is clear from the definition that any saturated set of weights is stable
under WΦ. Indeed, if Π is such a set, for all λ ∈ Π and all α ∈ Φ, σα(λ) = λ− 〈λ, α〉α ∈ Π.

Definition III.9.20 – Highest weight of a saturated set of weights – Let ∆ be a base of
Φ. Let Π be a saturated set of weights and λ ∈ Λ+

Φ. We say that Π has highest weight λ if λ is a
maximum element of Π with respect to �, that is, λ ∈ Π and for all µ ∈ Π, µ � λ.

Example III.9.21 – Let ∆ be a base of Φ.
1. It is clear that the set {0} is a saturated set of weights, with highest weight 0.
2. It is easy to deduce from Proposition III.2.15 that Φ ∪ {0} is a saturated set of weights.
Suppose in addition that Φ is irreducible. By Lemma III.7.9, the ordered set (Φ,�) has a
maximum element; denote it by µ. Clearly, 0 ≺ µ. We have that µ ∈ Λ+

Φ , by Lemma III.2.14 and
the maximality of µ. So, Φ is a saturated set of weights with highest weight µ.

Lemma III.9.22 – Let ∆ be a base of Φ. A saturated set of weights with highest weight must
be finite.

Proof. Let Π be a saturated set of weights with highest weight λ ∈ Λ+
Φ .

Being stable under WΦ (see Remark III.9.19), Π is a union of WΦ-orbits, each of which
contains exactly one element in Λ+

Φ , by Proposition III.9.14. Hence, there exists a (non empty)
set I and dominant weights λi, i ∈ I such that

Π =
⊔
i∈I

WΦ(λi).

But, λ being an highest weight for Π, we have λi � λ for all i ∈ I. So, by Lemma III.9.16, I
must be finite. Since WΦ-orbits are finite, the statement is proved.

Lemma III.9.23 – Let ∆ be a base of Φ. Let Π be a saturated set of weights with highest weight
λ ∈ Λ+

Φ. Then, any dominant weight µ such that µ � λ belongs to Π.

Proof. Consider an arbitrary ν ∈ Λ+
Φ . We first study the set

(ν + SpanN(∆)) ∩Π ⊆ ΛΦ

of weights greater than or equal to ν (with respect to �) and in Π. Let ν ′ ∈ (ν + SpanN(∆))∩Π.
Then ν ′ = ν +

∑
α∈∆ nαα, nα ∈ N, for all α ∈ ∆. Suppose that ν ′ 6= ν. Then

∑
α∈∆ nαα 6= 0, so

that (
∑

α∈∆ nαα,
∑

α∈∆ nαα) > 0. Therefore, there exists β ∈ ∆ such that (
∑

α∈∆ nαα, β) > 0
and nβ > 0. Since ν is dominant, we have

〈ν ′, β〉 = 〈ν, β〉+

〈∑
α∈∆

nαα, β

〉
> 0.

Now, by definition of a saturated set of weights, and since 〈ν ′, β〉 > 0, we must have that, for all
0 ≤ i ≤ 〈ν ′, β〉, ν ′ − iβ ∈ Π. We may apply this with i = 1 and thus get that

ν ′ − β = ν +
∑

α∈∆,α 6=β
nαα+ (nβ − 1)β ∈ Π ∩ (ν + SpanN(∆)) .
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Consider now µ as in the statement. Notice first that λ ∈ (µ+ SpanN(∆)) ∩ Π, since
µ � λ. Then the above shows the existence of a finite decreasing sequence of elements of
Π ∩ (ν + SpanN(∆)) as follows:

µ = µt � . . . � µ0 = λ.

In particular, µ ∈ Π.

Exercise III.9.24 – Saturated sets of weights with prescribed highest weight – Let
λ ∈ Λ+

Φ . Put

Π =
⊔

µ∈Λ+
Φ ,µ�λ

WΦ.µ.

1. The set Π is stable under WΦ and Π = {ν ∈ ΛΦ |w(ν) � λ, ∀w ∈WΦ}.
2. Let µ ∈ Π, α ∈ Φ such that 〈µ, α〉 ≥ 0. Let C = {µ− iα, 0 ≤ i ≤ 〈µ, α〉}.
2.1. Let w ∈WΦ. All the elements of w(C) are bounded above by λ with respect to �.
2.2. We have C ⊆ Π.
3. Let µ ∈ Π, α ∈ Φ such that 〈µ, α〉 ≤ 0. Let C = {µ− iα, 〈µ, α〉 ≤ i ≤ 0}. Then C ⊆ Π.
4. The set Π is saturated.

Remark III.9.25 – Structure of saturated sets of weights with highest weight –
Let ∆ be a base of Φ.
1. Suppose Π is a saturated set of weights with highest weight λ ∈ Λ+

Φ . By Remark III.9.19, Π is
a union of WΦ-orbits. If O is such an orbit, it meets Λ+

Φ exactly once (cf. Proposition III.9.14),
say in µ ∈ Π and λ being a highest weight for Π, µ � λ. But, conversely, any dominant weight ν
such that ν � λ must be in Π, by Lemma III.9.23. All in all, we get that

Π =
⊔

µ∈Λ+
Φ ,µ�λ

WΦ.µ.

2. Conversely, let λ ∈ Λ+
Φ . Put

Π =
⊔

µ∈Λ+
Φ ,µ�λ

WΦ.µ.

By Exercise III.9.24, Π is a saturated set of weights and, by Point 2 of Proposition III.9.14, it
has highest weight λ.
3. The two points above show that there is a one-to-one correspondance between Λ+

Φ and saturated
sets of weights with highest weight, given by λ 7→

⊔
µ∈Λ+

Φ ,µ�λ
WΦ.µ.

Proposition III.9.26 – Let ∆ be a base of Φ. Let Π be a saturated set of weights with highest
weight λ. Then, for all µ ∈ Π:
1. (µ+ δ, µ+ δ) ≤ (λ+ δ, λ+ δ);
2. (µ+ δ, µ+ δ) = (λ+ δ, λ+ δ) implies µ = λ.

Proof. 1

1LAURENT. A écrire en suivant [Humphreys ; Lemma 13.3.B et Lemma 13.4.C, pp. 70-71]. Il n’y a pas de
difficulté. D’après les commentaires de Humphreys, cette Proposition est utile pour la formule de multiplicités de
Freudenthal.
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III.10 Classification of root systems.

Our aim in this section is to classify the root systems (up to isomorphism). By Proposition
III.7.5, any root system can be partitioned into irreducible root systems (see that proposition for
a precise statement). Hence, the study of root systems reduces to that of irreducible ones.

It turns out that the key ingredient to this aim is a data consisting of so-called Cartan integers.
More precisely, the knowledge of the Cartan integers for simple roots is enough to recover the
root system.

Definition III.10.1 – Let (E, (−,−)) be a euclidean space and Φ a root system of E. The Cartan
integers of the root system Φ are the integers 〈α, β〉, α, β ∈ Φ.

Remark III.10.2 – Let Φ be a root system of E and ∆ a base of Φ. Let α, β ∈ ∆, α 6= β.
1. By Lemma III.3.7, we have that (α, β) ≤ 0.
2. Suppose now that ||α|| ≤ ||β||, by Point 1 above, the possible values for the Cartan integers
involving α and β are as follows (cf. Remark III.2.13):

〈α, β〉 〈β, α〉 angle ||β||2/||α||2

0 0 π/2 undetermined case where α and β are orthogonal
−1 −1 2π/3 1
−1 −2 3π/4 2
−1 −3 5π/6 3

3. It is clear from the above array that, if we know that ||α|| ≤ ||β||, then we can recover each of
the Cartan integers 〈α, β〉 and 〈β, α〉 from their product 〈α, β〉〈β, α〉. This easy observation will
be at the origine of the definition of the Coxeter graph of the pair (Φ,∆).

Definition III.10.3 – Let (E, (−,−)) be a euclidean space of dimension ` ∈ N∗, Φ a root system
of E and ∆ a base of Φ. Given an ordering ∆ = {α1, . . . , α`} of ∆, the Cartan matrix of the
pair (Φ,∆) (with respect to this ordering) is defined to be the `× ` matrix with coefficients in Z:
(〈αi, αj〉)1≤i,j≤`.

Remark III.10.4 – Independence of the Cartan matrix with respect to the base –
Keep notation as in Definition III.10.3.
1. Clearly, the Cartan matrix associated to (Φ,∆) depends on the ordering of the elements of ∆.
2. Suppose ∆′ is a base of Φ. By Theorem III.6.4, there exists w ∈ WΦ such that ∆′ = w(∆).
It follows that the Cartan matrix of the pair (Φ,∆′) is the same as that of (Φ,∆) (up to the
orderings of ∆ and ∆′). Hence, the Cartan matrix only depends on Φ. For this reason, from now
on, we will speak of the Cartan matrix of Φ.
3. We have

(〈αi, αj〉)1≤i,j≤` = ((αi, αj))1≤i,j≤` diag

(
2

(α1, α1)
, . . . ,

2

(α`, α`)

)
.

Hence, the Cartan matrix of Φ is invertible.

The following statement shows that the Cartan matrix determines the root system up to
isomorphism.
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Proposition III.10.5 – Let (E, (−,−)) and (E′, (−,−)) be euclidean spaces of dimension ` ∈ N∗.
Let Φ and Φ′ be root systems of E and E′, respectively. Let ∆ = (α1, . . . , α`) and ∆′ = (α′1, . . . , α

′
`)

be (ordered) bases of Φ and Φ′, respectively.

If, for all 1 ≤ i, j ≤ `, 〈αi, αj〉 = 〈α′i, α′j〉, then the isomorphism ϕ : E −→ E′, αi 7→ α′i is an
isomorphism of the pairs (E,Φ) and (E′,Φ′).

Proof. Observe that, since ∆ and ∆′ are bases of the vector spaces E and E′, respectively, ϕ
is well-defined and an isomorphism of vector spaces. By the hypotheses, we have that, for all
α ∈ ∆, the following diagram is commutative:

E
ϕ //

σα
��

E′

σϕ(α)

��
E

ϕ // E′

Since WΦ and WΦ′ are generated by the simple reflections (cf. Theorem III.6.4), it follows that
the group isomorphism GL(E) −→ GL(E′), w 7→ ϕ ◦ w ◦ ϕ−1, induces an isomorphism of groups

WΦ −→ WΦ′

w 7→ ϕ ◦ w ◦ ϕ−1

(which sends σα to σϕ(α), for all α ∈ ∆).

Now, let β ∈ Φ. By Theorem III.6.4, there exists α ∈ ∆ and w ∈ WΦ such β = w(α) and we
have:

ϕ(β) = ϕ(w(α)) = ϕ ◦ w ◦ ϕ−1(ϕ(α)),

which shows that ϕ(β) is the image under ϕ ◦ w ◦ ϕ−1 ∈ WΦ′ of ϕ(α) ∈ ∆′. Hence, ϕ(β) ∈ Φ′.
We have shown that ϕ(Φ) ⊆ Φ′. Exchanging the role of (E,Φ) and (E′,Φ′), we get the reverse
inclusion. So ϕ(Φ) = Φ′.

It remains to show that, for all α, β ∈ Φ, 〈ϕ(α), ϕ(β)〉 = 〈α, β〉. This is true by hypothesis
whenever α, β ∈ ∆. Observe then that the result follows when α ∈ Φ and β ∈ ∆, by the linearity
of 〈−,−〉 with respect to its first entry and the linearity of ϕ. Let us now consider any element
β ∈ Φ. By Theorem III.6.4, there exists w ∈WΦ such that w(β) ∈ ∆. We then have,

〈ϕ(α), ϕ(β)〉 = 〈ϕ ◦ w(α), ϕ ◦ w(β)〉 = 〈ϕ(w(α)), ϕ(w(β))〉 = 〈w(α), w(β)〉 = 〈α, β〉.

Indeed, the first (resp. fourth) equality holds since ϕ ◦ w ◦ ϕ−1 ∈ WΦ′ (resp. w ∈ WΦ) and the
third because of the above observation, since w(β) ∈ ∆. This completes the proof.

We now introduce the Coxeter graph of a root system. It is a first step in encoding the Cartan
matrix of a root system into a diagramatic form. The Dynkin diagram, to be introduced a little
latter, will complete it.

We adopt a somewhat intuitive definition, as a formal one would require to specify what we
mean by a graph. However, this approach is quite common and do not create serious problems:
a formal definition adapted to our context is quite easy to concoct.

Definition III.10.6 – Let (E, (−,−)) be a euclidean space of dimension ` ∈ N∗, Φ a root system
of E and ∆ a base of Φ. The Coxeter graph associated to (Φ,∆) is the graph with vertex set ∆
and, for all α, β ∈ ∆, α 6= β, 〈α, β〉〈β, α〉 edges joining α and β.
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Remark III.10.7 – Keep the notation of Definition III.10.6. Making use of Remark III.10.2,
we see that, for distinct simple roots α, β, the Coxeter graph has 0 edges linking α and β if and
only if they are orthogonal. Further, if they are not orthogonal, it has 1 edge linking them when
they have the same length, 2 edges when one has length equal to

√
2 times the length of the

other, and 3 edges when one has length equal to
√

3 times the length of the other. However, in
the case of simple roots linked by 2 or 3 edges, the Coxeter graph does not allow to decide which
is the longest, which the shortest. (This lack will be repared in the Dynkin diagram.)

Remark III.10.8 – Let (E, (−,−)) be a euclidean space, Φ a root system of E and ∆,∆′ bases
of Φ. It is easy to see that the Coxeter graphs (Φ,∆) and (Φ,∆′) are the same (or rather, are
isomorphic, in a sense that would need to be made precise). Indeed, by Theorem III.6.4, there
is an element w of the Weyl group of Φ such that ∆′ = w(∆). The rest follows from the obvious
equality 〈w(α), w(β)〉 = 〈α, β〉. Hence, in the sequel, we will often speak of the Coxeter graph of
Φ (when dealing with properties of graphs which are invariant under graph isomorphisms).

Remark III.10.9 – Dynkin diagram of a root system –
1. Let E be a euclidean space and Φ a root system of E. Choose an arbitrary base ∆ of Φ. Then,
we have the Coxeter graph of (E,Φ,∆). On this graph, for each pair of vertices linked by at least
2 edges, add between the vertices an inequality sign < pointing to the shortest root. This new
diagram will be called the Dynkin diagram of Φ. (Indeed, the diagram obtained that way do not
depend on the choice of ∆.)
2. In the context of Point 1 above, it is clear, using Remark III.10.2 that we can recover the
Cartan integers associated to simple roots of the pair (Φ,∆). Hence, the Dynkin diagram contains
enough information to reconstruct the Cartan matrix of Φ.
3. Let E and E′ be euclidean spaces, Φ a root system of E and Φ′ a root system of E′. The
Dynkin diagrams obtained from (E,Φ) and (E′,Φ′) are the same if and only if these root systems
are isomorphic.

In one direction, we want to prove that, if (E,Φ) and (E′,Φ′) are isomorphic, then their Dynkin
diagram is the same. Now, using Exercise III.7.7, the problem reduces to the case where these
root systems are irreducible. Hence, suppose (E,Φ) and (E′,Φ′) are isomorphic and irreducible.
We already saw that their associated Coxeter graphs are the same. But, on the other hand, by
Exercise III.7.12, the isomorphism between them must be an isometry, up to multiplication by a
positive real number, so that their associated Dynkin diagrams must coincide.

Conversally, suppose the two Dynkin diagrams are the same. Then, consider arbitrary bases
∆ and ∆′ of Φ and Φ′, respectively. By hypothesis, applying the process described in Point 1 to
(Φ,∆) and (Φ′,∆′) leeds to the same Dynkin diagram. This means that there exists an ordering
of ∆ and ∆′ leading to the same Cartan matrices. Hence, Proposition III.10.5 proves that (E,Φ)
and (E′,Φ′) are isomorphic.

The irreducibility of a root system can be read out of its Coxeter graph. Intuitively, we may
define a path between two vertices of a Coxeter graph as a finite sequence of vertices of this graph
with the property that any two consecutive vertices in the sequence are linked by at least one
edge (that is, any two consecutive vertices in the sequence are not orthogonal). Then, we may
define a equivalence relation in the set of vertices: two vertices being equivalent if there exists a
path starting with one of the vertices and ending with the other. This gives rise to equivalence
classes, which we call connected components of the graph. Then, the graph is called connected if
it has a unique connected component.

Lemma III.10.10 – Let (E, (−,−)) be a euclidean space and Φ be a root system of E. The root
system Φ is irreducible if and only if its Coxeter graph is connected.
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Proof. Suppose the Coxeter graph is not connected. Consider a connected component, which we
denote ∆1, and put ∆2 = ∆ \∆1. Consider α ∈ ∆1 and β ∈ ∆2. By hypothesis, they belong to
distinct connected components of the graph and hence are not linked by a path. In particular,
there must be no edge of the graph linking these roots. This means that 〈α, β〉〈β, α〉 = 0, that
is, (α, β) = 0. This shows that ∆1 ⊥ ∆2. By Proposition III.7.8, we have that Φ is reducible.

Suppose now that Φ is reducible. By Proposition III.7.8, there exists a partition ∆ = ∆1t∆2

of ∆ into nonempty subsets ∆1 and ∆2 such that ∆1 ⊥ ∆2. Let α ∈ ∆1 and β ∈ ∆2. Suppose
there exists a path between α and β. This means that there is a finite sequence α1, . . . , αn+1,
n ∈ N∗, such that α1 = α, αn+1 = β and, for all 1 ≤ i ≤ n, αi 6⊥ αi+1. An obvious induction
shows that αi ∈ ∆1 for all 1 ≤ i ≤ n+ 1. In particuler, β ∈ ∆1 which is absurd. Thus, α and β
are not in the same connected component and the Coxeter graph of Φ must be disconnected.

As mentionned before, the study of root systems reduces to that of irreducible ones. For this
reason, by Lemma III.10.10, we will be primarily interested in connected Coxeter graphs.

Our objective now is the classification of Coxeter graphs associated to irreducible root systems.
To reach this aim, we first introduce the convenient notion of admissible set of a euclidean space.

Definition III.10.11 – Let (E, (−,−)) be a euclidean space.
1. An admissible set of E is a subset, A, of linearly independant unit vectors such that, for all
ε, ε′ ∈ A, ε 6= ε′, (ε, ε′) ≤ 0 and 4(ε, ε′)2 ∈ {0, 1, 2, 3}.
2. The graph associated to an admissible set A is the graph with vertex set A and, for all distinct
ε, ε′ ∈ A, 4(ε, ε′)2 ∈ {0, 1, 2, 3} edges linking ε and ε′.

Remark III.10.12 – Let (E, (−,−)) be a euclidean space, Φ a root system of E and ∆ a base
of Φ.
1. Denote by A the subset of E whose elements are α/||α||, α ∈ ∆. Let ε and ε′ be distinct
elements of A. By Lemma III.3.7, we have that (ε, ε′) ≤ 0. In addition, if α, α′ are elements of ∆
such that ε = α/||α|| and ε′ = α′/||α′||, then

4(ε, ε′)2 = 2
(α′, α)

(α, α)
2

(α, α′)

(α′, α′)
= 〈α′, α〉〈α, α′〉 ∈ {0, 1, 2, 3}.

Since, in addition, ∆ is linearly independent, A is an admissible set.
2. Obviously, the Coxeter graph of (Φ,∆) is isomorphic to the graph of A.

Theorem III.10.13 – Let (E, (−,−)) be a euclidean space, Φ an irreducible root system of E
and ∆ a base of Φ. The Dynkin diagram of (Φ,∆) is one, and only one, of the following list.
1. Type A`, ` ≥ 1:
2. Type B`, ` ≥ 2:
3. Type C`, ` ≥ 3:
4. Type D`, ` ≥ 4:
5. Type E6:
6. Type E7:
7. Type E8:
8. Type F4:
9. Type G2:

Proof. See [Humphreys; section 11.4].
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Part IV

Classification of semi-simple Lie
algebras.
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IV.1 Cartan and Borel subalgebras.

Assume k is algebraically closed of characteristic 0.

We are now in position to extend Theorem I.8.12 to arbitrary finite dimensional Lie algebras
(under the above assumption on k). This will be done using Borel subalgebras (see Definition
I.8.13).

We first investigate Borel subalgebras of semisimple Lie algebras using the Cartan-Chevalley
decomposition of the latter. Recall first that maximal toral subalgebras and Cartan subalgebras
are the same in a semisimple Lie algebra, as established in Proposition II.5.19.

Consider a nonzero finite dimensional semisimple Lie algebra g and a Cartan subalgebra h of
g. Let Φ be the set of roots of the pair (g, h) which we consider as a root system in ER. Let, in
addition, ∆ be a base of the root system Φ. Then we have the Cartan-Chevalley decomposition
of g:

g = n− ⊕ h⊕ n, where n = ⊕α∈Φ+gα.

(Details may be found in Example III.3.19). Put, in addition,

b = h⊕ n.

We know (cf. Example III.3.19) that n and b are Lie subalgebras of g, that n is nilpotent and
that b is solvable.

Lemma IV.1.1 – Keep the above notation. Then, the Lie subalgebra b of g is a Borel subalgebra
of g.

Proof. We already mentioned that b is a solvable subalgebra of g. So, it remains to prove that,
as such, it is maximal.

Consider a Lie subalgebra p of g such that b ⊆ p. In particular h ⊆ p, so that the endomor-
phisms in adg(h) stabilise p. Further, h being a maximal toral subalgebra of g, the endomorphisms
in adg(h) are pairwise commuting and diagonalisable endomorphisms. It follows that the same
holds for the endomorphisms of p that they induce. From this, we get easily that

p = ⊕λ∈h∗pλ,

where, for all λ ∈ h∗, pλ = {x ∈ p | [h, x] = λ(h)x}. On the other hand, we have that g =
h⊕ (⊕λ∈Φgλ), with h = g0 and dimk(gλ) = 1, for all λ ∈ Φ (see Propositions II.5.9 and II.5.15).
From this, it follows easily that

p = h⊕ (⊕λ∈Ψgλ) ,

where Ψ is a subset of Φ such that Φ+ ⊆ Ψ ⊆ Φ.
Now, suppose b ⊂ p (strict inclusion). Then there must exist in Ψ an element α of Φ−. Then,

using the notation of Remark II.5.14, we must have Sα ⊆ p, where Sα is a nonzero semisimple
Lie subalgebra of g. Therefore, p cannot be solvable (by Corollary I.7.20, Point 1).

Definition IV.1.2 – Keep the above notation. The subalgebra b = h⊕ n+ is called the standard
Borel subalgebra of g associated to h and ∆.

We now prove that two standard Borel subalgebras of a semisimple Lie algebra are conjugate
under the group E(g) (defined in Remark I.8.11).
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Lemma IV.1.3 – Let g be a semisimple Lie algebra, h be a Cartan subalgebra of g and Φ be
the root system associated to (g, h). If ∆ and ∆′ are two bases of Φ, and if b and b′ are the
respectively associated standard Borel subalgebras, then there exists σ ∈ E(g) such that b′ = σ(b).

Proof. Recall the Weyl group WΦ of the root system Φ. Let w ∈ WΦ. By definition of WΦ, w is
the product of reflections of ER associated to roots. Fix now a decomposition of w as a product
of such reflexions:

w = s1 . . . st,

where t ∈ N and, for 1 ≤ i ≤ t, si = sαi for some αi ∈ Φ. Now, in the notation of Section II.7,
for 1 ≤ i ≤ t, put Θi = Θαi ∈ E(g) and consider

Θ = Θ1 . . .Θt ∈ E(g).

The results of Section II.7 show that the automorphism w sends gβ, β ∈ Φ, to gw(β) and stabilises
h.

Recall from Theorem III.6.4 that the Weyl group acts transitively on the set of bases of Φ.
Start now with the base ∆ of Φ. Then, w(∆) is a base of Φ and positive roots associated to ∆
are sent by w to positive roots associated to w(∆). Therefore, it follows from the above that the
standard Borel subalgebra of g associated to h and ∆ is sent to the standard Borel subalgebra
of g associated to h and w(∆). But, there exists w ∈ WΦ such that ∆′ = w(∆). The proof is
therefore complete.

We are now in position to prove the following statement.

Theorem IV.1.4 – Assume k is algebraically closed and of characteristic 0. Let g be a finite
dimensional Lie algebra and denote by E(g) the group of Lie algebra automorphisms of g introduced
in (I.8.4). If b1 and b2 are Borel subalgebras of g, then there exists σ ∈ E(g) such that b2 = σ(b1).

Proof. See [Humphreys], Theorem 16.4.

And, from Theorem IV.1.4, we deduce the following fundamental result.

Theorem IV.1.5 – Assume k is algebraically closed and of characteristic 0. Let g be a finite
dimensional Lie algebra and denote by E(g) the group of Lie algebra automorphisms of g introduced
in (I.8.4). If h1 and h2 are Cartan subalgebras of g, then there exists σ ∈ E(g) such that h2 =
σ(h1).

Proof. As h1 and h2 are Cartan subalgebras of g, they are nilpotent and hence solvable. Therefore,
there exists Borel subalgebras b1 and b2 of g such that h1 ⊆ b1 and h2 ⊆ b2. Now, Theorem
IV.1.4 provides σ ∈ E(g) such that b2 = σ(b1). On the other hand, σ(h1) is a Cartan subalgebra
of b2. So, Theorem I.8.12 provides an element of E(b2) that sends h2 to σ(h1). But, as point 3.1
of Remark I.8.11 shows, elements of E(b2) are restrictions to b2 of elements of E(g) that stabilise
b2. So, there exists τ ∈ E(h) such that h2 = τ(σ(h1)). The proof is complete.

IV.2 From semisimple Lie algebras to root systems.

Assume k is algebraically closed of characteristic 0.
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We come back to the context of Section II.6, taking into account Example III.3.19.

Hence, we consider a semisimple Lie algebra g, a maximal toral subalgebra (equivalently a
Cartan subalgebra) h of g, the correponding set Φ ⊆ h∗ of non zero linear forms α on h such that
gα = {x ∈ g | ∀h ∈ h, [h, x] = α(h)x} 6= (0). Recall that g0 = {x ∈ g | ∀h ∈ h, [h, x] = 0} = h.

The Killing form on h gives rise to a nondegenerate form on h∗: (−,−) : h∗ × h∗ −→ k,
via the identification ι : h −→ h∗. Then, putting EQ = SpanQ(Φ) ⊆ h∗, we get a Q-subspace
of dimension dimk(h∗) on which (−,−) induces a positive, definite, symmetric bilinear form
(−,−)Q : EQ × EQ −→ Q wich, in turn, defines a positive, definite, symmetric bilinear form
(−,−)R : ER×ER −→ R on the R-vector space ER = R⊗Q EQ, turning it into a euclidean space.
Thus, we have

h∗

Φ ⊆ EQ
$ �

⊆

22eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
z�

R⊗Q−
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ER

(IV.2.1)

Then, Theorem II.6.1 shows that, seen as a subset of ER, Φ is a root system of ER.

Choose a basis ∆ of Φ, write Φ = Φ+tΦ− and put n− =
⊕

α∈Φ− gα and n = n+ =
⊕

α∈Φ+ gα.
Then, the Cartan-Chevalley decomposition of g writes

g = h
⊕(⊕

α∈Φ

gα

)
= n− ⊕ h⊕ n+.

Exercise IV.2.1 – Root systems and isomorphisms – Keep the above notation. Suppose,
in addition, that g′ is a Lie algebra and Θ : g −→ g′ an isomorphism of Lie algebras. Hence, g′ is
a semisimple Lie algebra and, putting h′ = Θ(h), h′ is a maximal toral subalgebra of g′. Clearly,
Θ induces an isomorphism of vector spaces from h to h′ (that we still denote Θ) which, in turn,
induces an isomorphism of vector spaces

(tΘ)−1 : h∗ −→ (h′)∗

λ 7→ λ ◦Θ−1 .

For all µ ∈ (h′)∗, put g′µ = {x ∈ g′ | ∀h ∈ h′, [h, x] = µ(h)x} and Φ′ the subset of (h′)∗ of those
elements µ such that g′µ 6= (0). Finally, we denote by (E′R,Φ

′) the root system associated to the
pair (g′, h′). In addition, we denote κ′ the Killing form on g′.
1. Sets of roots.
1.1. For all λ ∈ h∗, Θ(gλ) = g′λ◦Θ−1 .
1.2. We have (tΘ)−1(Φ) = Φ′.
2. Killing forms.
2.1. For all x ∈ g, adg′(Θ(x)) = Θ ◦ adg(x) ◦Θ−1.
2.2. For all x, y ∈ g, κ′(Θ(x),Θ(y)) = κ(x, y).
2.3. Recall the isomorphism ι : h −→ h∗ and denote tλ the element whose image under ι is
λ ∈ h∗. Adopt a similar notation for g′. Then, for all λ ∈ h∗, t′λ◦Θ−1 = Θ(tλ).
2.4. Recall that (−,−) is the symmetric bilinear form on h∗ correponding to κ via the identifica-
tion ι. Denote (−,−)′ its analogue for (h′)∗. Then, for all λ, µ ∈ h∗, (λ ◦Θ−1, µ ◦Θ−1)′ = (λ, µ).
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3. There is an isometry between ER and E′R that sends Φ to Φ′. In particular, the root systems
(ER,Φ) and (E′R,Φ

′) are isomorphic.

Exercise IV.2.2 – Root systems and maximal toral subalgebras – Keep the above no-
tation. Suppose h′ is a maximal toral subalgebra of g. The root systems attached to the pairs
(g, h) and (g, h′) are isomorphic (by means of an isometry of the corresponding euclidian spaces).
(Hint: use Theorem IV.1.5 and Exercise IV.2.1.)

Notation IV.2.3 –
1. Denote by Ak the set of finite dimensional semisimple Lie algebras over k and by ∼ the
equivalence relation on Ak given by isomorphism of Lie algebras.
2. Denote by R the set of root systems and by ∼ the equivalence relation on R given by
isomorphism of root systems.

It follows from Exercises IV.2.1 and IV.2.2 that there is a well-defined map

Ak −→ R/ ∼

which, to each semisimple Lie algebra g, associates the isomorphism class of the root system
(ER,Φ) associated to (g, h) for an arbitrary choice of a maximal toral subalgebra h and that this
map factorises through the quotient Ak/ ∼ to give rise to a map

r : Ak/ ∼ −→ R/ ∼ . (IV.2.2)

We will eventually prove that this map is actually a bijection.

For the moment, we show that it sends (isomorphism classes of) simple Lie algebras to irre-
ducible root systems.

Proposition IV.2.4 – Keep the above notation. If g is simple, then Φ is irreducible.

Proof. Assume g is a simple Lie algebra. Suppose Φ is reducible and consider a partition Φ =
Φ1tΦ2 of Φ with Φ1 and Φ2 orthogonal to each other and nonempty. For all α ∈ Φ1 and β ∈ Φ2,
we have that (α+β, α) 6= 0 and (α+β, β) 6= 0. It follows from this observation that α+β is not
a root: gα+β = 0. Thus, [gα, gβ] = 0, by Lemma II.5.6.

Let l be the Lie subalgebra of g generated by the subspaces gα, α ∈ Φ1. Using Exercise I.2.10,
the Jacobi identity and the above observation, an easy induction shows that, for all β ∈ Φ2,
[l, gβ] = 0. And, since g is semisimple, it has trivial center. So, we must have l ⊂ g (strict
inclusion). In addition, for all α ∈ Φ1, we have trivially [l, gα] ⊆ l. But, on the other hand,
[h, l] ⊆ l (cf. Exercise I.2.10 the Jacobi identity and an easy induction). It follows that [g, l] ⊆ l;
that is l is an ideal of g. Since l must be nonzero, this is a contradiction since g is simple.

In the next statement, we will make an extensive use of the content of Remark II.6.2.

Let g be a nonzero semisimple Lie algebra g. Recall from Theorem I.7.19 that g is the direct
sum of its simple ideals and that the latter pairwise commute. That is, there exists t ∈ N∗ and
simple, pairwise distincts ideals g1, . . . , gt of g such that g = g1 ⊕ . . .⊕ gt and, for 1 ≤ i < j ≤ t,
[gi, gj ] = 0. Hence, we are in position to apply Remark II.6.2, which we do using the notation of
that remark. Let h be a maximal toral subalgebra of g and, for 1 ≤ i ≤ t, put hi = h ∩ gi. We
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have h =
⊕

1≤i≤t hi and hi is a maximal toral subalgebra of gi, 1 ≤ i ≤ t. Recall the isometry of
Remark II.6.2:

δ : ER −→
⊕

1≤i≤t
Fi,R,

and, for 1 ≤ i ≤ t, let Ei,R be the image of Fi,R in ER under δ−1. So that, ER is the orthogonal
direct sum of the subspaces Ei,R, 1 ≤ i ≤ t.

But, for 1 ≤ i ≤ t, Φi = δ−1(Ψi) ⊆ Ei,R and Ψi is the root system associated to the pair
(gi, hi) where gi is a simple Lie algebra. Hence, by Proposition IV.2.4, Ψi is an irreducible root
system of Fi,R and, therefore, Φi is an irreducible root system of Ei,R. Since Φ = t1≤i≤tΦi, we
have proved the following statement.

Theorem IV.2.5 – Let g be a semisimple Lie algebra and h a maximal toral subalgebra. Then, in
the above notation, ER = ⊕1≤i≤tEi,R and Φ = t1≤i≤tΦi is the decomposition of Φ into irreducible
components in the sense of Proposition III.7.5 (and Definition III.7.6).

Proof. The above proves the statement.

Corollary IV.2.6 – Let χ be an isomorphism class of semisimple Lie algebras. Then, its el-
ements are simple Lie algebras if and only if the image of χ under r : Ak/ ∼−→ R/ ∼ is an
isomorphism class of irreducible root systems.

Proof. This follows immediately from Theorem IV.2.5.

At this stage, we are in position to give a first result towards the classification of finite di-
mensional semisimple Lie algebras over an algebraically closed field of characteristic 0.

The first statement deals with simple Lie algebras. We do not give a proof of it as we will be
able to give a more satisfactory one latter.

Theorem IV.2.7 – Assume k is algebraically closed of characteristic 0. Suppose g and g′ are
finite dimensional simple Lie algebras and h and h′ maximal toral subalgebras of g and g′, respec-
tively. Let Φ be the root system of the pair (g, h) and Φ′ be the root system of the pair (g′, h′). If
(ER,Φ) and (E′R,Φ

′) are isomorphic root systems, then g and g′ are isomorphic Lie algebras.

Proof. For a more detailled statement and a complete proof, see [Humphreys; section 14.2].

From Theorem IV.2.7 and the above discussion, the following statement follows.

Theorem IV.2.8 – Assume k is algebraically closed of characteristic 0. Suppose g and g′ are
finite dimensional semisimple Lie algebras and h and h′ maximal toral subalgebras of g and g′,
respectively. Let Φ be the root system of the pair (g, h) and Φ′ be the root system of the pair
(g′, h′). If (ER,Φ) and (E′R,Φ

′) are isomorphic root systems, then g and g′ are isomorphic Lie
algebras.

Proof. Write g =
⊕

1≤i≤t gi and g′ =
⊕

1≤i≤s g
′
i , t, s ∈ N∗, the decompositions of g and g′ as the

direct sum of their simple ideals (cf. Theorem I.7.19).
Let ER and E′R be the euclidean spaces attached to the pairs (g, h) and (g′, h′), respectively.

We adopt the notation of Theorem IV.2.5 and its proof for both the pairs (g, h) and (g′, h′). So,
we have a decomposition ER = ⊕1≤i≤tEi,R into pairwise orthogonal subspaces and a partition
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Φ = t1≤i≤tΦi with Ei,R = SpanR(Φi) which gives the reduction of Φ into irreducible components.
Similarly, we have a decomposition E′R = ⊕1≤i≤sE

′
i,R into pairwise orthogonal subspaces and a

partition Φ′ = t1≤i≤sΦ
′
i with E′i,R = SpanR(Φ′i) which gives the reduction of Φ into irreducible

components.
Let ϕ be an isomorphism between the root systems (ER,Φ) and (E′R,Φ

′). By Exercise III.7.7,
t = s and (up to renumbering summands), for all 1 ≤ i ≤ t, ϕ(Ei,R) = E′i,R and ϕ(Φi) = Φ′i,
so that the root systems (Ei,R,Φi) and (E′i,R,Φ

′
i) are isomorphic. But, on the other hand, for

1 ≤ i ≤ t, (Ei,R,Φi) is isomorphic to the root system of (gi, hi), while (E′i,R,Φ
′
i) is isomorphic to

the root system of (g′i, h
′
i) (see the proof of Theorem IV.2.5 and the notation introduced there).

By Theorem IV.2.7, we deduce that, for all 1 ≤ i ≤ t, gi and g′i are isomorphic Lie algebras (up
to renumbering summands). The result follows, as g =

⊕
1≤i≤t gi and g′ =

⊕
1≤i≤t g

′
i.

IV.3 Universal enveloping algebra.

In this section, unless otherwise specified, k is arbitrary.

We start by recalling the definition and basic properties of the tensor algebra of a k-vector
space. Extensive details may be found in [BBK-Algèbre-1-3], Chap. III, §5.

Let V be any k-vector space. For all i ∈ N∗, denote T i(V ) the k-vector space V ⊗k . . .⊗k V
(i copies). In particular, T 1(V ) = V . Put also T 0(V ) = k and

T (V ) =
⊕
i∈N

T i(V ).

We will freely identify T i(V ) with its image in T (V ), i ∈ N. In particular, we have canonical
injections of k-vector spaces:

k can.inj.−→ T (V ) and V
can.inj.−→ T (V )

Then, we can endow T (V ) with an associative algebra structure as follows (see [BBK-Algèbre-1-3;
p. III.55]): there exists a unique bilinear map

m : T (V )× T (V ) −→ T (V )

such that,
(1) for all i, j ∈ N∗ and a1, . . . , ai+j ∈ V , m(a1 ⊗ . . .⊗ ai, ai+1 ⊗ . . .⊗ ai+j) = a1 ⊗ . . .⊗ ai+j ;
(2) ∀λ ∈ k, for all i ∈ N∗ and a1, . . . , ai ∈ V , m(λ, a1⊗. . .⊗ai) = m(a1⊗. . .⊗ai, λ) = λa1⊗. . .⊗ai;
(3) for all λ, µ ∈ T 0(V ), m(λ, µ) = λµ.

It is not difficult to show that, equipped with the map m, the vector space T (V ) becomes a
unital, associative k-algebra with unit 1k. Clearly, T (V ) is an N-graded k-algebra with homoge-
neous subspace of degree i ∈ N (the image of) T i(V ). It is clear that any generating set of the
k-vector space V is a set of generators for the k-algebra T (V ).

Definition IV.3.1 – The k-algebra T (V ) is called the tensor algebra of V and the map V
can.inj.−→

T (V ) the associated canonical injection.

Proposition IV.3.2 – Universal property of the tensor algebra –
Let V be any k-vector space, A be any associative, unital k-algebra and φ : V −→ A be any
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morphism of k-vector spaces. Then, there exists a unique morphism of associative, unital algebras
ψ : T (V ) −→ A such that the following diagram commutes:

V
φ

))TTT
TTTT

TTTT
TTTT

TTTT
TT

inj.can. // T (V )

ψ
��
A

Proof. Exercise. (See [BBK-Algèbre-1-3; p. III.56].)

Suppose B is a basis of V . To any finite sequence s = (b1, . . . , bp), p ∈ N∗, of elements of B we
associate the pure tensor bs = b1⊗ . . .⊗ bp ∈ T p(V ). Further, to the empty sequence of elements
of B, denoted ∅, we associate b∅ = 1k ∈ T 0(V ).

Proposition IV.3.3 – Keep the notation as above. The set of all elements bs, where s is a finite
sequence of elements of B, is a basis of the k-vector space T (V ).

Proof. See [BBK-Algèbre-1-3; p. III.62].

We now recall the definition and basic properties of the symmetric algebra of a k-vector space.
Extensive details may be found in [BBK-Algèbre-1-3], Chap. III, §6.

Retain the above notation and let I be the two-sided ideal of T (V ) generated by the elements
x⊗ y − y ⊗ x, x, y ∈ V .

Definition IV.3.4 – The symmetric algebra of the k-vector space V is the k-algebra S(V ) =
T (V )/I.

Since I is generated by homogeneous elements (of degree 2) of the N-graded algebra T (V ),
we have that

I =
⊕

i∈N, 2≤i

(
I ∩ T i(V )

)
.

and S(V ) inherits a grading from that of T (V ). More precisely, let τ : T (V ) −→ S(V ) be the
canonical projection. For all i ∈ N, put Si(V ) = τ(T i(V )). Then, we have

S(V ) =
⊕
i∈N

Si(V )

and the following isomorphisms of k-vector spaces

k = T 0(V ) ∼= S0(V ), T 1(V ) ∼= S1(V ) and T i(V )/I ∩ T i(V ) ∼= Si(V ), i ≥ 2,

all of which are induced by τ . Therefore, the canonical injection associated to T (V ) induces a
canonical injection

V
can.inj.−→ T (V )

τ−→ S(V ).

It is then clear that the image under this canonical injection of any generating set of the k-vector
space V is a set of generators of the k-algebra S(V ). From this latter fact it follows that S(V ) is
a commutative k-algebra.
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Proposition IV.3.5 – Universal property of the symmetric algebra –
Let V be any k-vector space, A be any commutative, associative, unital k-algebra and φ : V −→ A
be any morphism of k-vector spaces. Then, there exists a unique morphism of associative, unital
algebras ψ : S(V ) −→ A such that the following diagram commutes:

V
φ

))TTT
TTTT

TTTT
TTTT

TTTT
TT

inj.can. // S(V )

ψ
��
A

Proof. Exercise. (See [BBK-Algèbre-1-3; p. III.67].)

Further, let B be a basis of V . Choose a total order on B (this is possible since, by Zermelo’s
Theorem, any set has a well-order, see [BBK-Ensembles; pp. III.15, III.20]). Let b ∈ B. Then,
b may be seen as elements of T 1(V ) and we consider its image under τ in S1(V ), that we still
denote b. Thus, following the above definition, to any finite sequence s = (b1 ≤ . . . ≤ bp), p ∈ N∗
of elements of B, we may associate the image τ(bs) of bs in S(V ) that we still denote bs, by abuse
of notation. Thus bs = b1 . . . bp ∈ Sp(V ). In particular, b∅ = 1k ∈ S0(V ).

Proposition IV.3.6 – Keep the above notation. The set of all bs, with s a finite increasing
sequence of elements of B, is a basis of the k-vector space S(V ).

Proof. See [BBK-Algèbre-1-3; p. III.75] and [BBK-Algèbre-4-7; p. IV.2].

We now introduce the enveloping algebra of a Lie algebra.

Let g be a Lie algebra over the field k. We may consider the tensor algebra T (g) of the k-vector
space g. Then, for all x, y ∈ g, we have the elements x ⊗ y − y ⊗ x ∈ T 2(g) and [x, y] ∈ T 1(g).
Therefore, we may consider the elements x ⊗ y − y ⊗ x − [x, y] ∈ T 1(g) ⊕ T 2(g) ⊆ T (g), for all
x, y ∈ g, and then the two-sided ideal J of T (g) generated by these elements:

J = 〈x⊗ y − y ⊗ x− [x, y], x, y ∈ g〉 ⊆ T (g).

Put then
U(g) = T (g)/J

and denote ψ : T (g) −→ U(g) the canonical projection. Together with U(g), we have a canonical
morphism of k-vector spaces

jg : g
can.inj.−→ T (g)

ψ−→ U(g).

It is clear by definition that this map is actually a morphism of Lie algebras, where the associative
algebra U(g) is considered as a Lie algebra in the standard way.

Since the images in T (g) of the elements x ∈ g generate T (g) as a k-algebra, we get that the
set {jg(x), x ∈ g} is a generating set of the algebra U(g). Further, put T+(g) =

⊕
i∈N∗ T

i(g). It
is clear that J ⊆ T+(g). In particular, J ∩ k = {0}. From this observation, it follows that the
restriction to k of the canonical projection T (g) −→ U(g) is injective. Hence, U(g) is not the
zero algebra: 0U(g) 6= 1U(g).

Definition IV.3.7 – Keep the above notation. Let g be a Lie algebra over the field k. The
universal enveloping algebra of the Lie algebra g is the k-algebra U(g) = T (g)/J . The map
jg : g −→ U(g) is called the canonical morphism (of Lie algebras) associated to it.
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Remark IV.3.8 – Keep the above notation. It is clear that if g is an abelian Lie algebra, then
its enveloping algebra is just its symmetric algebra. In this case, U(g) is thus graded (this is not
true in general) and the canonical morphism is injective (this will still hold in general but is far
from obvious).

Proposition IV.3.9 – Universal property of the enveloping algebra – Let g be any Lie
algebra over k, A be any associative, unital, k-algebra. If φ : g −→ A is any morphism of Lie
algebras (where the associative k-algebra A is considered as a Lie algebra in the standard way).
Then, there exists a unique morphism of associative, unital k-algebras ψ : U(g) −→ A such that
the following diagram commutes:

g
φ

))SSS
SSSS

SSSS
SSSS

SSSS
S

jg // U(g)

ψ
��
A

Proof. By the universal property of the tensor algebra of g, we know that there exists a morphism
of k-algebras φ′ : T (g) −→ A such that the following diagram commutes:

g
φ

))SSS
SSSS

SSSS
SSSS

SSSS
S

can.inj. // T (g)

φ′

��
A

Now, let x, y ∈ g. We have

φ′(x⊗ y − y ⊗ x− [x, y]) = φ′(xy − yx− [x, y])
= φ′(x)φ′(y)− φ′(y)φ′(x)− φ′([x, y])
= φ(x)φ(y)− φ(y)φ(x)− φ([x, y])
= 0

.

Indeed, the first equality is just the definition of the product in T (g), the second follows from
the fact that φ′ is a morphism of k-algebras, the third is due to the commutativity of the later
diagram and the fourth comes from the fact that, by hypothesis, φ is a morphism of Lie algebras.
As a consequence, the ideal J is in the kernel of φ′, from which it follows that φ′ induces a
morphism ψ : U(g) −→ A of k-algebras such that the following diagram commutes

g
φ

,,YYYYYY
YYYYYY

YYYYYY
YYYYYY

YYYYYY
YYYYYY

YYYYY
inj.can. // T (g)

φ′

))SSS
SSSS

SSSS
SSSS

SSSS
proj.can. // U(g)

ψ
��
A

This proves the existence of the morphism ψ of the statement.
The uniqueness of ψ is easy. Indeed, the commutativity of the diagram in the statement forces

the image of jg(x), for all x ∈ g, under ψ. But, these elements generate U(g) as an algebra. So
ψ is unique.

Remark IV.3.10 – Let g be a Lie algebra. It turns out that U(g) is determined, up to iso-
morphism, by its universal property. More precisely, suppose we are given an associative, unital,
k-algebra A together with a morphism of Lie algebras j : g −→ A such that, for all algebra A
and all morphism φ : g −→ A of Lie algebras, there exists a unique morphism ψ of associative
algebras ψ : A −→ A such that ψ ◦ j = ψ, then the k-algebras A and U(g) are isomorphic. The
proof is easy and left to the reader.
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Remark IV.3.11 – Representations of g versus U(g)-modules – Let g be a Lie algebra
over k. Suppose we are given a representation of g in the vector space V with structure morphism
ρ : g −→ gl(V ).
1. By the universal property of the enveloping algebra of g, we have a commutative diagram

g
ρ

))SSS
SSSS

SSSS
SSSS

SSSS
S

jg // U(g)

φ

��
gl(V )

where φ is a morphism of associative, unital, k-algebras. In particular, the map φ induces a
morphism of rings from U(g) to the ring EndZ(V ) of group homomorphisms of the abelian group
V . This amounts to say that the map

U(g)× V −→ V
(x, v) 7→ φ(x)(v)

(IV.3.1)

defines a left U(g)-module structure on V . Notice, however, that since we started with the k-
algebras homomorphism φ : U(g) −→ gl(V ), in addition to the usual axioms for (left) modules,
the map (IV.3.1) satisfies k-bilinearity.
2. If A is any (associative, unital) k-algebra. A linear representation of A is defined to be a
pair (V, φ) where V is a k-vector space, and φ : A −→ Endk(V ) a morphism of k-algebras
from A to the k-algebra of endomorphisms of the k-vector space V . With this vocabulary, it
is equivalent to consider a representation of the Lie algebra g and a linear representation of its
universal enveloping algebra.

To understand better the structure of the enveloping algebra of a Lie algebra, it is convenient
to link it with its symmetric algebra. This is done by filtering the enveloping algebra and con-
sidering the associated graded algebra. This is what we proceed to describe now.

First recall that, given an associative, unital k-algebra A, an N-filtration (or simply a filtra-
tion) of A is a sequence of k-vector subspaces (Ai)i∈N of A such that:
(1) 1 ∈ A0;
(2) Ai ⊆ Ai+1, for all i ∈ N;
(3) AiAj ⊆ Ai+j , for all i, j ∈ N;
(4) A = ∪i∈NAi.
It will be convenient to put A−1 = {0} whenever we consider an N-filtration (Ai)i∈N on the
k-algebra A.

To an associative, unital k-algebra A filtered by F = (Ai)i∈N, we can associate its so-called
associated graded k-algebra as follows.

For all i ∈ N, consider the k-vector space griF (A) = Ai/Ai−1 together with the canonical
projection

griF : Ai −→ Ai/Ai−1.

Further, consider the N-graded k-vector space

grF (A) =
⊕
i∈N
Ai/Ai−1.
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It is easy to check that, for all i, j ∈ N, there is a map

mi,j : Ai/Ai−1 ×Aj/Aj−1 −→ Ai+j/Ai+j−1

such that, for all a ∈ Ai and all b ∈ Aj

mi,j(griF (a), grjF (b)) = gri+jF (ab).

These maps, in turn, give rise to a bilinear map

m : grF (A)× grF (A) −→ grF (A)

such that, for all i, j ∈ N, χ ∈ Ai/Ai−1, and ξ ∈ Aj/Aj−1, m(χ, ξ) = mi,j(χ, ξ). It is then easy to
check that, equipped with the map m, the N-graded k-vector space grF (A) becomes an N-graded,
associative, unital k-algebra whose unit is gr0

F (1A).

Definition IV.3.12 – Keep the above notation. Then, the N-graded, associative, unital k-algebra
grF (A) is called the associated graded k-algebra of the filtered k-algebra (A,F).

This process does apply to the enveloping algebra of a Lie algebra.

Indeed, let g be a Lie algebra over k. First, notice that T (g) is filtered by the N-filtration
(T (g)i)i∈N where, for all i ∈ N,

T (g)i =
⊕

0≤k≤i
T k(g).

It follows at once that U(g) is filtered by the N-filtration F = (U(g)i)i∈N where, for all i ∈ N,
U(g)i is the canonical image of T (g)i in U(g). We are going to link the associated graded k-
algebra of the filtered k-algebra (U(g),F) with S(g). From now on, we forget the subscript F ,
to simplify notation.

For all i ∈ N, we have k-linear maps

ψi : T i(g)
⊆−→ T (g)i

can.proj.−→ U(g)i and ϕi : T i(g)
ψi−→ U(g)i

gri−→ U(g)i/U(g)i−1

and it is easy to check that ϕi is surjective. The direct sum of the maps ϕi, i ∈ N, then define a
map

ϕ : T (g) −→ gr(U(g)).

Lemma IV.3.13 – Keep the above notation. The map ϕ is an N-graded, surjective morphism
of associative, unital, k-algebras and 〈x⊗ y − y ⊗ x, x, y ∈ g〉 ⊆ ker(ϕ).

Proof. By construction, ϕ is a surjective morphism of N-graded k-vector spaces.
In addition, ϕ(1T (g)) = ϕ0(1T (g)) = gr0(1U(g)) = 1gr(U(g)). Consider now two homogeneous

elements of T (g): t ∈ Tm(g), t′ ∈ Tn(g), m,n ∈ N. Then, we have that ϕ(t) = ϕm(t) =
grm(ψm(t)), ϕ(t′) = ϕn(t) = grn(ψn(t′)) and ϕ(tt′) = ϕm+n(tt′) = grm+n(ψm+n(tt′)). But, by
the definition of the product in the associated graded k-algebra gr(U(g)), we also have

ϕ(t)ϕ(t′) = grm(ψm(t))grn(ψn(t′))
= grm+n(ψm(t)ψn(t′))
= grm+n(ψ(t)ψ(t′))
= grm+n(ψ(tt′))
= grm+n(ψm+n(tt′))
= ϕ(tt′).
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It is then obvious that the multiplicativity of ϕ extends to nonhomogeneous elements. Hence, ϕ
is a morphism of unital algebras.

In addition, consider x, y ∈ g. We have

ϕ(x⊗y−y⊗x) = ϕ2(x⊗y−y⊗x) = gr2(ψ2(x⊗y−y⊗x)) = gr2(ψ(x⊗y−y⊗x)) = gr2(ψ([x, y])) = 0,

since ψ([x, y]) ∈ U(g)1. The statement is proved.

Call τ : T (g) −→ S(g) the canonical projection. Recall that τ is a surjective morphism of
N-graded k-algebras which, then, induces morphisms of k-vector spaces τn : Tn(g) −→ Sn(g),
n ∈ N. By lemma IV.3.13, the N-graded algebra morphism ϕ : T (g) −→ gr(U(g)) factorises
through τ , giving rise to an N-graded, surjective morphism ω : S(g) −→ gr(U(g)) of associative
k-algebras. We denote the k-linear maps induced by ω between homogeneous components by ωn,
n ∈ N. Hence, we get the following commutative diagrams

T (g)
τ //

ϕ

&&MM
MMM

MMM
MM

S(g)

ω

��
gr(U(g))

and Tn(g)
τn //

ϕn

&&NN
NNN

NNN
NNN

Sn(g)

ωn
��

grn(U(g))

(n ∈ N∗) (IV.3.2)

All in all, we end up with the following commutative diagrams, for all n ∈ N∗:

U(g)n
grn

&&NN
NNN

NNN
NNN

Tn(g)
ϕn //

ψn
88ppppppppppp

τn &&NN
NNN

NNN
NNN

grn(U(g))

Sn(g)

ωn

88ppppppppppp

(IV.3.3)

To obtain the nice description of U(g) that we are pursuing, we need to show that, for all
n ∈ N, the maps ωn are actually isomorphisms or, equivalently, that ω is an isomorphism. This
result is known as the Poincaré-Birkhoff-Witt Theorem. Our next task is to establish it.

It turns out that one possible approach is to construct a representation of the Lie algebra g
on its symmetric algebra S(g). For this, fix a basis (xλ, λ ∈ Λ) of g indexed by a set Λ. Given
any finite sequence M = (λ1, . . . , λn) of n elements of Λ, with n ∈ N∗, we consider the tensor
xM = xλ1 ⊗ . . . ⊗ xλn ∈ Tn(g). (Hence, if M = (λ) is a sequence of one element of Λ, then
xM = xλ ∈ T 1(g).) Further, to the empty sequence, we associate the tensor x∅ = 1T (g) ∈ T 0(g).
We know by Proposition IV.3.3 that these tensor form a basis of T (g). Now, denote by zM the
canonical image of xM in S(g). We have that z∅ = 1S(g) and, for all sequence M = (λ1, . . . , λn)
of n elements of Λ, n ∈ N∗, we have

zM = zλ1 . . . zλn .

Now, equip Λ with a total ordering. Then, by Proposition IV.3.6, the elements zM , where M is
any finite (possibly empty) increasing sequence of elements of Λ, form a basis of S(g).

Below, we will denote the total ordering on Λ by ≤. Further, for λ ∈ Λ and M = (λ1, . . . , λn)
a finite sequence of elements of Λ, we will write λ ≤ M whenever λ ≤ λi, for all 1 ≤ i ≤ n. By
convention, for all λ ∈ Λ, λ ≤ ∅. For n ∈ N, we denote by Sn the set of all sequences of n elements
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of Λ and put S≤n = ∪0≤q≤nSq. We denote by S the set of all finite sequences of elements of Λ.

For all p ∈ N, we put S(g)p =
⊕

0≤i≤p S
i(g). Hence, (S(g)p)p∈N is a filtration of the associative

algebra S(g).

Lemma IV.3.14 – For all p ∈ N, there exists a unique k-linear map

fp : g⊗k S(g)p −→ S(g)

satisfying the following conditions:
(Ap) for all λ ∈ Λ and M ∈ S≤p such that λ ≤M , fp(xλ ⊗ zM ) = zλzM ;
(Bp) for all λ ∈ Λ, for all 0 ≤ q ≤ p and M ∈ S≤q, fp(xλ ⊗ zM )− zλzM ∈ S(g)q;
(Cp) for all λ, µ ∈ Λ and for all N ∈ S≤p−1, fp(xλ ⊗ fp(xµ ⊗ zN )) = fp(xµ ⊗ fp(xλ ⊗ zN )) +
fp([xλ, xµ]⊗ zN )).

In addition, for all p ∈ N∗, fp−1 coincides with the restriction of fp to g⊗k S(g)p−1.

Proof. The reader is referred to [BBK-Lie-1 ; §2, no. 7] or [Humphreys ; §17.4, Lemma A].

Lemma IV.3.15 – There exists a morphism of Lie algebras σ : g −→ gl(S(g)) such that:
(1) for all λ ∈ Λ and all M ∈ S such that λ ≤M , σ(xλ)(zM ) = zλzM .
(2) for all λ ∈ Λ, all p ∈ N and all M ∈ Sp, σ(xλ)(zM )− zλzM ∈ S(g)p.

Proof. For all p ∈ N, identify the k-vector space g⊗k S(g)p with a subspace of g⊗k S(g). Then,
we have an exhaustive, increasing filtration (g⊗k S(g)p)p∈N of the k-vector space g⊗k S(g). On
the other hand, Lemma IV.3.14 provides k-linear maps fp : g ⊗k S(g)p −→ g ⊗k S(g), p ∈ N,
with the property that the restriction of fp to g ⊗k S(g)p−1 is fp−1 whenever p ∈ N∗. Thus, we
are in position to define a k-linear map

f : g⊗k S(g) −→ S(g)

such that the image under f of any element of g⊗kS(g) is its image under fp whenever g⊗kS(g)p
contains that element. This map, in turn, gives rise to a k-linear map

σ : g −→ gl(S(g))

such that, for all x ∈ g, z ∈ S(g), σ(x)(z) = f(x ⊗ z). It follows at once from conditions (C) of
Lemma IV.3.14 that σ is a morphism of Lie algebras, for the standard structure of Lie algebra of
the associative algebra gl(S(g)) (see Exercise I.1.22). In addition, conditions (1) and (2) of the
statement clearly follow from conditions (A) and (B) of Lemma IV.3.14.

Recall the canonical projections

T (g) −→ S(g) and T (g) −→ U(g)

with respective kernels I and J .

Lemma IV.3.16 Let n ∈ N. If t ∈ T (g)n ∩ J , then its homogeneous component of degree n
belongs to I.
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Proof. Denote by tn the homogeneous component of degree n of t and write

tn =
∑
M∈Sn

αMxM

where (αM )M∈Sn is a family of elements of k, almost all of which are zero.

By the universal property of enveloping algebras and the universal property of tensor algebras,
σ induces a morphism σ̄ : T (g) −→ gl(S(g)) containing J in its kernel such that the following
diagram commutes

g
jg

**UUU
UUUU

UUUU
UUUU

UUUU
UUUU

UU

σ

%%LL
LLL

LLL
LLL

LLL
LLL

LLL
LLL

LLL
LL

inj.can. // T (g)

proj.can.

��
σ̄

��

U(g)

��
gl(S(g))

By Lemma IV.3.15, σ̄(t)(1S(g)) is an element of S(g)n whose component in Sn(g) is
∑

M∈Sn αMzM .
On the other hand, t ∈ J , so that σ̄(t) = 0. Hence,

∑
M∈Sn αMzM = 0. In other terms,∑

M∈Sn αMxM ∈ I.

Recall the map ω : S(g) −→ gr(U(g)) from (IV.3.2).

Theorem IV.3.17 – Poincaré-Birkhoff-Witt – In the above notation, the map ω : S(g) −→
gr(U(g)) is an isomorphism of N-graded, associative, unital k-algebras.

Proof. It remains to show that ω is injective and, since it is N-graded, it is enough to show that
an homogeneous element whose image is zero must be zero. By definition of ω, this amounts to
showing that, if t is an homogeneous element of T (g) such that ϕ(t) = 0, then t must be in the
ideal I.

Let t be such an element of Tn(g), for some n ∈ N. Then its canonical image, ψ(t), in U(g)
must belong to U(g)n−1. Thus, there exists t′ ∈ T (g)n−1 such that ψ(t) = ψ(t′), that is t− t′ ∈ J .
Thus, by Lemma IV.3.16, the homogeneous component of degree n of t − t′ belong to I. Since,
clearly this homogeneous component is t, we get that t ∈ I, as requierred.

The Poincaré-Birkhoff-Witt Theorem has many fundamental consequences; we now list some
of them.

Corollary IV.3.18 – Let n ∈ N and consider a subspace W of Tn(g). If the restriction of τn to
W is an isomorphism from W to Sn(g), then the restriction of ψn to W is an isomorphism from
W to a complement of U(g)n−1 in U(g)n, that is

U(g)n = U(g)n−1 ⊕ ψn(W ).

Proof. We use the commutative diagram (IV.3.3). By the PBW Theorem, the map ωn is an
isomorphism. Hence, the restriction of ωn ◦τn to W is an isomorphism from W to grn(U(g)) and,
by the commutativity of diagram (IV.3.3), the restriction of grn ◦ ψn to W is an isomorphism
from W to grn(U(g)). The result follows.
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Suppose (xλ, λ ∈ Λ) is a basis of the k-vector space g, where Λ is a totally ordered set. Abusing
notation, we still denote xλ, λ ∈ Λ, the image by jg : g −→ U(g) of xλ. Now, to a finite sequence
M = (λ1, . . . , λn) of elements of Λ, n ∈ N∗, we associate the product xM = xλ1 . . . xλn ∈ U(g).
In addition, we put x∅ = 1U(g).

Corollary IV.3.19 – Keep the above notation.
1. Suppose (xλ, λ ∈ Λ) is a basis of the k-vector space g, where Λ is a totally ordered set. The
elements xM , where M runs over the set of all finite increasing sequences of elements of Λ is a
basis of the k-vector space U(g).
2. The map jg : g −→ U(g) is injective.

Proof. To start with, observe the following: for all p, n ∈ N, p ≤ n, if M is any finite sequence of
p elements of Λ, xM belongs to U(g)n. We are going to show, by induction on n, that the set of
such elements xM is a basis of U(g)n when M runs over all finite increasing sequences of p ≤ n
elements of Λ.

The case where n = 0 has already been proved (see the paragraph before Definition IV.3.7).
Now, let n ∈ N∗. Consider the k-vector subspace W of Tn(g) with basis the set of pure tensors
xλ1 ⊗ . . . ⊗ xλn , where (λ1, . . . , λn) is an increasing sequence of elements of Λ. Then, Corollary
IV.3.18 applies to W . Therefore, we have that

U(g)n = U(g)n−1

⊕(⊕
M

kxM

)
,

where M runs over the set of increasing sequences of n elements of Λ. So that, if the statement
we want to prove holds for U(g)n−1, it also holds for U(g)n.

This completes the proof of Point 1. Point 2 follows since Point 1 shows that jg sends a basis
of g to a linearly independent familly in U(g).

The following Corollary provides a strong link between the enveloping algebra of a Lie algebra
and that of any Lie subalgebra. Fix the following notation: let g be a Lie algebra and h be a Lie
subalgebra of g. The universal property of the enveloping algebra of h establishes the existence of
a unique morphism of k-algebras ιh,g : U(h) −→ U(g) such that the following diagram commutes

h
jh //

⊆
��

U(h)

ιh,g

��
g

jg // U(g)

Of course, the map ιh,g : U(h) −→ U(g) allows to provide a left U(h)-module structure on U(g),
by restriction of scalars.

Corollary IV.3.20 – Retain the above notation. The map ιh,g : U(h) −→ U(g) is injective.
Further, the left U(h)-module U(g) is free.

Proof. We may consider a basis (xλ, λ ∈ Λ) of g where Λ is a totally ordered set with a subset Λ′

such that (xλ, λ ∈ Λ′) is a basis of h and any element of Λ′ is less than or equal to any element of
Λ \Λ′. (Use Zermelo’s Theorem for the indexing set of any basis of h and for the indexing set of
any complement of this basis to a basis of g and then glue conveniently the two total orderings
obtained in that way.)
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Consider the basis of U(h) attached to the ordered set Λ′ by Corollary IV.3.19 and the basis
of U(g) attached to the ordered set Λ in the same manner. By abuse of notation, we denote by
xM the elements of these two bases, with M a finite increasing sequence of elements of Λ′ or Λ
according to which basis we work with.

It is clear that, for all finite increasing sequence M of elements of Λ′, ιh,g(xM ) = xM . Hence,
ιh,g must be injective.

It is clear also that the set of all xM , with M a finite increasing sequence of elements of Λ\Λ′

is a basis of U(g), considered as a left U(h)-module.

Exercise IV.3.21 – Assume k is algebraically closed of characteristic zero. Let g be a finite
dimensional Lie algebra over k and h a maximal toral Lie subalgebra. Denote by Φ the root
system associated to the pair (g, h), ∆ a base of Φ and let

g = n− ⊕ h⊕ n and b = h⊕ n

be the asssociated Cartan-Chevalley decomposition (see the end of Section III.3). By Corollary
IV.3.20, U(n−) and U(b) identify with subalgebras of the k-algebra U(g).
1. There exists an isomorphism of k-vector spaces as follows:

U(n−)⊗k U(b) −→ U(g)
x⊗ y 7→ xy

.

2. The above isomorphism is actually a morphism of left U(n−)-modules and of right U(b)-
modules (where the (U(n−), U(b))-bimodule structure of U(g) is given by the multiplication in
U(g)).

We conclude this section by introducing the notion of free Lie algebra over a set. Its construc-
tion is quite straightforward; however, its universal property depends on the Poincaré-Birkhoff-
Witt Theorem (or rather, the injectivity of the canonical morphism from a Lie algebra to its
enveloping algebra).

Let X be a set. We denote by k(X) the k-vector space of maps from X to k whose support is
finite. For all x ∈ X, we let εx be the map

εx : X −→ k

that sends x to 1k and all other elements of X to 0k. Clearly, the set (εx, x ∈ X) is a basis of
k(X). In particular, we have an injective map X −→ k(X), x 7→ εx.

Then, we consider the tensor algebra T
(
k(X)

)
of the k-vector space k(X) together with the

canonical injection k(X) −→ T
(
k(X)

)
(we will freely identify an element in k(X) with its canonical

image in T
(
k(X)

)
).

Definition IV.3.22 – Retain the above notation. The free Lie algebra on the set X, denoted
L(X), is the Lie subalgebra of T

(
k(X)

)
generated by the elements εx, x ∈ X. The natural map

X −→ L(X), x 7→ εx is called the canonical injection.

The free Lie algebra over a set has the following universal property.
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Proposition IV.3.23 – Let X be a set and let L(X) be the free Lie algebra over X. If g is a
Lie algebra and φ : X −→ g any map, then there exits a unique morphism ψ : L(X) −→ g of
Lie algebras such that the following diagram commutes

X
can.inj.//

φ
$$I

II
II

II
II

II
L(X)

ψ

��
g

Proof. Suppose such a morphism ψ exists, then we must have: for all x ∈ X, ψ(εx) = φ(x). Since
the elements εx, x ∈ X generate L(X) as a Lie algebra, ψ must be unique.

We now prove the existence. We have a commutative diagram as follows

X
can.inj. //

φ
%%LL

LLL
LLL

LLL
LLL

k(X) can.inj.//

φ′

��

T
(
k(X)

)
φ′′

��

L(X)
⊇oo

ψyyrrr
rrr

rrr
r

g
jg

// U(g)

where φ′ is a morphism of k-vector spaces whose existence is due to the universal property of
k(X) applied to the map φ : X −→ g, φ′′ is a morphism of k-algebras whose existence is due
to the universal property of T

(
k(X)

)
applied to the map jg ◦ φ′ : k(X) −→ U(g), and ψ is the

morphism of Lie algebras obtained by restriction of φ′′ to L(X).
Now, clearly, for all x ∈ X, ψ(εx) = φ′′(εx) = jg(φ

′(εx)). As these elements generate the Lie
algebra L(X) and jg(g) is a Lie subalgebra of U(g), it follows that ψ(L(X)) ⊆ jg(g).

But, by the PBW Theorem, the Lie algebra g is isomorphic to its image in U(g) under jg.
So, identifying them, we may view ψ as a morphism of Lie algebras from L(X) to g.

The proof is complete.

IV.4 Generators and relations for semisimple Lie algebras.

In this section, we assume that k is algebraically closed and of characteristic 0.

Let g be a finite dimensional semisimple Lie algebra, let h be a maximal toral subalgebra
(equivalently a Cartan subalgebra). Let Φ be the set of roots for the pair (g, h) and let ∆ be a base
of the root system (ER,Φ). Then, Proposition III.4.2 establishes that the set

∑
α∈∆ (gα + g−α)

generates g as a Lie algebra.

More precisely, put ∆ = {α1, . . . , α`} and, forall 1 ≤ i ≤ `, hi = hαi =
2

κg(tαi , tαi)
tαi . We

may consider elements xi ∈ gαi and yi ∈ g−αi such that

gαi = kxi, g−αi = kyi and [xi, yi] = hi,

(cf. Theorem II.5.13 and Proposition II.5.15). In addition, the set {xi, yi, hi, 1 ≤ i ≤ `} generates
the Lie algebra g. The next statement establishes relations among these generators.

Proposition IV.4.1 – Retain the above notation. Then, for 1 ≤ i, j ≤ `, the following relations
hold:
(1) [hi, hj ] = 0;
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(2) [xi, yj ] = δijhi;
(3) [hi, xj ] = 〈αj , αi〉xj and [hi, yj ] = −〈αj , αi〉yj;
(4) (adg(xi))

−〈αj ,αi〉+1(xj) = 0, for i 6= j;
(5) (adg(yi))

−〈αj ,αi〉+1(yj) = 0, for i 6= j.

Proof. (1) This follows from the fact that h is abelian, by Lemma II.5.2.
(2) The case where i = j is trivial. Suppose i 6= j. Then, αi − αj is not a root (since αi and αj
belong to the same base) so that gαi−αj = 0. But, on the other hand, Lemma II.5.6 shows that
[gαi , g−αj ] ⊆ gαi−αj . Hence the result.
(3) This is clear by definition of the root spaces.
(4) We have that αj − αi is not a root. So, the αi-string through αj is αj , αj + αi, . . . , αj + qαi,
with −q = 〈αj , αi〉, see Proposition III.2.15. In particular, αj + (1 − 〈αj , αi〉)αi is not a root.
But, by Lemma II.5.6, the right hand side of relation (4) belongs to gαj+(1−〈αj ,αi〉)αi . So, it must
be zero.
(5) The same argument as for relation (4) works.

Remark IV.4.2 – In Proposition IV.4.1, relations (1), (2), (3) are called Weyl’s relations, while
relations (4) and (5) are called Serre’s relations.

The relations listed in Proposition IV.4.1 only depend on the Cartan integers, that is on
the root system of (g, h). Hence, starting from a root system, we may construct a Lie algebra
by considering the free Lie algebra on a set with 3` elements, and factoring it out by the ideal
generated by the above relations. This is what we do now.

Fix a root system Φ in a euclidean space E of dimension `, ` ∈ N∗, a base ∆ = {α1, . . . , α`}
of Φ and put

ci,j = 〈αi, αj〉, 1 ≤ i, j ≤ `.
Consider a set {X◦i , Y ◦i , H◦i , 1 ≤ i ≤ `} and denote by L◦ the free Lie algebra on this set. Further,
consider the Lie ideal K◦ of L◦ generated by the elements

[H◦i , H
◦
j ], [X◦i , Y

◦
j ]− δijH◦i , [H◦i , X

◦
j ]− cjiX◦j and [H◦i , Y

◦
j ] + cjiY

◦
j , 1 ≤ i, j ≤ `.

We denote by L the Lie algebra L◦/K◦ and by Xi, Yi, Hi the respective images of X◦i , Y
◦
i , H

◦
i ,

1 ≤ i ≤ `, under the canonical projection

L◦ −→ L .

Observe that the vector subspace generated by the Hi, 1 ≤ i ≤ `, is an abelian Lie subalgebra of L.

Now, let V be a k-vector space with basis {v1, . . . , v`}. We consider the tensor algebra
T (V ) of V . Recall that the set consisting of 1 together with the products vi1 . . . vit , t ∈ N∗,
1 ≤ i1, . . . , it ≤ ` is a basis of the k-vector space T (V ). We now consider the following 3`
endomorphisms of T (V ). Let 1 ≤ j ≤ `. Define

Hj : T (V ) −→ T (V )
1 7→ 0

vi1 . . . vit 7→ −(ci1,j + . . .+ cit,j)vi1 . . . vit

.

Let Yj be left multiplication by vj in T (V ):

Yj : T (V ) −→ T (V )
a 7→ vja

.
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And finally, define Xj by induction on t as follows

Xj : T (V ) −→ T (V )
1 7→ 0
vi 7→ 0

vi1 . . . vit 7→ (Yi1Xj + δi1,jHj) (vi2 . . . vit)

.

By the universal property of L◦, there is a Lie algebra homomorphism as follows:

φ◦ : L◦ −→ gl (T (V ))
H◦i 7→ Hi
X◦i 7→ Xi
Y ◦i 7→ Yi

Remark IV.4.3 –
1. Let 1 ≤ i ≤ `. Clearly, the endomorphism Hi stabilises the homogeneous components of T (V ),
while Yi sends T d(V ) into T d+1(V ), for all d ∈ N. From this it follows, by an obvious induction,
that Xi sends T d(V ) into T d−1(V ), for all d ∈ N (with the convention that T−1(V ) = {0}).
2. Let 1 ≤ i, j ≤ `. An obvious calculation shows that

Xi(vjvj) = −δi,jcj,ivj .

Lemma IV.4.4 – In the above notation, K◦ ⊆ ker(φ◦).

Proof. By definition, the endomorphisms Hi, 1 ≤ i ≤ `, are simultaneously diagonalisable, hence
they pairwise commute:

for all 1 ≤ i, j ≤ `, HiHj −HjHi = 0. (IV.4.1)

We then show that:
for all 1 ≤ i, j ≤ `, XiYj − YjXi = δi,jHi. (IV.4.2)

Clearly, the left and right hand side of this equality send 1 to zero. Now, let t ∈ N, t ≥ 2 and
1 ≤ i1, . . . , it ≤ `, by definition of Xi, we have that XiYi1(vi2 . . . vit) = (Yi1Xi + δi1,iHi) (vi2 . . . vit).
So, the left and right hand side of the above equality take the same value on any pure tensor of
non zero degree in the elements vk, 1 ≤ k ≤ `. So (IV.4.2) holds.
It is straightforward to show that

for all 1 ≤ i, j ≤ `, HiYj − YjHi = −cjiYj . (IV.4.3)

We now comme to the following observation, for all 1 ≤ i, j, k ≤ `:

0 = [Hi, [Xj ,Yk]]
= [[Hi,Xj ],Yk]] + [Xj , [Hi,Yk]]
= [[Hi,Xj ],Yk]]− ck,i[Xj ,Yk]
= [[Hi,Xj ],Yk]]− cj,i[Xj ,Yk]
= [[Hi,Xj ]− cj,iXj ,Yk]

. (IV.4.4)

Indeed, the first equality follows from relations (IV.4.1) and (IV.4.2), the second is the Jacobi
identity in gl (T (V )), the third follows from relation (IV.4.3) and the fourth from relation (IV.4.2).

Now, let 1 ≤ i, j ≤ `, and put ∆ = [Hi,Xj ]−cj,iXj . It is obvious that ∆(1) = 0. But, relation
(IV.4.4) tells us that ∆ commutes with any Yk, 1 ≤ k ≤ `. Hence, by an immediate induction
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on t, we get that ∆(vi1 . . . vit) = 0 for all t ∈ N∗ and all 1 ≤ i1, . . . , it ≤ `. Thus, we have shown
that

for all 1 ≤ i, j ≤ `, HiXj −XjHi = cjiXj . (IV.4.5)

The proof is complete.

It follows from Lemma IV.4.4 that the representation of L◦ on T (V ) gives rise to a repre-
sentation of L on T (V ) by means of the Lie algebra homomorphism φ such that the following
diagram commutes:

L◦
φ◦ //

��

gl (T (V ))

L

φ
77pppppppppppp

Theorem IV.4.5 Keep the above notation. Let H be the k-subspace of L generated by the
elements Hi, 1 ≤ i ≤ `. Let X be the Lie subalgebra of L generated by the elements Xi, 1 ≤ i ≤ `,
and Y be the Lie subalgebra of L generated by the elements Yi, 1 ≤ i ≤ `. Then,
1. the family {Yi, Hi, Xi, 1 ≤ i ≤ `} is linearly independant;
2. the family {Hi, 1 ≤ i ≤ `} is a basis of H;
3. L = Y ⊕H ⊕X.

Proof. 1. Clearly, it is enough to show that the family of endomorphisms {Yi,Hi,Xi, 1 ≤ i ≤ `} is
linearly independant. In addition, by the first point in Remark IV.4.3, it is enough to show that
the three families {Hi, 1 ≤ i ≤ `}, {Yi, 1 ≤ i ≤ `} and {Xi, 1 ≤ i ≤ `} are linearly independant.
This is what we do know.

Suppose a1, . . . , a` ∈ k satisfy
∑

1≤i≤` aiHi = 0 in gl (T (V )). Applying the last equality to
vj , 1 ≤ j ≤ `, it follows that

∀ 1 ≤ j ≤ `,
∑

1≤i≤`
aicj,i = 0.

But, by Remark III.10.4, the Cartan matrix is invertible. So, we must have ai = 0, 1 ≤ i ≤ `.
Hence, the set {Hi, 1 ≤ i ≤ `} is linearly independant.

Next, suppose a1, . . . , a` ∈ k satisfy
∑

1≤i≤` aiYi = 0 in gl (T (V )). Now applying this identity
to 1 provides

∑
1≤i≤` aivi = 0. So, we must have ai = 0, 1 ≤ i ≤ `. Hence, the set {Yi, 1 ≤ i ≤ `}

is linearly independant.

Now, suppose a1, . . . , a` ∈ k satisfy
∑

1≤i≤` aiXi = 0 in gl (T (V )). Applying this identity to
vjvj for any 1 ≤ j ≤ ` provides aj = 0 by the second point of Remark IV.4.3. Hence, the set
{Xi, 1 ≤ i ≤ `} is linearly independant.
2. This is a particular case of 1.
3. For the rest of this proof, we consider the restriction ad : H −→ gl(L) of the adjoint action
of L to the abelian Lie subalgebra H of L. Of course, the adjoint action of H on L stabilises H.
Now, let (i1, . . . , it), t ∈ N∗ be a finite sequence of elements of {1, . . . , `}. Recall the multibracket
[Xi1 , . . . , Xit ] associated to this sequence and recall that the set of all such multibrackets generates
X. (Necessary details on multibrackets that we will use come from Exercise I.2.10.) Then, the
following relations hold

∀ 1 ≤ j ≤ `, [Hj , [Xi1 , . . . , Xit ]] = (ci1,j + . . .+ cit,j)[Xi1 , . . . , Xit ]. (IV.4.6)
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Indeed, when t = 1, the above relation holds by definition of L. The general result then follows
by an obvious induction on t, using the Jacobi identity. Similarly, we get the following relation:

∀ 1 ≤ j ≤ `, [Hj , [Yi1 , . . . , Yit ]] = −(ci1,j + . . .+ cit,j)[Yi1 , . . . , Yit ]. (IV.4.7)

In particular, (IV.4.6) and (IV.4.7) show that the adjoint action of H stabilises both X and Y .
Let us now introduce useful linear maps on H. First, denote by (H∗1 , . . . ,H

∗
` ) the dual basis

of the basis (H1, . . . ,H`) of H. Then, for 1 ≤ i ≤ `, consider the linear form

νi : H −→ k
Hj 7→ ci,j

;

in other terms,

νi =
∑

1≤k≤`
ci,kH

∗
k .

The matrix that expresses the coordinates of the family (ν1, . . . , ν`) in terms of the basis (H∗1 , . . . ,H
∗
` )

is invertible, since it is the transpose of the Cartan matrix. It follows that (ν1, . . . , ν`) is a basis
of H∗. Introduce now the following subspace of L attached to λ ∈ H∗:

Lλ = {x ∈ L, [h, x] = λ(h)x, ∀h ∈ H}

and recall that the sum of these subspaces is direct:∑
λ∈H∗

Lλ =
⊕
λ∈H∗

Lλ ⊆ L. (IV.4.8)

In the above notation, (IV.4.6) and (IV.4.7) show that

[Xi1 , . . . , Xit ] ∈ Lνi1+...+νit
and [Yi1 , . . . , Yit ] ∈ L−(νi1+...+νit )

. (IV.4.9)

From this it follows that

X ⊆
⊕

λ∈(
∑

1≤i≤` Nνi)\{0}

Lλ and Y ⊆
⊕

λ∈(
∑

1≤i≤`(−N)νi)\{0}

Lλ (IV.4.10)

since multibrackets in the Xi (resp. Yi) generate X (resp. Y ) as vector spaces. In addition,
clearly, H ⊆ L0. Hence, from (IV.4.8), we get that

Y +H +X = Y ⊕H ⊕X.

To conclude the proof of Point 3, it is now enough to prove that Y + H + X is actually a Lie
subalgebra of L, since this subspace contains a family of generators of L. And, using Point 3 in
Exercise I.2.10 this reduces to showing that Y + H + X is stable under adL(Xi), adL(Yi) and
adL(Hi), 1 ≤ i ≤ `. The case of adL(Hi), 1 ≤ i ≤ `, follows from (IV.4.6) and (IV.4.7). But, on
the other hand, we have that, for t ∈ N, t ≥ 2,

[Yj , [Xi1 , . . . , Xit ]] ∈ X and [Xj , [Yi1 , . . . , Yit ]] ∈ Y.

Indeed, this follows from an easy induction on t using the Jacobi identity, the defining relations
of L and relations (IV.4.6) and (IV.4.7).

The proof is now complete.
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Remark IV.4.6 – We are now in position to strengthen easily the results obtained in Theorem
IV.4.5 and its proof. For this, retain the notation of that theorem and its proof.
1. It follows easily from inclusions (IV.4.10) and Point 3 of Theorem IV.4.5 that

H = L0 , X =
⊕

λ∈(
∑

1≤i≤` Nνi)\{0}

Lλ and Y =
⊕

λ∈(
∑

1≤i≤`(−N)νi)\{0}

Lλ. (IV.4.11)

2. Let now λ ∈
(∑

1≤i≤`Nνi
)
\{0} and write λ =

∑
1≤i≤` niνi, ni ∈ N, 1 ≤ i ≤ ` (not all of them

being 0). Consider a nonzero multibracket [Xj1 , . . . , Xjt ], t ∈ N∗, 1 ≤ jk ≤ `, 1 ≤ k ≤ t. Then,
by (IV.4.9) and Point 1, if this multibracket belongs to Lλ, then, the number of occurences of
i, 1 ≤ i ≤ `, in the sequence (j1, . . . , jt) must equal ni. It follows at once that there are finitely
many such multibrackets. We have proved that,

∀λ ∈

 ∑
1≤i≤`

Nνi

 \ {0}, dimk(Lλ) <∞.

Clearly, the same reasoning applies to any λ ∈
(∑

1≤i≤`(−N)νi

)
\ {0}.

Remark IV.4.7 – Keep the above notation. Fix an integer i, 1 ≤ i ≤ `. Recall the canonical
basis (x, y, h) of sl2(k). We can define a linear map from sl2(k) to L as follows:

sl2(k) −→ L
x 7→ Xi

y 7→ Yi
h 7→ Hi

.

Since, by definition of L, we have [Xi, Yi] = Hi, [Hi, Xi] = 2Xi and [Hi, Yi] = −2Yi, it follows
from Exercise I.1.22 that the above map is actually a morphism of Lie algebras. Moreover, it is
injective by Point 1 of Theorem IV.4.5. Hence, the Lie subalgebra of L generated by Xi, Yi and
Hi (which is just kYi ⊕ kHi ⊕ kXi) is isomorphic to sl2(k).

We now come to the last step of the construction. It consists in factoring out L by the ideal
generated by Serre’s relation.

Denote by I (resp J) the Lie ideal of the Lie algebra X (resp. Y ) generated by the elements
Xi,j , 1 ≤ i 6= j ≤ `, (resp. Yi,j , 1 ≤ i 6= j ≤ `), where

∀ 1 ≤ i 6= j ≤ `, Xi,j = (adL(Xi))
−cj,i+1(Xj) and Yi,j = (adL(Yi))

−cj,i+1(Yj).

In addition, denote by K the Lie ideal of L generated by Xi,j and Yi,j , 1 ≤ i 6= j ≤ `.
We consider the Lie algebra g = L/K, the canonical projection π : L −→ g and put h = π(H),

n− = π(Y ) and n+ = π(X). Therefore, since L = Y +H +X, we have that g = n− + h + n+. In
addition, for 1 ≤ i ≤ `, we put xi = π(Xi), yi = π(Yi) and hi = π(hi).

Lemma IV.4.8 – For all 1 ≤ k ≤ ` and all 1 ≤ i 6= j ≤ `, we have the identity adL(Xk)(Yi,j) = 0
in L.
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Proof. Suppose first that k 6= i. In that case, [Xk, Yi] = 0, so that adL(Xk) and adL(Yi) commute.
Hence

adL(Xk)(Yi,j) = adL(Xk) ◦ adL(Yi)
−cj,i+1(Yj) = adL(Yi)

−cj,i+1 ◦ adL(Xk)(Yj).

Now, if k 6= j, [Xk, Yj ] = 0 and the above displayed element is 0. And, if k = j, [Xk, Yj ] = Hj .
Thus

adL(Xk)(Yi,j) = adL(Xk)◦adL(Yi)
−cj,i+1(Yj) = adL(Yi)

−cj,i+1◦adL(Xk)(Yj) = adL(Yi)
−cj,i+1(Hj).

Now, ci,j ≤ 0 since i 6= j. So, either ci,j = 0 (and thus cj,i = 0) and the above element is zero
since [Yi, Hj ] = ci,jYi. Or, −ci,j + 1 ≥ 2 and the above element is zero, again because of the
identity [Yi, Hj ] = ci,jYi.

Suppose now that k = i. Recall Remark IV.4.7; it asserts that the subalgebra of L generated
by Xi, Yi, Hi is isomorphic to sl2(k). Now, restricting adL to this subalgebra, we get an action of
sl2(k) on L to which we may apply Lemma II.4.4. Now, [Hi, Yj ] = −cj,iYj and [Xi, Yj ] = 0. So,
we may apply Lemma II.4.4 (with v = Yj and λ = −cj,i) which shows that

adL(Xi) ◦ adL(Yi)
−cj,i+1(Yj) = 0,

as desired.

Lemma IV.4.9 – In the above notation, the following holds:
1. I and J are ideals of L;
2. K = I + J ;
3. the restriction, π|H : H −→ h, is an isomorphism of Lie algebras.

Proof. 1. We deal with the case of J ; the case of I is similar. We will make use of the results of
Exercise I.2.10. By that exercise, it is enough to show that, for all 1 ≤ k ≤ `,

[Xk, J ] ⊆ J, [Hk, J ] ⊆ J and [Yk, J ] ⊆ J.

Of course, the last inclusion is clear since, by definition, J is an ideal of Y .
Consider now the elements of the form

[a1, . . . , at], t ∈ N∗, a1, . . . , at ∈ Y, at = Yi,j , for some 1 ≤ i 6= j ≤ `. (IV.4.12)

By Exercise I.2.10, we know that J is the span of these elements. So, in order to show that J
is left stable by any adL(Hk), 1 ≤ k ≤ `, it is enough to show that, for all 1 ≤ k ≤ `, adL(Hk)
sends an element as in (IV.4.12) into J . We prove this by induction on t. First observe that,
for all 1 ≤ i 6= j ≤ `, Yi,j is a multibracket of the type investigated in relation (IV.4.7). Hence,
this relation shows it is an eigenvector for adL(Hk), 1 ≤ k ≤ `. This gives the result when t = 1.
Now, consider an element as in (IV.4.12) for t > 1. Then, by the Jacobi identity, we have

[Hk, [a1, . . . , at]] = [Hk, [a1, [a2, . . . , at]]] = −[[a2, . . . , at], [Hk, a1]]− [a1, [[a2, . . . , at], Hk].

Now, by the induction hypothesis, together with the fact that adL(Hk) stabilises Y , the left hand
side of the previous identity belongs to J . This finishes the induction, proving the desired result.

Finally, to show that J is left stable by any adL(Xk), 1 ≤ k ≤ `, we proceed in the same
manner. The case t = 1 of the induction is provided by Lemma IV.4.8. Further, as above, for
t > 1, we have

[Xk, [a1, . . . , at]] = [Xk, [a1, [a2, . . . , at]]] = −[[a2, . . . , at], [Xk, a1]]− [a1, [[a2, . . . , at], Xk].
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By the induction hypothesis, the second term in the right hand side of the above equation is in
J . As to the first term, it must also be in J since [Xk, Y ] ⊆ Y + H (by the proof of Point 3 of
Theorem IV.4.5). At this stage, Point 1 is proved.
2. Now, clearly, I + J ⊆ K. But, by Point 1, I + J is an ideal of L which contains all the
generators of K. Hence, I + J = K.
3. This follows at once from Point 2; indeed: L = X ⊕H ⊕ Y and K = I + J ⊆ X ⊕ Y .

In view of the third point of Lemma IV.4.9, the restriction of π to H allows to identify the
Lie subalgebra H of L with the Lie subalgebra h of g. As a consequence, the linear forms νi,
1 ≤ i ≤ `, introduced above induce similar linear forms on h. To avoid accumulating notation,
we still denote them νi. So, we have now a basis of h∗ consisting of the following linear forms,
1 ≤ i ≤ `:

νi : h −→ k
hj 7→ ci,j

. (IV.4.13)

For λ ∈ h∗, put

gλ = {x ∈ g | [h, x] = λ(h)x}.

Lemma IV.4.10 – In the above notation, the following holds:
1. g = n− ⊕ h⊕ n+, h = g0, n+ =

⊕
λ∈(

∑
1≤i≤` Nνi)\{0}

gλ, n− =
⊕

λ∈(
∑

1≤i≤`(−N)νi)\{0} gλ;

2. the family {xi, yi, hi, 1 ≤ i ≤ `} is linearly independent;
3. for all 1 ≤ i ≤ `, adg(xi) and adg(yi) are locally nilpotent derivations of g.

Proof. 1. Recall first that the sum of the subspaces gλ, λ ∈ g∗ is direct (cf. Exercise I.2.11).
Notice in addition that, for all λ ∈ H∗ ∼= h∗, π(Lλ) ⊆ gλ. Therefore, the first point follows from
(IV.4.10). (And actually, for all λ ∈ H∗ ∼= h∗, π(Lλ) = gλ.)
2. Using the same reasoning as in the second point of Remark IV.4.6, we get that Lνi = Span(Xi)
and L−νi = Span(Yi), 1 ≤ i ≤ `. By the argument used in the proof of the first point, it follows
that gνi = Span(xi) and g−νi = Span(yi). Point 2 then follows by Point 1, the third statement
in Lemma IV.4.9 and the second point of Theorem IV.4.5.
3. Fix 1 ≤ i ≤ ` and let V denote the subspace of g of those elements which are sent to zero by
a sufficiently high power of adg(xi):

V = {x ∈ g, adsg(xi)(x) = 0, s� 0}.

By Exercise I.3.3 applied to adg(xi), V is a Lie subalgebra of g. But, on the other hand, the
relations holding in g by construction show that xi, yi ∈ V , for all 1 ≤ i ≤ `. Hence, V = g. That
is, adg(xi) is locally nilpotent. Clearly, the same holds for adg(yi), 1 ≤ i ≤ `.

In view of Exercise I.3.6 and the third point of Lemma IV.4.10, for all 1 ≤ i ≤ `, we may
introduce the following automorphism of the Lie algebra g:

Θi = exp(adg(xi)) ◦ exp(adg(−yi)) ◦ exp(adg(xi)).

Lemma IV.4.11 – In the above notation, the following holds.
1. For all 1 ≤ i, j ≤ `, Θi(hj) = hj − ci,jhi. In particular, for 1 ≤ i ≤ `, Θi induces an involutive
Lie automorphism of h, which we denote θi.
2. For all 1 ≤ i, j ≤ `, νi ◦ θj = νi − ci,jνj ∈ h∗.
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Proof. Using Weyl’s relations in g, we get that adg(xi)(hj) = −ci,jxi and thus adg(xi)
2(hj) = 0.

Thus,

exp(adg(xi))(hj) = hj − ci,jxi.

Similarly, we get that ad(−yi)(hj−ci,jxi) = −ci,j(yi+hi), then that ad(−yi)2(hj−ci,jxi) = 2ci,jyi
and finally ad(−yi)3(hj − ci,jxi) = 0, so that

exp(adg(−yi)) ◦ exp(adg(xi))(hj) = hj − ci,jhi − ci,jxi.

Further, adg(xi)(hj − ci,jhi − ci,jxi) = ci,jxi and thus adg(xi)
2(hj − ci,jhi − ci,jxi) = 0. So that

exp(adg(xi)) ◦ exp(adg(−yi)) ◦ exp(adg(xi))(hj) = hj − ci,jhi.

This establishes Point 1. Point 2 follows at once.

In order to study the spaces gλ occuring in the decomposition of g given by Lemma IV.4.10,
we need to transfer geometric properties of the root system Φ of the euclidean space E. Actually,
we will also have to consider weights associated to (E,Φ) as in Section III.9. For this, we introduce
the following notation.

Recall that (ν1, . . . , ν`) is a basis of the k-vector space h∗. Put

h∗Q = SpanQ{ν1, . . . , ν`} and h∗R = R⊗Q h∗Q.

We have an obvious R-linear isomorphism

ι : E −→ h∗R
αi 7→ νi

. (IV.4.14)

This isomorphism allows to transfer the euclidean structure from E to h∗R. On both side, we
denote by (−,−) the corresponding scalar product. Recall from Section III.9 the set of weights,
that we denote by Λ, associated to Φ. At this stage, it is worth pointing out that all the linear
forms on h occuring in the decomposition given by Lemma IV.4.10 belong to ι(Λ) (actually to
the image under ι of the root lattice associated to Φ).

Now, let W be the Weyl group of the root system (E,Φ). Conjugating with ι, we get an
action of W on h∗R. This action of W on h∗R is thus given by the following formula:

∀w ∈ W, ∀λ ∈ h∗R, w.λ = ι ◦ w ◦ ι−1(λ).

In particular, using Lemma IV.4.11, we have the following identity:

∀ 1 ≤ i, j ≤ `, sαi .νj = ι ◦ sαi ◦ ι−1(νj) = ι ◦ sαi(αj) = ι(αj − cj,iαi) = νj − cj,iνi = νj ◦ θi,

from which we get that,

∀ 1 ≤ i ≤ `, ∀λ ∈
⊕

1≤i≤`
Zνi, sαi .λ = λ ◦ θi (IV.4.15)

We are now in position to study the spaces occuring in the decomposition of g given by Lemma
IV.4.10.
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Lemma IV.4.12 – In the above notation, the following holds.
1. For all 1 ≤ i ≤ ` and for all λ ∈

⊕
1≤i≤` Zνi, Θi(gλ) = gλ◦θi = gsαi .λ.

2. Let λ, µ ∈
⊕

1≤i≤` Zνi with µ ∈ W.λ, then dimk(gλ) = dimk(gµ).
3. For all λ ∈ ι(Φ), then dimk(gλ) = 1 and, for all k ∈ Z \ {−1, 0, 1}, dimk(gkλ) = 0.

4. For all λ ∈
(∑

1≤i≤`Nνi
)
∪
(∑

1≤i≤`(−N)νi

)
, then gλ 6= (0) implies that λ ∈ ι(Φ) ∪ {0}.

5. We have that

g = h
⊕ ⊕

λ∈ι(Φ)

gλ

 .

and dimk(g) = `+ |Φ|.

Proof. 1. Consider x ∈ gλ. For all h ∈ h, we have

[h,Θi(x)] = Θi([Θ
−1
i (h), x]) = Θi([θ

−1
i (h), x]) = λ ◦ θ−1

i (h)Θi(x) = λ ◦ θi(h)Θi(x).

(The first equality follows from the fact that Θi is a morphism of Lie algebras, the third holds
because x ∈ gλ and the fourth becaus θi is involutive.) Thus, we have that

Θi(gλ) ⊆ gλ◦θi .

Now, let y ∈ gλ◦θi and put x = Θ−1
i (y). Then, for all h ∈ h,

[h, x] = [h,Θ−1
i (y)] = Θ−1

i ([θi(h), y]) = Θ−1
i ([θi(h), y]) = λ(h)Θ−1

i (y) = λ(h)x.

Hence,
Θi(gλ) ⊇ gλ◦θi .

This establishes Point 1.
2. The Weyl group is generated by the reflections (cf. Theorem III.6.4) sαi , 1 ≤ i ≤ `. So the
result follows from Point 1 since the Θi, 1 ≤ i ≤ `, are automorphisms.
3. We have already proved that dimk(gνi) = 1 (see the proof of Lemma IV.4.10). A similar
argument actually shows that, for all k ∈ Z \ {−1, 0, 1}, dimk(gkνi) = 0. The result then follows
by Point 2, since any element of ι(Φ) is in the W-orbit of some νi, 1 ≤ i ≤ ` (cf. Point 3 of
Theorem III.6.4).

4. Let λ ∈
(∑

1≤i≤`Nνi
)
∪
(∑

1≤i≤`(−N)νi

)
and suppose gλ 6= (0). We are in position to apply

Exercise III.6.11 to ι−1(λ). The decomposition of g given by Lemma IV.4.10 and Point 2 above
lead to λ = ξι(β) for some ξ ∈ R and some β ∈ Φ. Now, β is conjugate under W to some root in
∆: there existe w ∈ W and 1 ≤ i ≤ ` such that w(β) = αi. Now, we get that w.λ = ξνi. On the
other hand, by Point 2 above, we have that dimk(gξνi) = dimk(gλ) 6= 0. It follows at once that
ξ ∈ Z and by Point 3 above that ξ ∈ {−1, 0, 1}. All in all, we have shown that λ ∈ ι(Φ) ∪ {0}.
5. Point 4 and Lemma IV.4.10 give that

g = h
⊕ ⊕

λ∈ι(Φ)

gλ

 .

Further, by Point 3, each summand in the sum
⊕

λ∈ι(Φ) gλ is one dimensional.

Remark IV.4.13 – Keep the above notation.
1. Fix an integer i, 1 ≤ i ≤ `. We already mentioned that gνi = kxi and g−νi = kyi (cf. the proof
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of Lemma IV.4.10). In addition, arguing as in Remark IV.4.7 by means of Point 2 in Lemma
IV.4.10, we have an isomorphism of Lie algebras

sl2(k) −→ Span{yi, hi, xi} ⊆ g
x 7→ xi
y 7→ yi
h 7→ hi

.

2. Let now λ be any element of ι(Φ). We know that there exists w ∈ W and 1 ≤ i ≤ ` such that
w(ι−1(λ)) = αi and that w is a product of reflections associated to simple roots (cf. Theorem
III.6.4). By Point 1 of Lemma IV.4.12, it follows that there exists and automorphism Θ of g such
that Θ(gλ) = gνi and Θ(g−λ) = g−νi . If in addition we put Θ−1(hi) = hλ, we get that

Θ−1(Span{yi, hi, xi}) = g−λ ⊕ khλ ⊕ gλ.

Hence, g−λ ⊕ khλ ⊕ gλ is a Lie subalgebra of g which, by Point 1, is isomorphic to sl2(k).

Theorem IV.4.14 – In the above notation, g is a semisimple Lie algebra, h a maximal toral
subalgebra of g and ι(Φ) is the set of roots associated to (g, h).

Proof. We first show the semisimplicity of g. By Lemma I.7.9, it suffices to prove that the only
abelian ideal of g is (0). Let i be an abelian ideal of g. By Lemma IV.4.12, we have that

g = h
⊕ ⊕

λ∈ι(Φ)

gλ

 . (IV.4.16)

Of course,

i ⊇ (h ∩ i)
⊕ ⊕

λ∈ι(Φ)

(gλ ∩ i)

 .

We first show that this inclusion is an equality. Denote by E the set of elements of i whose
components in the decomposition (IV.4.16) are not all in i. Suppose E is not empty and choose
in E an element x with a minimal number of nonzero components in the decomposition (IV.4.16).
Write x =

∑
µ∈ι(Φ)∪{0} xµ, where xµ ∈ gµ, for all µ ∈ ι(Φ)∪{0}. Clearly, x 6= 0. Therefore, there

exists λ ∈ ι(Φ) ∪ {0} such that xλ 6= 0. Then, we have that, for all h ∈ h, the element

[h, x]− λ(h)x =
∑

µ∈ι(Φ)∪{0}

(µ(h)− λ(h))xµ

is in i and, by the minimality hypothesis on x, it follows that all its components in the decompo-
sition (IV.4.16) lie in i. That is,

∀ h ∈ h, ∀µ ∈ ι(Φ) ∪ {0}, (µ(h)− λ(h))xµ ∈ i.

But, for all µ ∈ ι(Φ)∪{0}, if µ 6= λ, there exists h ∈ h such that µ(h) 6= λ(h). Hence, we get that

∀µ ∈ ι(Φ) ∪ {0}, µ 6= λ, xµ ∈ i.

From which it follows that xλ = x−
∑

µ∈ι(Φ)∪{0}, µ 6=λ xµ ∈ i. This shows that all the components
of x in the decomposition (IV.4.16) lie in i; a contradiction. Therefore, E is empty and we have
proved that

i = (h ∩ i)
⊕ ⊕

λ∈ι(Φ)

(gλ ∩ i)

 .
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Now, let λ ∈ ι(Φ). By Remark IV.4.13 (and using its notation), g−λ⊕khλ⊕gλ is a Lie subalgebra
of g isomorphic to sl2(k). Since i is abelian, if follows that its intersection with i must be trivial.
In particular, i ∩ gλ = (0). Therefore, we have shown that

i ⊆ h.

Now, let h ∈ i. For all 1 ≤ i ≤ `, we have [h, xi] = νi(h)xi ∈ i and hence νi(h) = 0. Since the
elements νi, 1 ≤ i ≤ `, form a basis of h∗, it follows that h = 0. Therefore i = 0. We have proved
the semisimplicity of g.

We now prove that h is a maximal toral subalgebra of g. It is clear from the decomposition
(IV.4.16) that h is toral. The same decomposition shows that h is its own normalizer: Ng(h) = h.
Suppose now that h ⊆ h′, where h′ is a toral subalgebra of g. Then, being toral, h′ must be
abelian, so that it is included in the normaliser of h that is, by the above, in h. We have shown
that h is toral maximal.

The fact that ι(Φ) is the set of roots associated to the pair (g, h) is also clear from decompo-
sition (IV.4.16).

Notation IV.4.15 – Let (E,Φ) be a root system and ∆ a base of Φ. It will be convenient to
have a specific notation for the Lie algebras constructed above. So, from now on, the algebras g
and h will be denoted gΦ,∆ and hΦ,∆, respectively.

Remark IV.4.16 – Independence of gΦ,∆ with respect to ∆ – Let (E,Φ) be a root system.
Suppose that ∆ and ∆′ are bases of Φ. Then, we may consider the two pairs (gΦ,∆, hΦ,∆) and
(gΦ,∆′ , hΦ,∆′), consisting of a semisimple Lie algebra and a maximal toral subalgebra. It follows
immediately from Remark III.10.4 and the universal property of free Lie algebras that there exists
an isomorphism from gΦ,∆ to gΦ,∆′ that sends hΦ,∆ onto hΦ,∆′ .

Using Notation IV.2.3, it follows from Remark IV.4.16 that there is a well defined map

R −→ Ak/ ∼

that associates to any root system (E,Φ) the isomorphism class of the semisimple Lie algebra
gΦ,∆ obtained from an arbitrary choice of a base ∆ of Φ. Further, it readily follows from the
definition of isomorphism of root systems that this map factorises through R/ ∼ to give rise to
a map

ak : R/ ∼ −→ Ak/ ∼ (IV.4.17)

Theorem IV.4.17 – The maps r : Ak/∼−→ R/∼, cf. (IV.2.2), and ak : R/∼−→ Ak/∼, cf.
(IV.4.17) are bijective and inverse to each other.

Proof. We first show that ak ◦ r = id. Let g be a finite dimensional semisimple Lie algebra.
Choose an arbitrary maximal toral subalgebra h of g. To the pair (g, h) associate the root system
(ER,Φ) and choose an arbitrary base ∆ of (ER,Φ). Then, by the universal property of free
Lie algebras, Proposition IV.4.1 and Proposition III.4.2, we have a surjective morphism of Lie
algebras gΦ,∆ −→ g. On the other hand, we have dimk(gΦ,∆) = dimk(g), by Lemma IV.4.12 and
the discussion in Sections II.5 and II.6, so that the above morphism is actually an isomorphism.
This indeed proves that ak ◦ r = id.

We now show that r ◦ ak = id. Let (E,Φ) be a root system and ∆ an arbitrary base of (E,Φ).
To this data, we associate the Lie algebra gΦ,∆, which is semisimple and finite dimensional, its
maximal toral subalgebra hΦ,∆ and the set of roots ι(∆) associated to the pair (gΦ,∆, hΦ,∆); cf.
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Theorem IV.4.14 and (IV.4.14). To simplify notation, put g = gΦ,∆ and h = hΦ,∆. Therefore, we
may apply the process described in Section II.6 to the pair (g, h). Let κ be the Killing form of g.
We have the associated euclidean space ER as constructed in Section II.6, whose scalar product
we denote (−,−)ER to avoid ambiguity with the scalar product (−,−) of E. Correspondingly, we
will use the notation 〈−,−〉ER . To each linear form νi ∈ h∗, 1 ≤ i ≤ ` (cf. (IV.4.13)) associate
tνi ∈ h as in Notation II.5.11. By the second point of Theorem II.5.13 and Remark IV.4.13, we
have:

∀ 1 ≤ i ≤ `, hi = 2
tνi

κ(tνi , tνi)
.

So, for all 1 ≤ i, j ≤ `,

〈νi, νj〉ER = 2
(νi, νj)ER

(νj , νj)ER

= 2
κ(tνi , tνj )

κ(tνj , tνj )
= κ(tνi , hj) = νi(hj) = ci,j = 〈αi, αj〉E.

This shows that the isomorphism

ι : E −→ ER = hR

of (IV.4.14) is an isomorphism of root systems from (E,Φ) to (ER, ι(Φ)), by Proposition III.10.5.
We have proved that r ◦ ak = id.
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Part V

Representations.
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V.1 Weight spaces.

In this section, we assume that k is algebraically closed and of characteristic 0.

Let g be a finite dimensional semisimple Lie algebra, h a maximal toral subalgebra of g and
Φ the set of roots of the pair (g, h). Thus we have the Cartan-Chevalley decomposition of g:

g = h⊕

(⊕
α∈Φ

gα

)
. (V.1.1)

In addition, let V be a representation of g.

Definition V.1.1 – For all λ ∈ h∗, put Vλ = {v ∈ V | ∀h ∈ h, h.v = λ(h)v}. If Vλ 6= {0}, we
say that λ is a weight of the representation V and we call Vλ the weight subspace of V of weight
λ.

The following statement is basic.

Proposition V.1.2 – Keep the above notation.
1. For α ∈ Φ and λ ∈ h∗, gα.Vλ ⊆ Vα+λ.
2. The sum

∑
λ∈h∗ Vλ is direct and is a subrepresentation of V .

3. If V is finite dimensional, then V =
⊕

λ∈h∗ Vλ.

Proof. 1. Let x ∈ gα, h ∈ h and v ∈ Vλ. Then, h.(x.v) = x.(h.v) + [h, x].v = x.(λ(h)v) +
(α(h)x).v = (λ(h) + α(h))x.v. This proves Point 1.
2. It follows at once from Point 1 and (V.1.1) that

∑
λ∈h∗ Vλ is a subrepresentation of V .

To show that this sum is direct, we prove the following statement, by induction on p ∈ N∗:
consider p ∈ N∗, λi, 1 ≤ i ≤ p, pairwise distinct elements of h∗ and vi ∈ Vλi , 1 ≤ i ≤ p, if
v1 + . . .+ vp = 0, then v1 = . . . = vp = 0. The statement is obvious for p = 1. Suppose it holds
for some p ∈ N∗ and consider λi, 1 ≤ i ≤ p + 1, pairwise distinct elements of h∗ and vi ∈ Vλi ,
1 ≤ i ≤ p+ 1. Suppose v1 + . . .+ vp+1 = 0. Then, for all h ∈ h,

0 = h.

 ∑
1≤i≤p+1

vi

− λp+1(h)

 ∑
1≤i≤p+1

vi

 =
∑

1≤i≤p
(λi(h)− λp+1(h))vi.

Hence, by the induction hypothesis, for all h ∈ h, and for all 1 ≤ i ≤ p, (λi(h)− λp+1(h))vi = 0.
But, for all 1 ≤ i ≤ p, λi 6= λp+1, hence there exists h ∈ h such that λi(h) 6= λp+1(h). Therefore,
we get that, for all 1 ≤ i ≤ p, vi = 0, from whitch it follows at once that, in addition, vp+1 = 0.
This finishes the induction.
3. Suppose now that V is finite dimensional. We are in position to apply Theorem II.3.8. It
asserts that all the elements of h act by diagonalisable endomorphisms. Since in addition h
is abelian and finite dimensional, then the elements of h act by simultaneously diagonalisable
endomorphisms: there exists a basis B = {b1, . . . , bn} of V such that any vector in B is an
eigenvector for the action of all h ∈ h. Now, for 1 ≤ i ≤ n and h ∈ h, put

h.bi = λi(h)bi,

λi(h) ∈ k. It is then obvious that, for all 1 ≤ i ≤ n, λi : h −→ k, h 7→ λi(h) is a linear form on
h. Point 3 follows.
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Example V.1.3 – If we consider the adjoint action of g on itself, we see that the Cartan-
Chevalley decomposition is nothing but the decomposition of g into weight spaces. In other
terms, the weights of (g, adg) are the roots of (g, h) together with 0.

Example V.1.4 – Suppose g = sl2(k) and h = kh (cf. notation of Section II.4).
Fix m ∈ N. Recall from Section II.4 the (simple) representation (km+1, ρm), and recall that

ρm(h) is diagonalisable with eigenvalues m− 2i, 0 ≤ i ≤ m. Clearly, we have an isomorphism of
vector spaces

ι : h∗ −→ k
λ 7→ λ(h)

.

Then, the weights of (km+1, ρm) are the elements of the set {ι−1(m− 2i), 0 ≤ i ≤ m}.

V.2 Highest weight representations.

In this section, we assume that k is algebraically closed and of characteristic 0.

Let g be a finite dimensional semisimple Lie algebra h a maximal toral subalgebra of g and
Φ the set of roots of the pair (g, h). In addition, let ∆ be a base of the root system Φ. Then Φ is
the disjoint union of the set Φ+ of positives roots and the set Φ− of negative roots: Φ = Φ−tΦ+.
The Cartan-Chevalley decomposition of g then reads

g = n− ⊕ h⊕ n+,

where n− =
⊕

α∈Φ− gα and n = n+ =
⊕

α∈Φ+ gα are nilpotent Lie subalgebras of g and where
b = b+ = h⊕ n+ is a solvable Lie subalgebra of g. Finally, n = [b, b] (cf. Example III.3.19).

Definition V.2.1 – Let V be a representation of g.
1. Let λ ∈ h∗. An element v ∈ V is called a highest weight vector of weight λ if it is a nonzero
element of Vλ such that n.v = 0.
2. An element v ∈ V is called a highest weight vector if it is a highest weight vector of weight λ
for some λ ∈ h∗.

Remark V.2.2 – In Humphreys’ book, a highest weight vector (of weight λ) is called a maximal
vector (of weight λ).

Remark V.2.3 – Highest weight vectors and finite dimensional representations – Let
(V, ρ) be a nonzero finite dimensional representation of g. Since b is a solvable Lie subalgebra of
g, ρ(b) is a solvable Lie subalgebra of gl(V ). Lie’s Theorem then ensures there is a full flag F of
V such that ρ(b) ⊆ bF (V ). Moreover, ρ(n) = ρ([b, b]) = [ρ(b), ρ(b)] ⊆ [bF (V ), bF (V )] = nF (V ).
Hence, there exists a nonzero vector v ∈ V which is a common eigenvector of all the elements of
b and satisfies n.v = 0; such a vector is a highest weight vector of V . We have shown that every
finite dimensional representation of g has a highest weight vector.

The study of finite dimensional representations of g relies on that of the larger class of repre-
sentations generated by a highest weight vector.

Definition V.2.4 – Highest weight representations.
1. Let λ ∈ h∗. A representation of g is called a highest weight representation of weight λ if it is
generated (as a representation) by a highest weight vector of weight λ.
2. A representation of g is called a highest weight representation if it is a highest weight repre-
sentation of weight λ for some λ ∈ h∗.
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Remark V.2.5 – In Humphreys’ book, a highest weight representation (of weight λ) is called a
standard cyclic representation (of weight λ).

The structure of highest weight representations is not difficult to describe.

For all α ∈ Φ+, fix xα ∈ gα \ {0} and consider hα ∈ h and yα ∈ g−α as in Theorem II.5.13.
We may therefore consider the basis of g consisting of {yα, α ∈ Φ+}, {xα, α ∈ Φ+} and any basis
of h and we may totally order it in such a way that each element yα be less than each element
of the chosen basis of h and that each element of the chosen basis of h be less than each element
xα. Now, using (a right-hand side version of) Corollary IV.3.20 and its proof we get that U(g) is
a free right U(b)-module with basis the set B consisting of the ordered products of the (images
in U(g) of the elements) yα, α ∈ Φ+.

Finally, write N∆ (resp. NΦ+) for the set of linear combinations with coefficients in N of the
elements of ∆ (resp. Φ+). Hence, N∆ = NΦ+.

Theorem V.2.6 – Let V be a representation of g and v a highest weight vector of weight λ ∈ h∗

of V that generates V as a representation (hence, V is a highest weight representation of weight
λ).
1. The elements of the set B.v are weight vectors and generate V as a vector space. In particular,
V is the direct sum of its weight spaces.
2. The weights of V are all of the form λ− µ with µ ∈ N∆.
3. All the weight spaces of V are finite dimensional and dimk(Vλ) = 1.
4. Any subrepresentation of V is the direct sum of its weight spaces.
5. The representation V is indecomposable; it has a unique maximal strict subrepresentation and
a unique irreducible quotient.
6. Any nonzero quotient representation of V is a highest weight representation of weight λ.

Proof. By definition of a highest weight vector, it is clear that U(b).v = k.v and, by the P.B.W.
Theorem, it follows that V = U(g).v = U(n−).v. The elements of B.v are weight vectors of weight
λ − µ, µ ∈ NΦ+, by the first point of Proposition V.1.2 and they generate U(n−).v as a vector
space (since the elements of B generate U(n−) as a k-vector space). This proves points 1 and 2.

We now show Point 3. Put ∆ = {α1, . . . , α`}. By Point 2, any weight of V belongs to λ−N∆.
Let λ −

∑
1≤i≤` qiαi be such a weight, qi ∈ N, 1 ≤ i ≤ `. Any element of B is of the form

b =
∏
α∈Φ+ y

pα
α , pα ∈ N for α ∈ Φ+ and b.v is then of weight λ −

∑
α∈Φ+ pαα. Therefore, the

weight space of weight λ −
∑

1≤i≤` qiαi is generated as a vector space by the elements b.v with
b =

∏
α∈Φ+ y

pα
α , pα ∈ N for α ∈ Φ+, and∑

α∈Φ+

pαα =
∑

1≤i≤`
qiαi

(cf. Proposition V.1.2, Point 2). But, it is not difficult to see that the above equality implies
that, for all α ∈ Φ+, pα ≤ max{qi, 1 ≤ i ≤ `}. This entails that the set of families (pα) satisfying
the above identity is finite and that it reduces to the trivial family in case qi = 0 for all 1 ≤ i ≤ `.
Point 3 follows.
4. By Point 1, V =

⊕
µ∈h∗ Vµ. Let now W be a subrepresentation of V . We must show that W

is the direct sum of its weight spaces: W =
⊕

µ∈h∗W ∩Vµ. This amounts to showing that, for all
w ∈W , the components of w in the decomposition of V as the sum of its weight spaces are all in
W . Suppose, to the contrary, that there exist elements in W that do not satisfy this condition
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and choose one, denoted w, with a minimal number of nonzero components. Clearly, w is not a
weight vector. Therefore, w = w1+. . .+wn, with 1 < n, where the wi are weight vectors of weight
µi ∈ h∗, the µi, 1 ≤ i ≤ n, being pairwise distinct. Let h ∈ h such that µ1(h) 6= µ2(h). Then
h.w − µ1(h)w = (µ2(h) − µ1(h))w2 + . . . + (µn(h) − µ1(h))wn ∈ W . The minimality hypothesis
made on w forces, on the one hand, w2 6∈ W and, on the other hand, (µ2(h) − µ1(h))w2 ∈ W ,
which is absurd. Point 4 is proved.
5. It follows from the above that any strict subrepresentation of V is contained in V ′ =

⊕
µ6=λ Vµ.

Hence, the sum of all the strict subrepresentations of V is a strict subrepresentation and, clearly,
it is maximum, for the inclusion, among strict subrepresentation. Obviously, this forces V to be
indecomposable. The rest of Point 5 clearly follows.
6. Any such quotient is the quotient of V by a strict subrepresentation. Therefore, by (the proof
of) Point 5, the image of v in it is a nonzero vector which, clearly, is a highest weight vector of
weight λ, which generates that quotient.

Corollary V.2.7 – Let V be a highest weight representation of g. If V is irreductible, then two
highest weight vectors of V are linearly dependent; in particular, all the highest weight vectors
have the same weight.

Proof. Suppose V is a highest weight representation of weight λ and let v ∈ Vλ be a highest
weight vector of weight λ. Let w be a highest weight vector of weight µ ∈ h∗. By definition, w
is nonzero and, by the irreducibility of V , it must generate V . Hence, V is also a highest weight
representation of weight µ. But then, by Point 2 of Theorem V.2.6, λ−µ and µ− λ both belong
to N∆. As ∆ is a basis of h∗, this implies that λ = µ. It remains to apply Point 3 of Theorem
V.2.6 to conclude.

We now come to the problem of the existence and unicity of highest weight representations
of a given weight. Unicity is not difficult.

Theorem V.2.8 – Let λ ∈ h∗. Two irreducible highest weight representations of weight λ are
isomorphic.

Proof. Let V and W be irreducible highest weight modules of weight λ and v ∈ V , w ∈W highest
weight vectors of weight λ such that V = U(g)v and W = U(g)w. We consider the U(g)-module
V ⊕W . Clearly, the element (v, w) is a highest weight vector of weight λ of V ⊕W . Consider
the submodule S = U(g)(v, w) of V ⊕W that (v, w) generates in V ⊕W . We consider now the
restrictions to S of the natural projections of V ⊕W on V and W :

p : S
can.inj.−→ V ⊕W can.proj.−→ V and q : S

can.inj.−→ V ⊕W can.proj.−→ W.

Clearly, p and q are morphisms of U(g)-modules and are surjective. Therefore, each of V and
W is isomorphic to a quotient of S. But, S is a highest weight module. So, by Theorem V.2.6,
it has a unique irreducible quotient. Now, since V and W are irreducible and isomorphic to a
quotient of S, both of them must be isomorphic to the unique irreducible quotient of S and, in
particular, they must be isomorphic between them.

We now consider the problem of the existence of a highest weight representation of a given
weight.

Let λ ∈ h∗. We consider the following representation (ρλ, Dλ) of the solvable subalgebra b of
g. By definition, Dλ = k and the structure morphism ρλ : b −→ gl(k) ∼= k maps any element
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h+
∑

α∈Φ+ xα ∈ b = h⊕(⊕α∈Φ+gα) to λ(h). The Lie bracket of any two elements of b is in n and,
hence, acts by 0. Since gl(k) is commutative, it follows that ρλ is a morphism of Lie algebras.
Therefore, Dλ is a linear representation of the k-algebra U(b) (see Remark IV.3.11) and we may
consider the left U(g)-module

Z(λ) = U(g)⊗U(b) Dλ

and put vλ = 1⊗ 1 ∈ Z(λ).

Remark V.2.9 – Retain the above notation and fix λ ∈ h∗.
1. By definition, Z(λ) is a left U(g)-module, hence in particular a k-vector space. More precisely,
U(g) acts on Z(λ) by k-linear endomorphisms and Z(λ) is endowed with the structure of a linear
representation of the k-algebra U(g) (see Remark IV.3.11). Therefore, we have a Lie algebra
homomorphism

g
jg−→ U(g) −→ gl(Z(λ))

which endows Z(λ) with the structure of a representation of the Lie algebra g.
2. Recall from Exercise IV.3.21 that multiplication in U(g) defines an isomorphism

U(n−)⊗k U(b) −→ U(g)

as left U(n−)-modules and right U(b)-modules. Therefore, using standard results on tensor
products, we get an isomorphism of left U(n−)-modules as follows:

Z(λ) = U(g)⊗U(b) Dλ
∼= (U(n−)⊗k U(b))⊗U(b) Dλ
∼= U(n−)⊗k (U(b)⊗U(b) Dλ)
∼= U(n−)⊗k Dλ
∼= U(n−)⊗k k
∼= U(n−);

which, for all y ∈ U(n−), sends y ⊗ 1 ∈ Z(λ) to y.

Definition V.2.10 – Let λ ∈ h∗. Then, the representation Z(λ) of g is called the Verma module
associated to λ.

Lemma V.2.11 – Let λ ∈ h∗. The representation Z(λ) of g is a highest weight representation
of weight λ of g and vλ is a highest weight vector of Z(λ) of weight λ which generates Z(λ).

Proof. By definition of Z(λ), vλ is a weight element of weight λ of Z(λ) and it is in the kernel of
the action of n. In addition, in the isomorphism of Remark V.2.9, vλ maps to a nonzero element,
hence is itself nonzero. Since, in addition, vλ obviously generates Z(λ) as a U(g)-module, the
result is established.

Notation V.2.12 – Let λ ∈ h∗. By Theorem V.2.6 and Lemma V.2.11, the highest weight
representation Z(λ) has a unique irreducible quotient. We will denote this quotient by V (λ).

Corollary V.2.13 – For all λ ∈ h∗, there exists an irreducible highest weight representation of
weight λ of g.

Proof. This follows from Lemma V.2.11 and Theorem V.2.6.

The following Remark summarizes the results obtained so far.

132



Remark V.2.14 –
1. For all λ ∈ h∗, V (λ) is an irreducible highest weight representation of weight λ of g (cf.
Notation V.2.12 and Corollary V.2.13). In addition, it follows easily from Corollary V.2.7 that,
if λ and µ are distinct elements of h∗, then V (λ) and V (µ) are not isomorphic.
2. Let V be a finite dimensional irreducible representation of g. Since V is finite dimensional,
by Remark V.2.3, it must have a highest weight vector. Since, in addition, it is irreducible, this
highest weight vector must generate V as a representation. Hence, there exists λ ∈ h∗ such that
V is a highest weight representation of weight λ. Now, by Theorem V.2.8, we deduce that V is
isomorphic as a representation to V (λ).
3. Therefore, the exhaustive list of irreducible finite dimensional representations of g (up to
isomorphism) coincides with the list of representations V (λ) which are finite dimensional over k.

Example V.2.15 – Verma modules for sl2(k) – Put g = sl2(k). Recall the canonical ge-
nerators x, h, y of g from Section II.4. Then, the Cartan-Chevalley decomposition of g reads
sl2(k) = n− ⊕ h⊕ n, where n− = ky, h = kh and n = kx. Of course, h∗ identifies to k by means
of the isomorphism h∗ −→ k, λ 7→ λ(h).

Since n− is a one-dimensional Lie algebra, its enveloping algebra is just its symmetric algebra.
More precisely, U(n−) is generated, as a k-algebra, by (the canonical image of) y and has the set
{yi, i ∈ N} as a k-basis.
1. Description of the Verma module Z(λ) = U(g)⊗U(b) Dλ, λ ∈ h∗.

For all i ∈ N, put ei = yi ⊗ 1 ∈ Z(λ) (and e−1 = 0, for convenience). By Remark V.2.9, the
set {ei, i ∈ N} is a basis of the k-vector space Z(λ). In order to decribe the representation Z(λ)
of g, we give explicit expressions for the actions of x, h and y on the elements of this basis. First,
recall that (the images in U(g) of) x, h, y generate U(g) as a k-algebra and that the following
relations hold in U(g): xy−yx = h, hx−xh = 2x and hy−yh = −2y. It is then easy to establish
the following identities in U(g):

∀ i ∈ N, xyi − yix = iyi−1(h− (i− 1)) and hyi − yih = −2iyi.

From these relations, we get the following identities describing the action of x, h and y on the
above basis of Z(λ), for all i ∈ N:

x.ei = i (λ(h)− (i− 1)) ei−1; (V.2.1)

h.ei = (λ(h)− 2i)ei; (V.2.2)

y.ei = ei+1. (V.2.3)

We notice that the weight spaces of Z(λ) are the lines kei, i ∈ N (and they are nothing but the
eigenspaces of the action of h).
2. Simplicity of Z(λ).
2.1. If λ(h) /∈ N, Z(λ) is irreducible. Details of the proof of this statement are left as an easy
and very interesting exercise. Here is a sketch of a proof. Consider a nonzero element v of Z(λ).
By the hypothesis on λ(h), the coefficients appearing in relations (V.2.1) for i ∈ N∗ are not zero.
From this it follows that, if j is the greatest integer such that the coefficient of ej in the expression
of v in the above basis is nonzero, then xj .v is a nonzero scalar multiple of e0. Then, it obviously
follows that, for all k ∈ N, yk.(xj .v) is a nonzero scalar multiple of ek. This shows that any
nonzero element of Z(λ) generates Z(λ) as a representation. That is, Z(λ) is irreducible.
2.2. Suppose λ(h) = m ∈ N. Put

M(λ) = Spank(ei, i ∈ N, i ≥ m+ 1).
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The identities (V.2.1), (V.2.2) and (V.2.3) show that M(λ) is a subrepresentation of Z(λ). It is
not difficult to show that the corresponding (finite dimensional) quotient representation is irre-
ducible, using the same strategy as in 2.1. But, actually, much more is true. Let Y be any strict
subrepresentation of Z(λ). As Z(λ) is a highest weight representation, Theorem V.2.6, Point
4, applies and Y must be the direct sum of its weight spaces. That is, Y must be the direct
sum of its intersections with the (weight spaces of Z(λ), that is the) lines kei, i ∈ N. But, this
forces Y ∩ kei = (0), whenever 0 ≤ i ≤ m for, otherwise, Y would contain a basis vector ej
for some 0 ≤ j ≤ m and therefore e0 itself, which would contradict the fact that Y is a strict
subrepresentation. All in all, we have proved that Y must be included in M(λ). Hence, M(λ)
is a maximum strict subrepresentation of Z(λ) and the corresponding quotient is therefore the
simple representation V (λ).
2.3. To sum up the above, according to whether λ(h) belongs to N or not, the simple represen-
tation V (λ) of g is finite dimensional or infinite dimensional. If λ(h) = m ∈ N, then V (λ) is a
finite dimensional representation of dimension m+ 1 and it is easy to prove that it is isomorphic
to the representation (ρm, km+1) discussed in Section II.4. If λ(h) /∈ N, V (λ) = Z(λ).

By Remark V.2.14 the question as to whether a representation V (λ), λ ∈ h∗, is finite dimen-
sional is crucial. This is the point we now investigate.

Theorem V.2.16 – Let λ ∈ h∗. If V (λ) is finite dimensional then, for all α ∈ ∆, λ(hα) ∈ N.

Proof. Let α ∈ ∆. Choose xα ∈ gα \ {0} and yα ∈ g−α \ {0} as in Theorem II.5.13. Let Sα be
the Lie subalgebra of g generated by xα and yα; Sα is isomorphic to sl2(k) via an isomorphism
sending hα to h and V (λ) becomes in that way a representation of sl2(k).

Now let v ∈ V (λ) be a highest weight vector of weight λ of the representation V (λ) of g.
Then, clearly, v is an eigenvector of eigenvalue λ(hα) for the action of hα and an element of the
kernel of the action of xα. Now, by Weyl’s Theorem, the representation V (λ) of sl2(k) decom-
poses as a sum of finite dimensional irreducible representations of sl2(k). The description of the
finite dimensional irreducible representations of sl2(k) then show that we must have λ(hα) ∈ N,
as requierred.

Our aim now is to prove that the necessary condition of Theorem V.2.16 for V (λ) to be finite
dimensional is actually sufficient. For this, preparatory results will be convenient.

Remark V.2.17 – Abstract weights versus concrete weights – At this stage, a remark is
in order to avoid ambiguities between various meanings of the word weight.
1. Recall the context. We are given a semisimple Lie algebra g and a maximal toral subalgebra
h of g. There is a set of roots Φ ⊆ h∗ attached to the pair (g, h) and a corresponding root system
Φ ⊆ ER in the euclidean space ER. Fix, in addition, a base ∆ = {α1, . . . , αn} of the root system
(ER,Φ).
2. We have a notion of weight attached to the root system (ER,Φ), in the sense of section III.9.
These are elements λ ∈ ER such that, for all α ∈ Φ, 〈λ, α〉 ∈ Z (cf. Definition III.9.1); the set of
weights is denoted ΛΦ. By Lemma III.9.3, we have

ΛΦ = {λ ∈ ER | ∀α ∈ ∆, 〈λ, α〉 ∈ Z}.

Attached to ∆, we have the fundamental weights $i, 1 ≤ i ≤ n (cf. Definition III.9.9). By
definition, $i ∈ ΛΦ and, actually, the set {$i, 1 ≤ i ≤ n} is a Z-basis of the (free) abelian group
ΛΦ (Lemma III.9.10). But, on the other hand, by Remark III.9.12, the fundamental weights are
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elements of EQ = SpanQ(αi, 1 ≤ i ≤ n), because the Cartan matrix is invertible, with coefficients
in Z. All in all, we get that

ΛΦ ⊆ EQ.

The same arguments actually show that {$i, 1 ≤ i ≤ n} form a Q-basis of EQ and a k-basis of
h∗ (cf. (II.6.3)).
3. Let now λ ∈ h∗.

Recall that the Killing form, κg, on h is nondegenerate and therefore allows the identification
ι : h −→ h∗, h 7→ κg(h,−). By transfer of structure via ι, we get a nondegenerate bilinear form
(−,−) : h∗ × h∗ −→ k. Recall also that, for all α ∈ Φ, (α, α) 6= 0 (Proposition II.5.12).

Suppose that:

∀ 1 ≤ i ≤ n, 2
(λ, αi)

(αi, αi)
∈ Z. (V.2.4)

We know that {$i, 1 ≤ i ≤ n} is a k-basis of h∗. So, there exists ci ∈ k, 1 ≤ i ≤ n, such that
λ =

∑
1≤i≤n ci$i. But then, by definition of the fundamental weights, for 1 ≤ i ≤ n,

ci = 2
(λ, αi)

(αi, αi)
∈ Z.

So, by Point 2, we have that λ ∈ EQ ⊆ ER and, by hypothesis on λ, we actually have λ ∈ ΛΦ.
4. Point 3 above applies in particular to the following context. Let V be a finite dimensional
representation of g. Let λ ∈ h∗ be a weight of the representation V (so, in the sense of Definition
V.1.1). Consider 1 ≤ i ≤ n, and elements xi ∈ gαi , yi ∈ g−αi and hi ∈ h as in Theorem II.5.13:
the subalgebra of g generated by xi and yi is isomorphic to sl2(k) and any element of the weight
space Vλ is an eigenvector for the action of h ∈ sl2(k), whose eigenvalue is λ(hi). Since V is
finite dimensional, seen as a representation of sl2(k) it is the direct sum of finite dimensional
irreducible representations of sl2(k), so that we must have λ(hi) ∈ Z. But,

λ(hi) =
2

κg(tαi , tαi)
λ(tαi) =

2

κg(tαi , tαi)
κg(tλ, tαi) =

2

(αi, αi)
(λ, αi).

We have shown that the weights of any finite dimensional representation of g satisfies the hy-
pothesis (V.2.4). By Point 3, such a weight is a weight in the abstract sense, that is, belongs to
ΛΦ ⊆ ER.

Lemma V.2.18 – For 1 ≤ i ≤ n, consider elements xi ∈ gαi, yi ∈ g−αi and hi ∈ h as in
Theorem II.5.13. Then, for 1 ≤ i, j ≤ n and k ∈ N, the following relations hold in U(g):
1. [xj , y

k+1
i ] = 0, if i 6= j;

2. [hj , y
k+1
i ] = −(k + 1)αi(hj)y

k+1
i ;

3. [xi, y
k+1
i ] = −(k + 1)yki (k.1− hi).

Proof. Recall the (injective) morphism of Lie algebras jg : g −→ U(g).
When k = 0 the relations in the statement hold in g and, therefore, in U(g). Indeed, the first

one follows from the fact that αj − αi is not a root (see Lemma II.5.6) and the two others are
true by definition. The result now follows by a straightforward induction on k.

Theorem V.2.19 – Let λ ∈ h∗. Let V be an irreducible highest weight representation of g, of
weight λ. Let Π(V ) be the set of weights of V . Suppose that λ(hi) ∈ N for all 1 ≤ i ≤ n, then
the following holds:
1. Π(V ) ⊆ ΛΦ ⊆ EQ and Π(V ) (seen as a subset of ER) is stable under the action of WΦ;
2. V is finite dimensional.
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Proof. We let v be a highest weight vector of weight λ that generates V and denote by φ : g −→
gl(V ) the Lie algebra morphism that defines the representation of g in V . For 1 ≤ i ≤ n, put
mi = λ(hi) ∈ N.
Step 1. Fix 1 ≤ i ≤ n and recall the elements xi, hi, yi ∈ g and the subalgebra Si that they
generate. We first investigate the action of Si in V . It follows from the relations in Lemma
V.2.18 that the element ymi+1

i .v is a weight vector of weight λ− (mi + 1)αi annihilated by n (see
the proof of Proposition III.4.2). But, V being irreducible, Corollary V.2.7 applies to show that
ymi+1
i .v = 0, since λ 6= λ− (mi + 1)αi. Now, put

Fi = Spank(yki .v, 0 ≤ k ≤ mi}.

Using Lemma V.2.18 again as well as the above, we get that Fi is a nonzero finite dimensional
subrepresentation of V seen as a representation of Si.

Now, let F be any finite dimensional subrepresentation of V seen as a representation of Si.
Put

g.F = Spank(g.w, g ∈ g, w ∈ F ).

Since g and F are finite dimensional, g.F is also finite dimensional. Further, since

∀ z ∈ Si, g ∈ g, w ∈ F, z.(g.w) = g.(z.w) + [z, g].w,

g.F is a subrepresentation of V seen as a representation of Si. Therefore, if we let Ti be the
set of all finite dimensional subspaces of V stable under the action of Si, the subspace

∑
F∈Ti F

is stable under the action of g and it is nonzero since it contains Fi and therefore v. As V is
irreducible, we deduce that

V =
∑
F∈Ti

F.

That is: seen as a representation of Si, V is the sum of finite dimensional subrepresentations.
Step 2. Since V is a highest weight representation of g of weight λ, by Theorem V.2.6, it is the

sum of its weight spaces and all its weights belong to the set λ−N∆. Therefore, the hypothesis
on λ implies that, for all weight µ of V , we have that µ(hi) ∈ Z, for all 1 ≤ i ≤ n. This means
that we are in the hypothesis of Point 3 in Remark V.2.17 and we deduce (see Point 2 of the same
Remark) that all the weights of V actually lie in ΛΦ ⊆ EQ and may therefore be seen as weights
in the abstract sense. In particular, we are in position to use the action of the Weyl group on ER
(which restrict to ΛΦ).

Consider a weight µ of V and w ∈ Vµ \ {0}. Fix 1 ≤ i ≤ n. By step 1, there exists a finite
dimensional subrepresentation E of V seen as a representation of Si that contains w. By the
results of Section II.4, the representation E of Si may be written

E =
⊕

1≤s≤r
Es, (V.2.5)

where r ∈ N∗ and, for all 1 ≤ s ≤ r, Es is an irreducible finite dimensional representation of Si,
which dimension we denote di ∈ N∗. Write

w =
∑

1≤s≤r
ws,

where, for 1 ≤ s ≤ r, ws ∈ Es. Since w 6= 0, there exists 1 ≤ t ≤ r such that wt 6= 0. Clearly,
for all 1 ≤ s ≤ r, we have φ(hi)(ws) = µ(hi)ws, so that ws is an eigenvector of φ(hi) in the
irreducible representation Es of Si.
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Suppose first that µ(hi) ∈ N. The nonzero vector wt as eigenvalue µ(hi) w.r.t. the endomor-
phism φ(hi), and, we may consider the vector

φ(yi)
µ(hi)(wt).

By the structure of the irreducible representation Et of Si (as discribed in Section II.4), this
vector is therefore an eigenvector of eigenvalue µ(hi)− 2µ(hi) = −µ(hi) for φ(hi) and is nonzero.
From this, we deduce immediately that φ(yi)

µ(hi)(w) is a nonzero element of E. But, w ∈ Vµ. So,
applying the first statement of Proposition V.1.2, we get that φ(yi)

µ(hi)(w) is a nonzero element
of V , of weight µ− µ(hi)αi, since yi ∈ g−αi . But

µ− µ(hi)αi = µ− 〈µ, αi〉αi = sαi(µ).

Therefore, we have shown that, if µ(hi) ∈ N, then sαi(µ) is a weight of V .
A similar argument deals with the case where −µ(hi) ∈ N. It is enough to consider the

element φ(xi)
−µ(hi)(w); it turns out that it is a nonzero vector of weight sαi(µ).

Hence, we have proved that, whenever µ is a weight of V , then for all 1 ≤ i ≤ n, its image
under the simple reflection sαi is also a weight of V .
Step 3. As the Weyl group is generated by the simple reflections, it follows from the previous
step that WΦ stabilises the set of weights of V . It only remains to establish that V is finite
dimensional.

Notice first that the hypothesis on λ means that λ is dominant, in the sense of section III.9.
As pointed out above, Π(V ) is a union of WΦ-orbits. Let O be such an orbit. By Proposition
III.9.14, O contains exactly one dominant weight µ and, as µ ∈ Π(V ), we must have that µ � λ,
by Theorem V.2.6. But λ is dominant, so there are finitely many dominant weights ν such that
ν � λ, as Lemma III.9.16 establishes. All together, we have shown that Π(V ) is the disjoint
union of finitely many orbits, all of which are finite since WΦ is finite. Therefore, Π(V ) is finite.
Now, Theorem V.2.6 shows that each weight space of V must be finite dimensional. Therefore,
V is finite dimensional, as the sum of finitely many finite dimensional subspaces.

Theorem V.2.19 establishes that, if V is an irreducible highest weight representation of g, of
weight λ such that λ(hi) ∈ N for all 1 ≤ i ≤ n, then the set Π(V ) of weights of V is a union of
WΦ-orbits. However, it does not clearly link the weight spaces attached to weights belonging to
the same orbit. Such a link is the goal that we pursue now.

We start with the following remark, which relies on Section II.7.

Remark V.2.20 – Some automorphisms of g associated to simple roots – Put ∆ =
{α1, . . . , αn}. For 1 ≤ i ≤ n, consider xi ∈ gαi , yi ∈ g−αi and hi ∈ h as in Theorem II.5.13.
1. The endomorphisms adg(xi) and adg(yi) are nilpotent derivations of g (cf. Lemma II.5.6).
Therefore, we may consider the following automorphism of the Lie algebra g:

Θi = exp(adg(xi)) exp(adg(−yi)) exp(adg(xi)).

2. Consider 1 ≤ i ≤ n. The following as been established in Section II.7. First, Θi induces an
involutive automorphism of Lie algebra of h, that we still denote Θi. Second, the endomorphism
tΘi of h∗ actually stabilises EQ. On the other hand, let si be the simple reflection of ER associated
to αi. We have that si stabilise EQ and

∀ 1 ≤ i ≤ n,
(
tΘi

)
|EQ

= (si)|EQ .
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3. Suppose now that we are given a finite dimensional representation (V, φ) of g.
Let 1 ≤ i ≤ n. By the representation theory of sl2(k) (applied to V considered as a repre-

sentation of the Lie subalgebra of g generated by xi, yi and hi), we get that φ(xi) and φ(yi) are
nilpotent endomorphisms of V (cf. Theorem II.3.8). Thus, we are in position to consider the
automorphism of V defined by

fi = exp(φ(xi)) exp(φ(−yi)) exp(φ(xi)).

By Point 3 in Exercise II.7.1, we get that the following relations hold:

∀ g ∈ g, φ(Θi(g)) = fi ◦ φ(g) ◦ f−1
i .

Notice that, since the restriction of Θi to h is an involution, we actually have:

∀h ∈ h, φ(Θi(h)) = fi ◦ φ(h) ◦ f−1
i = f−1

i ◦ φ(h) ◦ fi. (V.2.6)

Theorem V.2.21 – Let V be an irreducible highest weight representation of g, of weight λ.
Suppose that λ(hi) ∈ N for all 1 ≤ i ≤ n. Then, for all weight µ of V and all σ ∈ WΦ,
dimk(Vσ(µ)) = dimk(Vµ).

Proof. We let v be a highest weight vector of weight λ that generates V and denote by φ :
g −→ gl(V ) the Lie algebra morphism that defines the representation of g in V . We will use the
notation of Remark V.2.20.

Recall from Theorem V.2.19 that the set Π(V ) of weights of V satisfies Π(V ) ⊆ ΛΦ ⊆ EQ and
is stable under the action of WΦ and that V is finite dimensional.

Consider a weight µ of V and w ∈ Vµ. For all 1 ≤ i ≤ n, we have that

∀h ∈ h, φ(h)(f−1
i (w)) = f−1

i (φ(Θi(h))(w)) = µ(Θi(h))f−1
i (w) = (si(µ)(h))f−1

i (w).

Indeed, the first equality above follows from the first equality in (V.2.6), the second holds because
w ∈ Vµ, and the third is Point 2 of Remark V.2.20. This shows that

f−1
i (Vµ) ⊆ Vsi(µ). (V.2.7)

Now, using the second equality in (V.2.6), rather than the first, the same argument leads to

fi(Vν) ⊆ Vsi(ν) (V.2.8)

for all weight ν of V . In particular, the inclusion (V.2.8) applied with ν = si(µ) leads to

f−1
i (Vµ) = Vsi(µ). (V.2.9)

As the Weyl group is generated by the simple reflections, the result follows.

We are now in position to classify finite dimensional representations of g. Let Irrep(g) denote
the set of finite dimensional irreducible representations of g and by ∼ the equivalence relation
on this set defined by isomorphism of representations. By Theorem V.2.19, we have a map as
follows:

{λ ∈ h∗ | ∀ 1 ≤ i ≤ n, λ(hi) ∈ N} −→ Irrep(g)/ ∼
λ 7→ cl(V (λ))

, (V.2.10)

where, for λ ∈ h∗, cl(V (λ)) stands for the isomorphism class of the representation V (λ).
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Corollary V.2.22 – Classification of finite dim. irreducible representations – The map
(V.2.10) is a bijection.

Proof. The injectivity of this map follows from Point 1 in Remark V.2.14; its surjectivity follows
from Theorem V.2.16 together with Point 2 in Remark V.2.14.

Remark V.2.23 – Recall Remark V.2.17. It asserts that we have the following equalities be-
tween subsets of EQ:

ΛΦ = {λ ∈ h∗ | ∀ 1 ≤ i ≤ n, λ(hi) ∈ Z} and Λ+
Φ = {λ ∈ h∗ | ∀ 1 ≤ i ≤ n, λ(hi) ∈ N}.

Therefore, Corollary V.2.22 actually gives a bijection:

Λ+
Φ −→ Irrep(g)/ ∼
λ 7→ cl(V (λ))

.

We conclude this section by showing that the set of weights of V (λ), λ ∈ Λ+
Φ , is actually a

saturated set of weights, in the sense of Section III.9.

Consider λ ∈ Λ+
Φ , V (λ) the associated irreducible finite dimensional representation of g and

denote by Π(λ) the set of weights of V (λ). As already noticed, we know that

Π(λ) ⊆ ΛΦ.

Recall, on the other hand, the notion of saturated set of weights, as introduced in Section III.9.

We begin with a preparatory Lemma which, for all µ ∈ Π(λ) and all α ∈ Φ, describes the set
of weights of the form µ + iα which are also in Π(λ). Its statement and proof are parallel with
those of Proposition III.2.15 about strings of roots.

Lemma V.2.24 – Retain the above notation. For all µ ∈ Π(λ) and all α ∈ Φ, there exist r, q ∈ N
such that

Π(λ) ∩ {µ+ iα, i ∈ Z} = {µ+ iα, i ∈ Z, −r ≤ i ≤ q}.

In addition, r = q + 〈µ, α〉.

Proof. Put V = V (λ), to simplify notation. Consider µ ∈ Π(λ).
For α ∈ Φ, we consider elements xα, hα, yα as in Theorem II.5.13 and denote by Sα the Lie

subalgebra of g that they generate (which is therefore isomorphic to sl2(k)). Of course, V (λ)
may be considered as a representation of Sα. Let W =

⊕
i∈Z Vµ+iα. By Proposition V.1.2, W is

a subrepresentation of the representation V (λ) of Sα. Of course, W is finite dimensional since
V (λ) is. Therefore, we may consider r, q ∈ N such that −r = min{i ∈ Z |Vµ+iα 6= (0) and
q = max{i ∈ Z |Vµ+iα 6= (0). Hence,

W =
⊕
−r≤i≤q

Vµ+iα.

In addition, for all i ∈ Z, hα acts on Vµ+iα by scalar multiplication by µ(hα) + 2i. All in all, hα
acts diagonally on W , and the set of its eigenvalues is

{µ(hα) + 2i, i ∈ Z, −r ≤ i ≤ q, Vµ+iα 6= (0)}.
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On the other hand, we may consider W as a representation of Sα and, as such, it decomposes
as the sum of finitely many irreducible representations of Sα, by Weyl’s Theorem. But, Sα is
isomorphic to sl2(k) as a Lie algebra, by an isomorphism which sends hα to h. So, we are in
position to use the structure of the finite dimensional irreducible representations of sl2(k) (and
in particular the eigenvalues of the action of h in these representations) to conclude that, for all
i ∈ Z, −r ≤ i ≤ q, we must have Vµ+iα 6= 0. That is,

Π(λ) ∩ {µ+ iα, i ∈ Z} = {µ+ iα, i ∈ Z, −r ≤ i ≤ q}.

On the other hand, we know that the Weyl group stabilises Π(λ) (cf. Theorem V.2.19). In
particular, the reflection σα associated to the root α stabilises Π(λ) and, clearly, it stabilises the
set {µ + iα, i ∈ Z}. As, for all i ∈ Z, σα(µ + iα) = µ + (−i − 〈µ, α〉)α, it follows that the map
Z −→ Z, i 7→ −i − 〈µ, α〉 induces a bijection from {i ∈ Z, −r ≤ i ≤ q} to itself which, clearly
is decreasing. Hence, this induced bijection must exchange q and −r. From this, we get that
r = q + 〈µ, α〉.

Theorem V.2.25 – In the above notation, we have that:
1. Π(λ) is a saturated set of weights with highest weight λ of the root system (ER,Φ) of g;
2. an element µ ∈ ΛΦ belongs to Π(λ) if, and only if, all the elements ν of its WΦ-orbit satisfy
ν � λ.

Proof. The first point is an immediate consequence of Lemma V.2.24. Therefore, Π(λ) is a
saturated set of weights with highest weight λ, in the sense of Definition III.9.20. The second
point then follows using Proposition III.9.14 and Remark III.9.25.

V.3 Freudenthal’s multiplicity formula.

In this section, we assume that k is algebraically closed and of characteristic 0.

Let g be a finite dimensional semisimple Lie algebra, h a maximal toral subalgebra and Φ the
associated root system.

We start this section by discussing Casimir operators of finite dimensional representations of
g. Such operators have already been introduced in Section II.1.

Consider a finite dimensional representation (V, f) of g. Let (x1, . . . , xn) be any basis of g.
As the Killing form κg : g× g −→ k is non degenerate (cf. Theorem I.7.16), we can consider the
basis (y1, . . . , yn) of g dual to (x1, . . . , xn) with respect to the Killing form; that is, defined by:
for all 1 ≤ i, j ≤ n, κg(xi, yj) = δi,j . Then, we can consider the endomorphism∑

1≤i≤n
f(xi) ◦ f(yi) ∈ Endk(V ). (V.3.1)

Exercise V.3.1 – In the above notation, the endomorphism
∑

1≤i≤n f(xi) ◦ f(yi) ∈ Endk(V ) is
independent of the basis (x1, . . . , xn).

Exercise V.3.1 now allows to put the following definition.

Definition V.3.2 – Retain the above notation. The endomorphism
∑

1≤i≤n f(xi) ◦ f(yi) ∈
Endk(V ), where (x1, . . . , xn) and (y1, . . . , yn) are bases of g dual to each other with respect to
κg is called the Casimir operator of (V, f). It is denoted c(V,f).
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Proposition V.3.3 – Retain the above notation. The Casimir operator c(V,f) is an endomor-
phism of the representation (V, f).

Proof. This is Lemma II.1.3.

Example V.3.4 – Retain the above notation. It will be convenient to define the Casimir op-
erator of the representation (V, f) by considering a basis of g adapted to its Cartan-Chevalley
decomposition. Such a basis is obtained as follows. We start with an arbitrary choice of a basis
B of h. As the restriction of κg to h is nondegenerate, there exists a basis B∗ of h, dual to B with
respect to this restriction. Then, for all α ∈ Φ, we consider xα ∈ gα \ {0} and the associated

triple (xα, hα, yα) as in Remark II.5.14 and we put zα =
(α, α)

2
yα. Then, B ∪ {xα, α ∈ Φ} and

B∗ ∪ {zα, α ∈ Φ} are bases of g, dual to each other with respect to κg, as is easily verified (using
Lemma II.5.6, Proposition II.5.12 and Theorem II.5.13). With respect to this choice, we have
the following expression for c(V,f):

c(V,f) =
∑

1≤i≤`
f(bi) ◦ f(b∗i ) +

∑
α∈Φ

f(xα) ◦ f(zα),

where B = (bi)1≤i≤` and B∗ = (b∗i )1≤i≤`.

At this point, we consider a dominant weight λ ∈ Λ+, put V = V (λ) and denote by φ : g −→
gl(V ) the morphism of Lie algebras associated to the representation V . By the results of Section
V.2, we know that V is a finite dimensional, irreducible representation of g. It enjoys a weight
space decomposition

V =
⊕

µ∈Π(λ)

Vµ, Π(λ) ⊆ ΛΦ,

where Π(λ) is the set of weights of V . Further, we know that Π(λ) is stable under the action of
the Weyl group WΦ and that,

∀w ∈WΦ, ∀µ ∈ Π(λ), dimk(Vw(µ)) = dimk(Vµ).

For all µ ∈ ΛΦ, we denote by mλ(µ) the multiplicity of µ in V ; that is:

∀µ ∈ ΛΦ, mλ(µ) = dimk(Vµ).

Our objective now is to prove Freudenthal’s formula which expresses (inductively) the multi-
plicity of any weight µ. This will be achieved by computing the traces of certain endomorphisms
(arising from Casimir operators) on weight spaces. To make this strategy a little clearer, we
notice the following facts that will be of central use.

Remark V.3.5 – Denote by cλ the Casimir operator of the representation V . First, V being
irreducible, the endomorphism cλ of the representation V is just scalar multiplication, by Schur’s
lemma. Second, the expression of cλ that we obtain using a basis as in Example V.3.4 is very
convenient. Indeed, it expresses cλ as the sum of dimk(h) + |Φ| endomorphisms of V , all of which
stabilise any weight space of V (cf. Proposition V.1.2).

The following proof of Freudenthal’s formula will be based on these observations.

141



Proposition V.3.6 – Retain the notation above. Fix µ ∈ Π(λ) and α ∈ Φ such that µ + α /∈
Π(λ). (Hence, 〈µ, α〉 ∈ N, by Lemma V.2.24.) Then, the following holds:
1. for all k ∈ N, the endomorphism φ(xα)φ(zα) stabilises the subspace Vµ−kα;
2. for all 0 ≤ k ≤ 〈µ, α〉, the trace of the restriction of φ(xα)φ(zα) on Vµ−kα is given by the
following formula:

TrVµ−kα(φ(xα)φ(zα)) =
∑

0≤i≤k
mλ(µ− iα)(µ− iα, α).

Proof. The statement of Point 1 follows immediately from Proposition V.1.2, as already noticed.

Put r = 〈µ, α〉. By the assumptions on µ and α, the α-string through µ is {µ− iα, 0 ≤ i ≤ r}
(see Lemma V.2.24). That is, for i ∈ N, Vµ−iα is nonzero if and only if 0 ≤ i ≤ r. Now, put
Sα = Span{xα, yα, hα}, so that Sα is a Lie subalgebra of g isomorphic to sl2(k). In addition,
consider

W =
⊕

0≤i≤r
Vµ−iα.

Then clearly, V is a representation of Sα by restriction of φ and W is a subrepresentation of V
considered as such. We are in position to use the representation theory of sl2(k) (cf. Section
II.4). For p ∈ N, denote by V (p) the unique (up to isomorphism) simple representation of Sα of
dimension p+ 1. By Weyl’s Theorem, W decomposes as the direct sum of subrepresentations of
Sα of the form V (p), for appropriate integers p ∈ N. More precisely, as the action of hα on a
simple representation V (p), p ∈ N, is diagonalisable with eigenvalues p− 2i, 0 ≤ i ≤ p, and since,
on the other hand, the action of hα on W is diagonalisable with eigenvalues (µ−kα)(hα) = r−2k,
0 ≤ k ≤ r, we have that a simple representation V (p), p ∈ N, may arise as a summand of W only
if 0 ≤ p ≤ r. Therefore, putting pk = r − 2k, 0 ≤ k ≤ r/2, there exist integers nk ∈ N such that

W ∼=
⊕

0≤k≤r/2

V (pk)
nk . (V.3.2)

(Notice that the integers nk may very well be zero.) Examining again the possible eigenvalues
for the action of hα we get in addition that:

∀ 0 ≤ k ≤ r/2, n0 + . . .+ nk = dimk(Vµ−kα) = mλ(µ− kα). (V.3.3)

By the representation theory of sl2(k), each V (pk), 0 ≤ k ≤ r/2, has a distinguished basis on
which the action of xα, hα, yα is given by Lemma II.4.5. Considering such a basis for all the
summands appearing (with nonzero multiplicity) in (V.3.2), and taking the union of all these
bases, we get a basis of W , which we denote by B. Further, the elements of B are all eigenvectors
for the action of hα and, the elements of B whose eigenvalue for this action is r− 2i form a basis
of Vµ−iα, 0 ≤ i ≤ r. We are now ready to prove Point 2. The idea is to compute the desired
traces using the basis B.

We first establish the second point of the statement in the case where 0 ≤ k ≤ 〈µ, α〉/2.
Consider an element of B belonging to Vµ−kα. By construction of B, there exists 1 ≤ i ≤ r/2
such that this element belongs to one of the ni summand V (pi) and it is easy to see that we must
have i ≤ k (and ni 6= 0). Now, by the choice of basis made for each of the summands of (V.3.2),
we have that this vector is indexed (as an element of the basis of the summand it belongs to) by
k − i and therefore that φ(xα)φ(yα) acts on it by multiplication by (k − i + 1)(pi − (k − i)) (cf.
Lemma II.4.5). It follows that the matrix of the restriction of φ(xα)φ(yα) to Vµ−kα in the basis
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consisting of the elements of B∩Vµ−kα is diagonal with ni terms equal to (k− i+ 1)(pi− (k− i))
on the diagonal. So, we have:

TrVµ−kα(φ(xα)φ(yα)) =
∑

0≤i≤k
ni(k − i+ 1)(pi − (k − i)) =

∑
0≤i≤k

ni(k − i+ 1)(〈µ, α〉 − i− k)).

Rewriting (V.3.3) as

∀ 0 ≤ i ≤ r/2, ni = mλ(µ− iα)−mλ(µ− (i− 1)α),

we get

TrVµ−kα(φ(xα)φ(yα)) =
∑

0≤i≤kmλ(µ− iα)(k − i+ 1)(〈µ, α〉 − i− k))

−
∑

0≤i≤kmλ(µ− (i− 1)α)(k − i+ 1)(〈µ, α〉 − i− k))

=
∑

0≤i≤kmλ(µ− iα)(k − i+ 1)(〈µ, α〉 − i− k))

−
∑
−1≤i≤k−1mλ(µ− iα)(k − i)(〈µ, α〉 − i− 1− k))

=
∑

0≤i≤kmλ(µ− iα)(k − i+ 1)(〈µ, α〉 − i− k))

−
∑

0≤i≤kmλ(µ− iα)(k − i)(〈µ, α〉 − i− 1− k))

=
∑

0≤i≤kmλ(µ− iα) [(k − i+ 1)(〈µ, α〉 − i− k))− (k − i)(〈µ, α〉 − i− 1− k)]

=
∑

0≤i≤kmλ(µ− iα) [(k − i+ 1)(〈µ, α〉 − i− k))− (k − i)(〈µ, α〉 − i− 1− k)]

=
∑

0≤i≤kmλ(µ− iα)(〈µ, α〉 − 2i).

Hence, we have that

∀ 0 ≤ k ≤ 〈µ, α〉/2, TrVµ−kα(φ(xα)φ(zα)) =
∑

0≤i≤k
mλ(µ− iα)(µ− iα, α). (V.3.4)

We now come to the case where 〈µ, α〉/2 < k ≤ 〈µ, α〉. A reasoning similar to that of the
previous case first leads to the following equality:

TrVµ−kα(φ(xα)φ(yα)) =
∑

0≤i≤r−k−1

mλ(µ− iα)(〈µ, α〉 − 2i). (V.3.5)

But, for all j ∈ N, we have that sα(µ− jα) = µ− (r− j)α. So, by Theorem V.2.21, for all j ∈ N:

mλ(µ− jα)(r− 2j) +mλ(µ− (r− j)α)(r− 2(r− j)) = mλ(µ− jα)[(r− 2j) + (r− 2(r− j))] = 0.

It follows that
TrVµ−kα(φ(xα)φ(yα)) =

∑
0≤i≤k

mλ(µ− iα)(〈µ, α〉 − 2i),

since the terms we added to the summation in (V.3.5) pairwise sum to 0.
Therefore, we have proved that (V.3.4) extends as follows:

∀ 0 ≤ k ≤ 〈µ, α〉, TrVµ−kα(φ(xα)φ(zα)) =
∑

0≤i≤k
mλ(µ− iα)(µ− iα, α). (V.3.6)

The proof is now complete.

Corollary V.3.7 – Retain the above notation. For all ν ∈ Π(λ) and all α ∈ Φ, Vν is stable
under φ(xα)φ(zα) and the trace of the endomorphism of Vν induced by φ(xα)φ(zα) is given by

TrVνφ(xα)φ(zα) =
∑
i∈N

mλ(ν + iα)(ν + iα, α).
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Proof. Let ν ∈ Π(λ) and α ∈ Φ. The stability of Vν under φ(xα)φ(zα) as already been noticed
(cf. Proposition V.1.2).

Now, according to Lemma V.2.24, there exist r, q ∈ N such that Π(λ) ∩ {ν + iα, i ∈ Z} =
{ν + iα, i ∈ Z, −r ≤ i ≤ q} and further, r = q + 〈ν, α〉. Put now µ = ν + qα. Then µ is in Π(λ)
while µ+ α is not. Hence, we may apply Proposition V.3.6 to µ and get

TrVνφ(xα)φ(zα) = TrVµ−qαφ(xα)φ(zα)
=

∑
0≤i≤qmλ(µ− iα)(µ− iα, α)

=
∑

0≤i≤qmλ(ν + qα− iα)(ν + qα− iα, α)

=
∑

0≤i≤qmλ(ν + (q − i)α)(ν + (q − i)α, α)

=
∑

0≤j≤qmλ(ν + jα)(ν + jα, α)

But, for all integer j such that q < j, mλ(ν + jα) = 0. So,

TrVνφ(xα)φ(zα) =
∑
j∈N

mλ(ν + jα)(ν + jα, α),

as desired.

Consider bases of g as in Example V.3.4 and recall the Casimir operator of (V, φ):

c(V,φ) =
∑

1≤i≤`
φ(bi) ◦ φ(b∗i ) +

∑
α∈Φ

φ(xα) ◦ φ(zα).

By Proposition V.3.3, c(V,φ) is an endomorphism of the representation (V, φ) and is therefore an
homothetie, by Schur’s lemma, since (V, φ) is irreducible. Let c ∈ k such that

c(V,φ) = c idV .

Lemma V.3.8 – Retain the above notation. Let µ ∈ Π(λ). Then,

TrVµc(V,φ) = mλ(µ)(µ, µ) +
∑
α∈Φ

∑
i∈N

mλ(µ+ iα)(µ+ iα, α).

Proof. Recall that, in the notation of Example V.3.4, (bi)1≤i≤` is a basis of h and that (b∗i )1≤i≤` is
its dual with respect to the restriction of the Killing form to h. By definition, the endomorphisms
φ(bi) and φ(b∗i ) stabilise Vµ and act on it my multiplication by µ(bi) and µ(b∗i ), respectively.
Consider tµ ∈ h; by definition, µ = κg(tµ,−). Let a1, . . . , a` ∈ k such that tµ =

∑
1≤j≤` ajbj .

Then, for 1 ≤ i ≤ `,

µ(bi) =
∑

1≤j≤`
ajκg(bj , bi) and µ(b∗i ) =

∑
1≤j≤`

ajκg(bj , b
∗
i ) = ai.

Thus, ∑
1≤i≤` TrVµφ(bi)φ(b∗i ) = mλ(µ)

∑
1≤i≤` µ(bi)µ(b∗i )

= mλ(µ)
∑

1≤i,j≤` aiajκg(bj , bi)

= mλ(µ)κg(tµ, tµ)
= mλ(µ)(µ, µ).

It remains to use Corollary V.3.7 to conclude.
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Remark V.3.9 – Retain the above notation. Let µ ∈ Π(λ). Then,

TrVµc(V,φ) = mλ(µ)(µ, µ) +
∑
α∈Φ

∑
i∈N∗

mλ(µ+ iα)(µ+ iα, α). (V.3.7)

Indeed, for all α ∈ Φ, we have −α ∈ Φ and the terms corresponding to i = 0 and α cancel with
the term corresponding to i = 0 and −α

It will be convenient to extend the above trace formulas to all weight. This is easy once the
following result is established. (Notice that the sum appearing in Lemma V.3.10 does make sense
since all the summands are zero except a finite number.)

Lemma V.3.10 – Retain the above notation. For all α ∈ Φ and all µ ∈ Λ,∑
i∈Z

mλ(µ+ iα)(µ+ iα, α) = 0.

Proof. Put D = {µ+ iα, i ∈ Z} ⊆ ER. Since µ ∈ Λ, 〈µ, α〉 ∈ Z, so that σα stabilises D and, thus,
induces by restriction an involution on D.

Suppose first that D does not contain fixed points of σα. Then we can write D as the disjoint
union of subsets of two elements of the form {µ+ iα, σα(µ+ iα)}, for some i ∈ Z. More precisely,
we have that

D =
⊔

i∈Z, i≥−〈µ,α〉/2

{µ+ iα, σα(µ+ iα)}.

But, the Weyl group stabilises Λ, (cf. Lemma III.9.13). And, further, it stabilises Π(λ) sending
a weight of V to a weight of the same multiplicity (cf. Theorem V.2.21). So, we have∑

i∈Zmλ(µ+ iα)(µ+ iα, α)
=
∑

i∈Z, i≥−〈µ,α〉/2 [mλ(µ+ iα)(µ+ iα, α) +mλ(σα(µ+ iα))(σα(µ+ iα), α)]

=
∑

i∈Z, i≥−〈µ,α〉/2 [mλ(µ+ iα)(µ+ iα, α) +mλ(µ+ iα)(µ+ iα,−α)]

= 0.

Suppose now that D contains fixed points of σα. As, for i ∈ Z, σα(µ+ iα) = µ+ iα if an only
if (µ + iα, α) = 0, such a fixed point is unique and the corresponding summand in the sum of
the statement is zero. So, we can use, in this second case, the same trick as in the first one and
conclude.

This finishes the proof.

Theorem V.3.11 – Trace formula for Casimir operators – Retain the above notation.
Then,

∀µ ∈ Λ, TrVµc(V,φ) = mλ(µ)(µ, µ) +
∑
α∈Φ

∑
i∈N

mλ(µ+ iα)(µ+ iα, α).

Proof. The case where µ ∈ Π(λ) has already been established (cf. Lemma V.3.8).
Suppose now that µ /∈ Π(λ). We must show that

∑
α∈Φ

∑
i∈Nmλ(µ + iα)(µ + iα, α) = 0.

Fix α ∈ Φ. Let I = {i ∈ Z |µ + iα ∈ Π(λ)}. As µ is not a weight, we have either I ⊆ N∗ or
I ⊆ (−N)∗, by Lemma V.2.24. If I ⊆ (−N)∗, then trivially,

∑
i∈Nmλ(µ + iα)(µ + iα, α) = 0. If

I ⊆ N∗, then ∑
i∈N

mλ(µ+ iα)(µ+ iα, α) =
∑
i∈Z

mλ(µ+ iα)(µ+ iα, α) = 0.

Indeed, the first equality if trivial and the second is the content of Lemma V.3.10. The result is
established.
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Corollary V.3.12 – Trace formula for Casimir operators – Retain the above notation.
Then,

∀µ ∈ Λ, TrVµc(V,φ) = mλ(µ)(µ, µ) +
∑
α∈Φ+

mλ(µ)(µ, α) + 2
∑
α∈Φ+

∑
i∈N∗

mλ(µ+ iα)(µ+ iα, α).

Proof. By theorem V.3.11, and using the same argument as in Remark V.3.9,

TrVµc(V,φ) = mλ(µ)(µ, µ)+
∑
α∈Φ

∑
i∈N

mλ(µ+iα)(µ+iα, α) = mλ(µ)(µ, µ)+
∑
α∈Φ

∑
i∈N∗

mλ(µ+iα)(µ+iα, α).

And, by Lemma V.3.10, for all α ∈ Φ,∑
i∈N∗

mλ(µ− iα)(µ− iα,−α) = mλ(µ)(µ, α) +
∑
i∈N∗

mλ(µ+ iα)(µ+ iα, α).

Since Φ = Φ+ t (−Φ+), the result follows.

We are now ready to prove Freudenthal’s formula. Recall the observation of Remark V.3.5
and the notation introduced there. Recall also (cf. Lemma III.9.17) the weight

δ =
1

2

∑
α∈Φ+

α.

The identity of Corollary V.3.12 can now be rewritten:

∀µ ∈ Λ, TrVµc(V,φ) = mλ(µ)(µ, µ+ 2δ) + 2
∑
α∈Φ+

∑
i∈N∗

mλ(µ+ iα)(µ+ iα, α). (V.3.8)

Theorem V.3.13 – Freudenthal’s formula – Let λ ∈ Λ+. For all µ ∈ Λ,

mλ(µ) ((λ+ δ, λ+ δ)− (µ+ δ, µ+ δ)) = 2
∑
α∈Φ+

∑
i∈N∗

mλ(µ+ iα)(µ+ iα, α).

Proof. By Remark V.3.5, there exists c ∈ k such that cλ = cidV . On the other hand, λ is a weight
of multiplicity 1 such that, for all α ∈ Φ+ and all i ∈ N∗, λ + iα is not a weight (cf. Theorem
V.2.6). So, by (V.3.8) applied with µ = λ, we have

c = (λ, λ+ 2δ) = (λ+ δ, λ+ δ)− (δ, δ).

Now, for all µ ∈ Λ, TrVµc(V,φ) = cmλ(µ). The result follows.

Remark V.3.14 – It should be noted that, in Freudenthal’s formula, the coefficient of mλ(µ)
in the right hand side term is nonzero whenever λ 6= µ, as Proposition III.9.26 shows. So that,
Freudenthal’s formula does provide an expression of mλ(µ) in terms of the multiplicities of weights
ν such that µ ≺ ν. As the multiplicity of the highest weight λ is known to be 1, Freudenthal’s
formule does provide a way to compute inductively all the multiplicities of V (λ).
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